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1.1 INTRODUCTION1

The standard theory of electron transport phenomena in ideal crystalline semiconductors 
is based on the band theory that determines single-electron eigenstates (Bloch waves) and 
energies forming energy bands (with a quasi-continuous level distribution) separated by 
bandgaps. Static disorder modifi es the electron wavefunctions and the energy spectrum of 
the system. A useful characteristic of the electron states is the density of states that can be 
applied to the description of both ordered solids and solids with arbitrarily strong disorder. 
In the presence of weak disorder, the eigenstates of a disordered material differ only slightly 
from the eigenstates of an ideal crystal and the density of states appears to be only slightly 
different from that of an ideal crystal. Therefore, the description of the electronic processes 
in weakly disordered crystalline solids may use the concept of almost free quasi-particles 
(Bloch waves) modifi ed by the interaction with the random fi eld and by the electron– electron 
interaction. Interacting electrons in extended states may be often described using the Fermi-
liquid approach, which assumes that a system of electrons is described by using a self-
consistent fi eld that determines the properties of almost free quasi-particles, whose energy 
spectrum is a function of the interaction, and the distribution function. The wavefunctions 
remain extended over the entire sample and have a random component that may be described 
as a random phase variation of the electronic wave. Accordingly, transport in a system with 
weak disorder may be described using the basis of the unperturbed Bloch eigenstates and 
assuming that a random scattering potential (related to random static deviations of the 
potential in the crystal from periodicity, to lattice vibrations, etc.) induces transitions 
between these eigenstates. The corresponding theory is based on the Boltzmann transport 
equation, whose condition of applicability is

 � τ ε<< ,  (1.1.1)

where t is the quasi-momentum relaxation time and ē is the characteristic quasi-particle 
energy (equal to kT for nondegenerate electron gas or to the Fermi energy eF for the degen-
erate case). Condition (1.1.1) allows one to combine the classical description of statistical 
properties of the gas of quasi-particles with quantum-mechanical treatment of individual 
scattering events. Condition (1.1.1) may be written in the alternative form

 λ << l, (1.1.2)

where l = h̄ / p̄ = k̄ −1 is the de Broglie wavelength of quasi-particles, p̄ and k̄ are their char-
acteristic quasi-momentum and quasi-wave vector, l = v̄t is their mean free path, and v̄ is 
the characteristic velocity of the quasi-particles.

In noncrystalline materials (amorphous solids and liquids), short-range order exists, even 
for strong structural disorder, and the electron energy spectrum is known to retain the 
characteristic features of the band spectrum: the regions of high electron density of states 
(corresponding to the allowed bands of the crystal) exist, separated by the regions where 
the density of states is lower (often by several orders of magnitude) corresponding to the 

1Some of the problems discussed in this chapter are also treated in books [1–7] and reviews [8–11] and references 
therein.
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energy gaps of the band spectrum of the crystal. With increasing disorder, however, extended 
electron states inside the energy bands of the crystal may become localized (Anderson 
localization [12]); eventually, for suffi ciently strong disorder, all electron states become 
localized. Localization implies that the envelope of the wave function decays exponentially 
away from some localization point R, y (r) ∼ exp(−�r − R� / a), where a is the localization 
length. Mott has pointed out that the role of disorder can be different for states of different 
energies; for intermediate disorder, localized and extended states may coexist in the same 
system at different energies. Typically, the states in the middle of the band may remain 
extended (extended states are ‘current-carrying’, i.e., the average velocity in these states is 
nonzero); on the other hand, near the band edges, the states are localized (Figure 1.1). Fol-
lowing Mott, one may introduce the energy ec, corresponding to the localization threshold 
that separates extended and localized states; this localization threshold is called the mobility 
edge [13]. Extended states above the mobility edge contribute to the DC current even at 
T = 0 K and if eF > ec, the conductivity s �T→0 K (and the resistivity r�T→0 K) remains fi nite. 
A fi nite conductivity at T = 0 K is a signature of the metallic state, whereas a vanishing 
conductivity (or a divergent resistivity r�T→0 K) of an infi nite system as T → 0 K indicates 
that the system is an insulator. Therefore, a metal–insulator transition occurs as the Fermi 
level crosses the mobility edge ec passing from extended to localized states.

Mott has argued that the concept of the conduction band (the region of extended states 
above the mobility edge) may be used, even for materials with strong disorder (say, for 
amorphous semiconductors), the mobility edge ec playing the role of the conduction band 
edge. It should be noted that there is no singularity in the density of states at the mobility 
edge ec. Likewise, one may introduce the concept of the mobility edge for the valence band 
ev. The energy interval between ec and ev is called the mobility gap, and the states in the 
mobility gap are localized.

For extended states, once the electron scattering is weak, the Boltzmann equation makes 
it possible to calculate the transport coeffi cients. At fi nite temperatures, the usual expression 

Figure 1.1 Density of states in a disordered solid (schematic); ec denotes the mobility edge that 
separates extended and localized states
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for the conductivity in the Boltzmann transport theory (linear with respect to the electric 
fi eld) may be written [1] as

 σ σ ε ε
ε

ε= ( ) − ∂ ( )
∂





∫ f

d ,  (1.1.3)

where f(e) is the electron distribution function, s (e) is the energy-dependent conductivity, 
and the integration in Equation (1.1.3) is performed over the extended states in the conduc-
tion band. (To be specifi c, in what follows, we usually speak about electrons and the con-
duction band; the modifi cation for the case of holes and the valence band is straightforward.) 
Equation (1.1.3) immediately follows from the Boltzmann equation for elastic electron scat-
tering; for inelastic scattering, s (e) is only formally introduced by Equation (1.1.3) and 
must be determined from the corresponding transport theory. It follows from Equation 
(1.1.3) that in the region of extended states, s �T→0 K = s (eF), where eF is the Fermi level.

In the absence of long-range crystalline order, electronic states are different from Bloch 
states, quasi-momentum is no longer a good quantum number, the concept of the Brillouin 
zone cannot be used anymore, etc. Strictly speaking, for disordered (amorphous or liquid) 
metals and disordered degenerate semiconductors, where the Fermi level lies deeply inside 
the conduction band in the region of extended states, transport cannot be generally described 
by the Boltzmann transport theory. In disordered semiconductors, where the Fermi level 
lies in the region of localized states, a new transport mechanism is possible, related to 
inelastic tunneling between localized states (hopping). Since localized eigenstates have 
different energies, transitions between them must be inelastic, and the required energy is 
usually provided by the interaction with vibrations of the atomic matrix (phonons). There-
fore, in contrast to conduction by electrons in extended states, where the interaction with 
phonons reduces the conductivity, the interaction with phonons stimulates hopping conduc-
tivity that vanishes as T → 0 K.

In this chapter we consider some of the existing concepts and approaches to the descrip-
tion of conduction in the region of extended states; hopping processes will be considered 
in subsequent chapters. The basis of our discussion is the Fermi-liquid approximation, 
which appeared to be successful in understanding numerous transport properties of strongly 
disordered solids. We also discuss some important aspects of the effect of electron–electron 
correlations in the presence of a random potential and their effect on transport properties 
of an electron gas. The electron–electron interaction effects can appear to be important, 
especially at low electron concentrations and in this chapter we discuss some of the features 
of the interplay between disorder and interactions.

1.2  TRANSPORT BY ELECTRONS IN EXTENDED STATES FAR 
FROM THE MOBILITY EDGES

1.2.1 Weak-scattering theories

A situation typical of metals corresponds to conduction by a degenerate gas of charge car-
riers whose energies are close to the Fermi level. Once the disorder is weak, the transport 
can be described by using the standard Fermi-liquid approach and the Boltzmann theory. 
In this theory, the quasi-particles (electrons) treated in the nearly free electron approxima-
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tion are assumed to be weakly scattered by disorder (static random potential of structural 
defects, impurities, etc.). Once the interaction with the random potential is weak and Condi-
tion (1.1.1) or (1.1.2) is satisfi ed, it suffi ces to keep only the lowest-order terms and to use 
the Born approximation in the collision integral. The standard transport theory leads to the 
following expression for the conductivity:

 σ τ= ne

m

2

.  (1.2.1)

Here n is the concentration of the free charge carriers (quasi-particles), m is the carrier 
effective mass, and t is the transport momentum relaxation time expressed in terms of the 
scattering cross-section. This expression has a form appearing in the simple Drude theory 
for the conductivity of a gas of free particles. The theory also makes it possible to calculate 
other transport coeffi cients (diffusion coeffi cient, thermopower, etc.).

For strong structural disorder, transport is not expected to be described by the conven-
tional Boltzmann theory; nevertheless, surprisingly, sometimes the weak scattering approach 
works quite well for this case. An example is provided by Ziman’s theory of liquid metals 
[14, 15], which appeared to be quite successful in describing the properties of many liquid 
metals. In these systems, the electrons are scattered by the ions of the metal, and one might 
expect that the electron mean free path is of the order of an ineratomic distance. However, 
in Ziman’s theory, the electrons treated in the nearly free electron approximation are 
assumed to weakly interact with ions of the disordered matrix of the liquid and their wave 
functions are taken to be plane waves. Using the expression for the conductivity in terms 
of the mean free path l from the Boltzmann theory and the measured conductivities, one 
can estimate l for different liquid metals; it appears that l can be one to two orders of mag-
nitude greater than the interatomic spacing. This indicates that the scattering is indeed weak 
in spite of substantial disorder. Therefore, one is justifi ed in using the standard transport 
theory for a weak scattering potential; the scattering is essentially similar to the scattering 
of X-rays or neutrons by liquids. In this case, the calculation of the conductivity presents 
no diffi culties.

In Ziman’s theory, the Born approximation is used; in addition, correlations in the 
positions of the scattering ions described by the structure factor are taken into account. 
The conductivity is related to the probability of scattering between the plane wave eigen-
states �k〉 and �k′〉, which is proportional to the square of the matrix element �〈k�V �k′〉�2, where

V va
i

ix x R( ) = −( )∑  is the scattering potential equal to the sum of atomic potentials 

va(x − Ri) of individual centers randomly distributed in space. As for scattering of X-rays 
or neutrons by liquids, we may write

 k k q q qV V N S′ = ( ) = ( ) ( )2 2 2Ω νa ,  (1.2.2)

where N is the concentration of scattering centers; Ω is the volume of the system; V(q) and 
va(q) are the Fourier transforms of the total and atomic potentials, respectively; q = k′ − k; 
�va(q)�2 is the atomic form factor; S(q) is the structure factor

 S i N i h Rq qR R qR( ) = + ( ) = + ( ) ( )− ∫1 1 1exp exp ,d  (1.2.3)
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where 〈.  .  .〉 denotes the averaging over impurity confi gurations and h(R) is the pair 
correlation function related to the radial distribution function g(R) by the expression 
h(R) = g(R) − 1 (here Ng(R)dR is the probability of fi nding an atom in the volume element 
dR at a distance R from the origin R = 0, provided that there is an atom at the origin). For 
an isotropic case, we easily obtain the standard expression

 S q N
qR

qR
h R R R( ) = + ( )∫1 4 2π sin

.d  (1.2.4)

The standard transport theory leads to Equation (1.2.1) for the conductivity, where t 
is the transport relaxation time, which, for elastic carrier scattering, is given by the 
expression

 τ π θ δ ε ε

π
π

θ θ
π

p V

m
N v

− = ( ) −( ) −( )

= 





∑

∫

1 2

2

2

0

2
1

2
2

�

�

q
q

p+q p

d sin

cos

Ω 11 2−( ) ( ) ( )cos ,θ νa q S q  (1.2.5)

where q = 2 arcsin(q / 2k) is the scattering angle, and vF is the electron velocity. For a degen-
erate electron gas, we have

 τ
π

− = 



 ( ) ( )( )∫1

2

2
2 3

0

18
2 2

m
Nv S k x v k x x xF a F� F dΩ ,  (1.2.6)

where vF is the Fermi velocity and kF is the Fermi momentum.
One of the spectacular applications of Ziman’s theory of liquid metals is the interpreta-

tion of the temperature dependence of the resistivity of liquid metals. It appears that the 
resistivity of monovalent metals (Li, Na, K, Rb, Cs) increases with temperature, whereas 
the resistivity of bivalent metals decreases. The reason for this is clear if one considers the 
form of the structure factor S(q) that was measured in numerous studies; S(q) is schemati-
cally shown in Figure 1.2. The dashed vertical lines correspond to the values q1,2 = 2kF for 
monovalent and bivalent metals. Since the integrand in Equation (1.2.6) is a rapidly increas-
ing function of x, the main contribution to the integral comes from the region near the upper 
limit, i.e., near the point q = 2kF. With increasing temperature, the correlation in ion posi-
tions becomes weaker and S(q) approaches the limiting value S(q) = 1, corresponding to 
absolutely random positions of the ions. Thus the value S(q1) increases with temperature 
and the value S(q2) decreases.

The above simplifi ed theory using the Born approximation works quite well for many 
liquid metals, indicating that the scattering may indeed be considered as weak. There are 
several reasons for this. First, it is well known in the electronic theory of metals that the 
nearly free electron model may be used if the actual ion potential is replaced by a smooth 
pseudopotential incorporating the effect of the core states on the states of free electrons 
[16, 17]. Second, the pseudopotential is screened due to electron spatial redistribution. 
Screening substantially suppresses the pseudopotential compared with the pseudopotential 
of ‘bare’ ions [15]. Third, the theory of liquid metals takes into account the correlation in 
spatial positions of neighboring atoms by introducing the structure factor S(q) (Equation 
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1.2.4). It appears that for many simple metals, the structure factor S(q) is small at small q 
just in the region where the screened pseudopotential has its maximum, whereas for the 
values of q, where the structure factor is large, the pseudopotential is small.

A weak-scattering theory may be also applied to degenerate heavily doped semiconduc-
tors, where the Fermi level lies in the region of extended states not very close to the mobility 
edge. The condition for applicability of this theory is na3

B >> 1, where n is the electron 
concentration, assumed to be equal to the concentration of the doping impurity, and aB is 
the Bohr radius; it appeared to be possible to construct an asymptotic theory for the electron 
energy spectrum and electron transport [18]. Once the impurity concentration is not too 
high (the average interimpurity distance is much greater than the lattice period), one may 
consider Bloch electrons scattered by screened atomic impurity potentials; moreover, the 
impurity atoms may be considered as randomly distributed in space. Due to screening, the 
scattering appears to be weak in the asymptotic limit na3

B >> 1 and the Born approximation 
may be used giving Equation (1.2.1). A straightforward calculation of the higher-order terms 
describing both the terms corresponding to higher Born approximations for scattering by 
an impurity atom and to correlated many-impurity scattering were analyzed, thus establish-
ing the applicability conditions for the transport theory in question [19, 20]. The result of 
the perturbation theory for transport coeffi cients of a degenerate semiconductor with 
screened ionized impurities is that the perturbation series is expected to be slowly converg-
ing and lowest-order corrections to the conductivity are of the form [19]

 0 3 0 31 1 6
. ln . .− −( ) + ( )na naB

3
B
3  (1.2.7)

These corrections obtained for na3
B >> 1 decrease very slowly with increasing na3

B. Thus 
using a weak scattering theory, one can expect to obtain only qualitative agreement with 
experiment [9, 21]. In addition, for germanium and silicon, one has to take into account the 
multi-valley structure of the conduction band [22].

Another example of a disordered system, for which a reliable theory exists for charge 
carrier transport via extended states above the mobility edge, is provided by semiconductor 

Figure 1.2 Sructure factor S(q) for liquid metals (schematic)
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solid solutions with short-range random disorder potential of the white-noise type [23–26]. 
Semiconductor solid solutions AxB1−x or, in other words, mixed crystals, are crystalline 
semiconductors in which sites of the crystalline lattice can be occupied by atoms of differ-
ent types A and B; here x(0 ≤ x ≤ 1) is the probability that a site is occupied by an A atom. 
Due to the random spatial distribution of A and B atoms, local statistical fl uctuations of 
the composition x along the sample are unavoidable. Since the position of the band edge 
depends on composition, the fl uctuations of the band edge appear, similar to those produced 
by electrostatic disorder potential. To be specifi c, we consider the effect of the random 
potential on conduction band electrons. Let ec(x) be the conduction band minimum for a 
crystal with composition x. In Figure 1.3, a possible dependence ec(x) is shown schemati-
cally. If the average composition for the whole sample is x0, the local positions of the band 
edge ec(x) fl uctuate about the average value ec(x0), according to the fl uctuations of the 
composition x about x0. At small deviations ∆x of the composition from the average value, 
one can use the linear relation

 ε ε αc cx x x x0 0+( ) = ( ) +∆ ∆ ,  (1.2.8)

where

 α ε= ( )
=

d

d
c x

x x x0

.
 (1.2.9)

If the deviation of the concentration of A atoms from its mean value in some region of 
a sample is x(r) and the total concentration of lattice sites is N, the deviation of the com-
position in this region is ∆x = x(r) / N and the potential energy of an electron at the bottom 
of the conduction band is

Figure 1.3 Composition dependence of the conduction band edge ec(x) in a mixed crystal 
(schematic)
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 V r
N

( ) = ( )α ξ r
.  (1.2.10)

Although the disorder in such systems is called a ‘short-range’ disorder, it should be 
realized that this description is valid only for size fl uctuations much larger than the lattice 
constant of the material. The term ‘short-range’ is due to the assumption on the absolutely 
uncorrelated statistical properties of the disorder. This means that potential amplitudes at 
adjacent spatial points are completely uncorrelated. Indeed, it is usually assumed that the 
correlation function of disorder in mixed crystals can be approximated by a white-noise 
correlation function of the form

 ξ ξ δr r r r( ) ′( ) = −( ) − ′( )x x N1 .  (1.2.11)

Then the random potential created by such composition fl uctuations is described by the 
correlation function [26]

 V Vr r r r( ) ′( ) = − ′( )γδ ,  (1.2.12)

where

 γ α= −( )
2

1
N

x x .  (1.2.13)

Charge carriers in mixed crystals are scattered by composition fl uctuations. As usual in 
the kinetic description of free electrons, the fl uctuations with a space scale of the order of 
the electron wavelength are most effi cient in scattering. We have

 V i V Vq dr exp2 1
0= ( ) ( ) ( )∫Ω

qr r  (1.2.14)

and using the correlation function (Equation 1.2.12), we obtain the relation

 V
x x

N
q

2
2 1= −( )α
Ω

,  (1.2.15)

which shows that the scattering by composition fl uctuations is equivalent to that by a short-
range potential [25]. Substituting Equation (1.2.15) into Equation (1.2.5), we fi nd [26]

 τ α
πp

− = −( )1
2

3

1x x mk

N�
.  (1.2.16)

This formula leads to the electron mobility of the form [25, 26]

 µ π
α

C =
−( ) ( )

3 2 4

2 5 2 1 22 2 1

e N

x x m kT

�
.  (1.2.17)
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Very similar formulas can be found in many recent publications (see, for example [27]). 
It has also been modifi ed for applications to two-dimensional systems [28] and to disordered 
dilute magnetic semiconductors [29].

This theoretical description can be applied to other disordered systems, provided that 
the correlation function of the disorder potential has the form of Equation (1.2.12) with a 
known amplitude g. However, it should be noted that this short-range disorder of a white-
noise type is only a simple model, which can hardly be justifi ed for most disordered 
materials.

The Boltzmann theory predicts that, in the low-temperature region, charge carrier scat-
tering is dominated by random static potential (to be specifi c, that of impurities). This 
scattering is elastic, its probability remains fi nite at T = 0, and the conductivity is almost 
independent of temperature. Some temperature dependence of the conductivity may exist 
due to the temperature dependence of the scattering processes. For most scattering mecha-
nisms, it follows from the classical Bolzmann equation that scattering probability and, 
hence, the resistivity increase with temperature, i.e., the temperature coeffi cient of the 
resistivity is positive: dr / dT > 0. This is usually called a normal metallic behavior of the 
resistivity.

The temperature dependence of the conductivity may be due to phonon scattering whose 
probability increases with increasing temperature, giving rise to a positive temperature 
coeffi cient, predominantly due the increase in the number of phonons. At high temperatures, 
it is proportional to kT / (h̄w) (where w is the phonon frequency); accordingly, we have 
s ∼ T −1. At low temperatures, the temperature dependence of the conductivity is stronger 
(the Bloch–Grüneisen law, s ∼ T −5).

Scattering by static disorder (impurities and defects) may also give rise to some tem-
perature dependence of the conductivity. This is related mainly to screening effects. Screen-
ing becomes weaker with increasing temperature so that, for this scattering mechanism, 
one can also expect a positive temperature coeffi cient of the resistivity, i.e., normal metallic 
behavior.

Yet another scattering mechanism is electron–electron interaction. Since for a degenerate 
electron gas, only the electrons in the layer of width of the order of kT near the Fermi level 
can be scattered, the scattering probability is proportional to T2. The electron–electron 
collisions are substantially inelastic, the energy variation being of the order of kT. Thus 
classical electron–electron scattering is again expected to result in normal metallic behavior 
of a degenerate electron gas at low temperatures.

However, in the low-temperature range, the temperature dependence of the classical 
conductivity described by the Boltzmann theory becomes weaker and the effects related to 
quantum interference of scattered electron waves can become important. These effects that 
lie beyond the classical approach are discussed in Section 1.2.2.

1.2.2 Weak localization

An important feature of scattering by static disorder is that the elastic scattering is coherent 
and, therefore, when considering higher-order terms in the calculation of the conductivity, 
one must take into account the interference of the electron waves scattered by different 
impurities. This interference gives rise to quantum interference corrections to the Drude 
conductivity producing a weak localization of the electronic states [30]. Inelastic effects 
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such as scattering by phonons and by other electrons destroy the phase coherence, and the 
weak localization, being an interference phenomenon, can be suppressed by inelastic colli-
sions. An explicit form of the interference corrections to the conductivity obtained by 
summing the singular backscattering terms of the perturbation expansion in powers of the 
impurity concentration are [30]

 ∆σ
π3

2

3

1 1
D = −





−






e

l L� ϕ
,  (1.2.18)

 ∆σ
π2

2

2D = −











e L

l�
ln ϕ  (1.2.19)

for three- and two-dimensional systems, respectively (we do not discuss one-dimensional 
systems here). Here L Dϕ ϕ= τ , D is the diffusion coeffi cient determined by the impurity 
elastic scattering, tϕ is the phase-breaking time, and l is the elastic mean free path. In 
Equations (1.2.18, 1.2.19), Lϕ and l appear as natural cutoffs for the size of closed electron 
paths when summing over all closed paths corresponding to coherent electron propagation. 
It should be noted that the phase-breaking time tϕ does not always coincide with the inelas-
tic collision time tin [31, 32]. Indeed, if the energy change ∆e in an individual collision is 
small compared with h̄ / tin, the phase variation in a single scattering event is about ∆etin / h̄ 
and may be small compared with 2p. This may be the case for electron–electron scattering. 
For phonon scattering, the phase variation is usually not small, and Lϕ � lin, where lin is 
the inelastic mean free path.

As discussed in Section 1.2.1, the inelastic scattering time depends on temperature, 
increasing as temperature decreases. Let tin ∼ T −p where p is an index depending on the 
scattering mechanism, dimensionality, etc. Using lin = aT −p/2 in place of the cutoff length 
Lϕ in corrections (Equations 1.2.18, 1.2.19) to the conductivity, we obtain

 ∆σ
π3

2

3
21 1

D T
e

l a
T p( ) = −





−



�

,  (1.2.20)

 ∆σ
π2

2

2
02

D = 





pe T

T�
ln ,  (1.2.21)

where T0 = (a / l)2/p. In the low-temperature range where the Drude conductivity is independ-
ent of temperature, the temperature dependence of the quantum interference corrections 
(Equations 1.2.20, 1.2.21) is important, although corrections must be small in the region of 
applicability of the perturbation theory. This temperature dependence corresponds to the 
increase in conductivity with T, similar to that typical of localized state conduction.

Other phase-breaking mechanisms can also affect the conductivity, in particular, related 
to the dephasing effect of a magnetic fi eld, magnetic impurity, and spin–orbit scattering. A 
magnetic fi eld B destroys time-reversal symmetry and provides a magnetic length cutoff 
LH = (eB / h̄)1/2 [33]. Indeed, the magnetic fi eld introduces phase shifts for electrons traveling 
along a closed path in opposite directions. Since one must average over all possible paths, 
the average interference correction vanishes for paths of size exceeding LH, i.e., magnetic 
fi eld suppresses the localization effect. It turns out that the magnetoresistance due to 
this effect is always negative. Furthermore, since Lϕ can be quite large, the characteristic 



12   CHARGE TRANSPORT IN DISORDERED SOLIDS

magnetic fi eld can be very small, of the order of several mT. According to Equation (1.2.19), 
in two dimensions, the magnetoresistance varies logarithmically with B. Lee [34] has 
shown that magnetic impurities destroy the coherence, so that on a length scale greater 
than L Ds s= τ ,  where ts is the spin-fl ip time, the conductivity is no longer dependent on 
length. In the case of spin–orbit coupling, the quantum correction to the classical (Drude) 
conductivity is positive and the effect of the spin–orbit interaction is sometimes called 
weak anti-localization [35].

It should be noted that for low-mobility samples and at low temperatures, which are 
needed for the observation of weak-localization corrections so that condition Lϕ >> l can 
be satisfi ed, the cutoff length can be greater than the sample size L. In this case, the quantum 
correction to the conductivity given by (Equations 1.2.18, 1.2.19), where Lϕ is replaced by 
L, does not depend on temperature.

1.2.3 Interaction effects

The Fermi-liquid theory is currently used to describe the effect of the electron–electron 
interaction on the electronic properties of pure metals. For nonideal ‘dirty’ metals, the role 
of interaction effects can be substantially different from the case of almost free quasi-
particles. Apart from the weak-localization effects, elastic scattering by impurities in 
metals can substantially modify the electron–electron interaction. Let the elastic momen-
tum relaxation time t be small compared with the characteristic time h̄/(kT) required for 
two interacting quasi-particles to change their energy by a value of about kT, i.e., let

 kTτ � << 1.  (1.2.22)

This means that two interacting particles diffuse coherently (are scattered many times 
by impurities) before they exchange an energy of about kT; this electron–electron interaction 
regime is ‘diffusive’. In the diffusive regime, the electrons spend a longer time in a given 
region of space compared with the plane-wave states, and their interaction is enhanced.

Under Condition (1.2.22), the motion of electrons during the characteristic time of 
electron–electron collisions is characterized by the diffusion coeffi cient D = v2

Ft / 3, where 
vF is the Fermi velocity. The electron–electron interaction produces a cusp in the electronic 
density of states at the Fermi level [36, 37]. The physical reason for such a variation in the 
density of extended states near the Fermi level is related to the shift of the energy of a par-
ticle added into the system due to the Coulomb interaction with electrons of the occupied 
states. Thus, the nature of the cusp is similar to that of the Coulomb gap appearing at the 
Fermi level in the region of localized states [5]. This feature produces the anomaly in the 
tunneling current at zero bias which is often observed when studying the current–voltage 
characteristics of tunneling contacts (see, e.g., [38–40]).

It has long been recognized that, in addition to the weak-localization correction, the 
interaction between the electrons that coherently diffuse due to impurity scattering also 
gives rise to the quantum correction to the conductivity, which has the form [8, 33, 36]

 ∆σ α
3

2

0

1 2

1
9

8
D
int B( ) ( ) = −









T A

e
F

k T

D� �
,  (1.2.23)
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F
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ln
ln  (1.2.24)

in three-dimensional and two-dimensional cases, respectively. Here A is a constant 
( A = 1 3 3 2 2. ,π  [8]) and the constants Fa

0 are the Fermi-liquid interaction parameters (in 
the triplet channel) that depend on the screening radius. Thus the interaction term has a T1/2 
dependence, but its sign depends on the relative size of the exchange and Hartree terms, 
which is a function of the screening length. In doped multi-valley semiconductors, such 
effects as the presence of several conduction band minima, scattering, and mass anisotropy 
must be considered if a detailed quantitative comparison is desired.

We see that the temperature dependence of the conductivity is similar for localization 
and interaction corrections, both for the three-dimensional and two-dimensional cases. 
However, it is possible to distinguish between the corresponding contributions experimen-
tally, using the measurements in a magnetic fi eld. Localization corrections are suppressed 
by a magnetic fi eld, producing a negative magnetoresistance, whereas the interaction mag-
netoresistance is positive (isotropic for spin splitting and transverse for the orbital part). 
The Hall coeffi cient RH is another quantity that behaves differently for localization and 
interaction effects. In particular, there is no weak-localization correction to the Hall 
co effi cient [41], whereas in the interaction theory dRH / RH = 2dr /r, where dr is the loga-
rithmic correction to the resistivity r.

The regime corresponding to the condition

 kTτ � >>1  (1.2.25)

is called ‘ballistic’; in this regime, the time of the energy exchange is much shorter than t 
and the electron–electron interaction is mediated by a single impurity. The Friedel electron 
density oscillations appear around an impurity with a short-range scattering potential so 
that an electron is backscattered from the impurity as well as from the Friedel oscillations. 
Constructive interference of the two scattered waves, which gives rise to a linear correction 
to the Drude conductivity, dependent on the Fermi-liquid interaction constant in the triplet 
channel Fa

0, in two-dimensions is [42]

 δσ σ
ε

α

αT
F

F

kT( ) = ( ) +
+







0 1
3

1
0

0 F

.  (1.2.26)

The expression in the brackets in Equation (1.2.26) consists of two contributions: one of 
the exchange processes and the second of the Hartree interaction. The sign of the tempera-
ture dependence of the conductance is determined by the sign and magnitude of the interac-
tion parameter Fa

0. If Fa
0 is suffi ciently large and negative, we have dds /dT < 0 and this 

corresponds to metallic-type conduction.
Experimental studies of the corrections to the Drude conductivity has shown that in most 

cases, interaction corrections cannot be disregarded in both three-dimensional and two-
dimensional systems [8]. This is not unexpected at low concentrations, where the role 
of Coulomb interaction is known to become important. The role of interaction may be 
characterized by the dimensionless Wigner–Seitz parameter rs, defi ned as the average 
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dimensionless distance between charge carriers measured in units of the effective Bohr 
radii aB = 4pk0kh̄2/(me2), where k is the permittivity and m is the effective mass. For a 
three-dimensional degenerate electron gas, we have r s

(3D) = (3/4p)1/3(n (3D)a3
B)−1/3 and for 

two-dimensional systems, r s
(2D) = p−1/2(n (2D)a2

B)−1/2. The ratio UC/eF of the Coulomb energy 
of electrons at an average distance to the Fermi energy is expressed in terms of the para-
meter rs. Thus, for a degenerate three-dimensional electron gas, we have UC � eB/r s

(3D), 
EF = (9p /4)2/3eB(r s

(3D))−2/3, and UC/eF � (4/9p)2/3(r s
(3D))−1/3; here, eB = e2/(2kaB) is the 

effective Bohr energy. For some semiconductor structures (e.g., silicon-based), one must 
additionally take into account the valley degeneracy. For the two-dimensional case, we 
have UC � eB/r s

(2D), eF = eB(r s
(2D))−2, and UC/eF � r s

(3D). In both three-dimensional and two-
dimensional systems, the interaction effects are seen to be important at large rs, i.e., at low 
electron concentrations, in particular, near the metal–insulator transition. For semiconduc-
tor structures typically studied, the values of rs are often quite large (thus, for GaAs/AlGaAs 
heterostructures, the values of rs are in the range 10–17 for a two-dimensional hole gas and 
1–2.5 for a two-dimensional electron gas [42]).

Since the experiments clearly indicate the presence of weak-localization corrections, 
electron–electron interaction effects cannot be generally disregarded, in particular, in the 
energy region near the mobility edge. Nevertheless, the concept of noninteracting charge 
carries has appeared to be very fruitful for understanding the main features of extended-
state conduction, including the vicinity of the metal–insulator transition. A basis for the 
description of transport by noninteracting charge carriers is provided by the one-parameter 
scaling theory of localization considered in Section 1.3.

1.3 SCALING THEORY OF LOCALIZATION

1.3.1 Main ideas of the scaling theory of localization

Transition from the region eF > ec to the region eF < ec is in a sense similar to a phase tran-
sition, and the diffi culties arising in the description of the properties of the system in the 
vicinity of the localization threshold are similar to those in the theory of thermodynamic 
phase transitions. On the other hand, the analogy with phase transitions suggests the possi-
bility of applying some methods of the modern theory of critical phenomena to the problem 
of Anderson localization. One of them is the method of the renormalization group, includ-
ing scaling transformations. The scaling theory of the localization suggested by Abrahams 
et al. [43] is based on certain assumptions on the behavior of the conductance G of the 
system under scaling transformations. The conductance G is expressed in terms of the 
conductivity by

 G Ld= −σ 2 ,  (1.3.1)

where L is the linear size of the system chosen in the form of a hypercube and d is its 
dimensionality.

The conductance of the system G is directly related to the localization of electronic 
wavefunctions. According to Thouless [44], the degree of localization of wavefunctions in 
the bulk of the system is related to the sensitivity of energy levels to the variation in bound-
ary conditions, and the shift of the levels with varying boundary conditions is expressed in 
terms of the conductance. Let z be the shift of an energy level if the boundary conditions 
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are changed, e.g., from periodic to antiperiodic. Then for the states localized in the bulk, 
the quantity z is exponentially small, provided that the localization radius a is smaller than 
the system size L, z ∼ exp(−L /a). The effect of boundary conditions on extended states 
can be estimated using the following argument [45]. For L >> l, where l is the mean free 
path with respect to elastic collisions, the electron has time to be multiply scattered before 
it reaches the boundary of the system. The motion of an electron undergoing frequent elastic 
coherent collisions (without breaking the phase of the wave function) has a diffusive char-
acter. Let D be the corresponding diffusion coeffi cient; then the effect of the boundaries 
on the electron motion becomes important in time t ∼ L2/D when the electron reaches the 
boundary. On the other hand, one can estimate the time t after which the effect of boundary 
conditions becomes important in a different way. This is the time t after which the variation 
z t / h̄ in the phase of the wave electron function produced by a change in the boundary 
conditions becomes of the order of unity, i.e., t ∼ h̄ /z. Comparing the two expressions for 
the time t, we obtain

 ζL D2 1� ∼ .  (1.3.2)

It turns out that the quantity z is related to the diffusion coeffi cient, and by Einstein’s 
relation, to the conductivity. For degenerate d-dimensional electron gas, we may write 
Einstein’s relation as

 s  = e2D rF = e2D L−dw−1,

where n is the concentration of charge carriers, rF is the density of states at the Fermi level, 
and w = (rFLd)−1 is the characteristic interlevel separation. Then we obtain from Equation 
(1.3.2)

 G L e wd= = ( )−σ ζ2 2 � .  (1.3.3)

Accordingly, the dimensionless conductance

 g G e w= =� 2 ζ  (1.3.4)

is directly proportional to the shift of the energy level at the change in boundary conditions 
and characterizes the degree of localization of electronic wave functions.

From Equation (1.3.3), we see that d = 2 is the critical dimensionality for the problem 
in question, and the localization properties of electronic states in systems with d < 2 and 
d > 2 are different. Indeed, for a system of size L >> l and extended electron states, one 
can defi ne conductivity, independent of L. According to Equation (1.3.3), for d < 2, the rela-
tive level shift decreases with increasing L, i.e., the tendency to localization is realized, 
whereas for d > 2, the quantity z /w increases with the system size.

1.3.2 The main equations of one-parameter scaling

A qualitative analysis of the behavior of the function g(L), i.e., of the localization proper-
ties, can be performed using the assumption of scaling invariance. To this aim, one can 
perform a scaling transformation similar to Kadanoff’s transformation in the theory of 
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phase transitions [46]. Consider a large hypercube (with an edge L >> l) of volume Ld in 
the d-dimensional space, where the function g(L) is defi ned by Equations (1.3.3) and (1.3.4), 
and then pass to a large system of linear size bL constructed from bd such hypercubes. 
Assuming that the shift of energy levels when constructing the large system of size bL from 
the original hypercubes is determined only by the quantity g(L), one can write

 g bL f b g L( ) = ( )[ ], .  (1.3.5)

This is a basic assumption of the scaling theory of localization [43], related to the 
assumption that there is a unique scale (of length or energy) that determines the behavior 
of physical parameters in the critical region (one-parameter scaling).

Equation (1.3.5) can be written in a differential form similar to the Gell-Mann–Low 
equation in quantum electrodynamics. To this aim, we assume that the parameter b in 
Equation (1.3.5) varies continuously and differentiate with respect to b, setting then b = 1. 
Thus we fi nd

 
d

d

ln

ln
,

g L

L
g L

( ) = ( )[ ]β  (1.3.6)

where

 b[g(L)] = g−1 [∂f (b, g) /∂b]b=1

is the scaling function similar to the Gell-Mann–Low function. The differential form 
(Equation 1.3.6) often appears to be more convenient for the analysis of the conductance 
g(L) than the scaling relation (Equation 1.3.5).

The function b (g), which appears in Equation (1.3.6), depends only on the dimensional-
ity of the system. Its asymptotic form at small and large g can be found by the following 
arguments. If g is small, i.e., z /w is small, then the states are localized, and in a space of 
any dimensionality we have g(L) ∼ g1 exp(−L /a) at large L. From this, we obtain

 β g g g g( )→ ( ) →ln .1 0as  (1.3.7)

On the contrary, for large b (g), macroscopic theory of transport phenomena may be 
used. The asymptotic form of the function b (g) at large g can be found taking account of 
the quantum interference corrections to the result of the transport theory based on the 
Boltzmann equation (see Section 1.2). For the three-dimensional case, Equation (1.2.18) 
gives, for the size-dependent correction to the conductivity, g(L) = L(g0 + A /L), where g0 
is the conductance of the infi nitely large system and A = p −3. From this, we easily obtain 
that at large g

 β g A g( ) −� 1 .  (1.3.8)

For a two-dimensional metal, the asymptotic form of the function b (g) at large g is 
determined by the correction (Equation 1.2.19) to the transport equation, related to the 
backscattering, whose sum logarithmically diverges at small wave vectors k. Using Equation 
(1.2.19), we obtain
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 β g A g( ) −� ,  (1.3.9)

at large g. Combining the results for systems of different dimensionalities, at large g we 
obtain

 β g d A g( )→ − −2 ,  (1.3.10)

where d is the system dimensionality and A is, generally, different for d = 2 and d = 3. 
Using asymptotic expressions (1.3.7) and (1.3.10) and assuming that the function b (g) is 
continuous and monotonic, we can qualitatively represent its shape in the entire range of 
variation of g. For systems of different dimensionalities, the function b (g) is schematically 
plotted in Figure 1.4.

In Figure 1.4, we see that, for d = 3 (curve a), there is at least one zero of the function 
b (g), which we denote by gc. This zero corresponds to an unstable fi xed point of Equation 
(1.3.6). Indeed, let a system of size L0 have a conductance g(L0) ≡ g0 > gc and let the system 
size L > L0 be monotonically increased. Since b (g) > 0 for g > gc, the conductance g 
increases with L and the function b (g) also increases, moving away from the point gc 
and asymptotically approaching the value b = 1 at large g. This means that, for large 
systems, the conductance is proportional to L, i.e., the conductivity tends to a constant value 
s0 as L → ∞, as expected for extended states. On the contrary, if initially the conductance 
g0 is smaller than gc, then we obtain that the conductivity exponentially decreases as 
L → ∞, i.e., it corresponds to localized states. Thus, the fi xed point gc separates the regions 
of the initial conditions corresponding to localized and extended states. The quantity 
(g0 − gc) / gc may be considered as a parameter that determines the energy separation from 
the mobility edge.

Figure 1.4 The shape of the scaling function b (g) for systems of different dimensionalities: 
(a) d = 3; (b) d = 2; (c) d = 1



18   CHARGE TRANSPORT IN DISORDERED SOLIDS

1.3.3 Model solutions

Since, by assumption, the function b (g) is smooth, near the fi xed point gc it may be approxi-
mated by

 β g g g vg( ) = −( ) ( )c c ,  (1.3.11)

where the parameter v determines the slope of the function b (g) at the point g = gc. However, 
increasing L, we inevitably leave the vicinity of the point gc where the linear approximation 
(Equation 1.3.11) is valid. For a qualitative discussion, we may use the model interpolation 
expression

 β g
g g

g v g
( ) = −( )

− −( )
c

c1
,  (1.3.12)

which gives the correct slope of b (g) at g = gc and the correct asymptotic behavior at large 
L (if vgc = A). Using this expression, we can explicitly perform the integration and fi nd the 
macroscopic conductivity corresponding to a given initial value g0. The fi nal result for 
the conductivity is only slightly affected by the detailed behavior of the function b (g) in 
the region of intermediate g.

Equation (1.3.6) with the function b (g), defi ned by Equation (1.3.12), is easily integrated 
and we obtain

 g g

g g

g

g

L

l

v v−
−













=
−

c

M c M

1

.  (1.3.13)

Here, the ‘initial’ (in L) condition was used corresponding to the lower ‘cutoff’ at the 
microscopic length by setting g(l) = gM > gc. From Equation (1.3.13), we fi nd for the con-
ductivity at large L (for g >> gc)

 σ
ξ

= −





+




= +





g

L

e

l

g g

g
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g

e vg
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1
1M c

c

c c ,  (1.3.14)

where we have introduced the correlation length

 ξ = −




−

l
g g

g

v
M c

c
 (1.3.15)

(here (gM − gc) /gc << 1). It follows from Equation (1.3.13) that, for a system of size L >> x, 
g depends linearly on L (this is sometimes called the Ohmic regime), and the conductivity 
in the limit L → ∞ is

 σ
ξ

= e2

�
,  (1.3.16)

the dependence of g on L is nonlinear for fi nite L < x.
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Since charge transport is due to electrons with the Fermi energy eF, gM is the conduct-
ance at this energy. By assumption, the quantity gM is a smooth function of the Fermi energy 
eF and the conductivity vanishes for gM = gc corresponding to the mobility edge ec. Expand-
ing gM(eF) near ec, we obtain

 g g gF FM c M F F cd d
F c

ε ε ε ε εε ε( ) = + ( ) −( )= .  (1.3.17)

Thus, according to Equation (1.3.15), v describes the divergence of the correlation length 
and the continuous decrease in the conductivity at T = 0 K (1.3.16) as the Fermi level eF 
approaches the mobility edge ec. Using Equation (1.3.17), we obtain

 σ ε ε
ε

= −





e

l

v2

�
F c

*
,  (1.3.18)

where we have introduced the characteristic energy e* = (d ln gM(eF) /deF�eF=ec
)−1.

The exponent v can be calculated in the case of (2 + e) space dimensions assuming e to 
be small and using perturbation theory. The (2 + e) perturbation theory gives v = e −1; 
extending this to three dimensions, one obtains v = 1 [8]. The same value of v is also 
obtained in the self-consistent theory of localization for noninteracting electrons [47].

The behavior of the conductivity in the region of localized states, i.e., for g(L0) = g0 < gc, 
is also easily investigated using the asymptotic expression for b (g) at small g and the expan-
sion of b (g) in the neighborhood of gc. Integrating Equation (1.3.6), we fi nd
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g g

L

L
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0

0

ln .  (1.3.19)

Separating the most divergent terms (as g → 0 and g → gc) in the integral on the left-
hand side in Equation (1.3.14), we may write it in the form
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0ln ln ln , .ϕ  (1.3.20)

The function ϕ(g0, g) determined by Equations (1.3.19) and (1.3.20) is small compared 
with the divergent terms explicitly written out in Equation (1.3.20). Using Equations (1.3.19) 
and (1.3.20), we can fi nd the asymptotic behavior of the conductance g(L) as L → ∞, i.e., 
as g → 0, if the initial value is close to gc. We have

 g g L= −( )c exp ,α  (1.3.21)

where

 α = −





−
−

B L
g g

g

v
1

0
c 0

c

 (1.3.22)

is the localization length on the insulator side of the transition, B = ϕ(gc, 0), and L0 ∼ l. 
This approach predicts that the localization length a diverges at the mobility edge with the 
same exponent v as that for the correlation length.
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For two-dimensional systems, assuming the function b (g) to be smooth and monotonic, 
we can schematically plot it (Figure 1.4, curve b). We see that this function is everywhere 
negative and nonzero. It results from Equation (1.3.6) that dg /dL < 0 for any L so that 
increasing the system size L, we always get to the region of small g, where the asymptotic 
expression (Equation 1.3.7), corresponding to localized states, is valid. Thus, the one-
parameter scaling theory of localization leads to the conclusion that for potential scattering 
in an infi nite two-dimensional system, all states are localized [43].

We consider now such Fermi energies for which there exists an interval of L, where 
expression (1.3.9) is valid, i.e., for these eF and at least for some L, we have g0 >> p −2 ln(L /l). 
Then the constant of integration is determined by the requirement that Equation (1.3.19) 
coincides with (1.3.9) in the region of large g. It follows that L0 = l, and Equation (1.3.19) 
becomes

 
d

0

g

g g
L l

g

g

β ( )
= ( )∫ ln .  (1.3.23)

We note that writing the solution in the form of Equation (1.3.23) with L0 = l does 
not mean that we use Equation (1.3.6) for sizes L0 ∼ l, where the assumption of the one-
parameter scaling theory, generally, fails; Equation (1.3.23) is obtained by matching the 
solution of Equation (1.3.6) with the correct asymptotic expression (1.3.9) in the region 
L >> l.

For two-dimensional degenerate electron gas, the Boltzmann conductivity (Equation 
1.2.5) is proportional to the Fermi energy, s0 /s (2)

min = p2g0 = eF /ē, where s (2)
min = e2 /p2h̄, eF 

is measured from the edge of the intrinsic conduction band in the absence of the random 
potential, and ē � 0.3h̄ /t. At t = const the mean free path l depends on the Fermi energy 
according to

 l l g l= ( ) = ( )0 1
1 2ε εF ,  (1.3.24)

where l1 = (0.6h̄t /m)1/2

Equation (1.3.23) determines conductance of the system as a function of its size L and 
the position of the Fermi level. Explicitly separating in Equation (1.3.26) the most divergent 
terms as g → 0 and g0 → ∞, we may write [48]

 ln ln , ln .g g g g g g L l1
2

0 0+( )( ) + + ( ) = ( )π ϕ  (1.3.25)

Here g1 is determined by the asymptotic form of b (g) at small g and the function 
ϕ(g, g0) determined by Equations (1.3.23) and (1.3.25) is small compared with the fi rst two 
terms on the left-hand side in Equation (1.3.25) as g → 0 and g0 → ∞. From Equation 
(1.3.25) we obtain

 g g L g g= ( )[ ]−{ }−1 0
11exp , ,α  (1.3.26)

where

 a g g g g g l, exp , .0
2

0 0( ) = + ( )[ ]π ϕ  (1.3.27)
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For small g, the quantity a (g, g0) does not depend on g and becomes equal to the locali-
zation radius of strongly localized states. Generally, the function a (g, g0) is the localization 
length that characterizes the rate of conductance decay with increasing L. According to 
Equation (1.3.27), it depends exponentially on p2g0 = eF / ē ; for large eF and at a fi xed L, 
exp[L / a (g, g0)] is no longer large compared with unity so that the asymptotic behavior at 
large L is not reached. The critical energy ec (sometimes called the apparent mobility edge) 
may be defi ned by the condition L / a (g, g0) = 1; taking account of Equation (1.3.27), we 
may write it in the form

 ε ε ε ε π εc c c= ( )[ ]− −( )[ ]ln , .L l g eϕ 1
21  (1.3.28)

As the Fermi level crosses ec, we pass from the region where the exponential asymptotic 
behavior of the conductance is reached and the conductance is very small to the region 
where this asymptotic behavior is not reached. Because of the strong exponential Fermi-
energy dependence of a (g, g0), the energy interval, in which the conductance varies very 
quickly, though continuously, is very narrow. According to Equation (1.3.28), the position 
of the apparent mobility edge depends logarithmically on L or on the corresponding inelas-
tic cutoff length. We note that the mobility edge determined by Equation (1.3.28), is located 
in the region of large p2g0, where the use of (1.3.9) as the boundary condition to Equation 
(1.3.6) is justifi ed.

We can illustrate this general argument by a model example, explicitly specifying the 
function b (g). We choose this function in a simple interpolation form

 β
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 (1.3.29)

this function has correct asymptotic behavior at large and small g.
In this case, straightforward integration of Equation (1.3.26) gives
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where y (z) is the function defi ned by the expression

 ψ z z
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For g >> p −2, we have

 ψ
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π πg

g
g g C
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− − ( ) −−2
2 20 5� . ln ,  (1.3.32)

where C � 0.13; for g << p −2, the main contribution comes from the fi rst term on the right-
hand side in Equation (1.3.31). Accordingly, at small g we obtain an expression of the type 
(1.3.29), in which

 α π πg g g C l g0
2

0
1 2 2

0 02( ) = ( ) +( ) ( )exp .  (1.3.33)
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In this case, the energy ec is approximately determined by the equation

 ε ε ε εc c= [ ]− ( ) −ln ln .L l C1  (1.3.34)

It follows from Equation (1.3.33) that the conductance falls sharply to very small values 
in an energy interval of width of about ē near the threshold ec. We note that s (e) is 
the energy-dependent conductance that determines the extended-state component of con-
ductance at fi nite temperatures. If the Fermi level lies within the mobility gap, eF < ec, then 
it follows from Equation (1.1.3) that the temperature dependence of the extended-state 
conductance has an activated form. The estimation of the integral in Equation (1.1.3) gives 
an activated behavior of the conductivity with the preexponential factor sa = s a

(2) determined 
by the form of the function s (e) near the apparent mobility edge ec. For e − ec >> ē, the 
function s (e) is almost linear

 σ ε σ ε ε ε( ) −( )( )� min ,2
c  (1.3.35)

and for e < ec

 σ ε σ α ε( ) − ( )[ ]( )� min exp ,2 L  (1.3.36)

where a (e) is defi ned by Equation (1.3.33), in which p2g0 is replaced by e /ē. For kT >> ē, 
the main contribution to the integral in Equation (1.1.3) comes from the region of energies 
in which the approximation (1.3.35) is valid, and sa � s (2)

min(kT /ē ). For kT << ē, we obtain 
sa � s (2)

min(ē /kT)Γ(kT /ē ), where Γ(z) is the Gamma function. In this case, the temperature 
dependence is related to the shift of the energy region giving the main contribution to the 
conductance.

Thus, the scaling theory of localization predicts (see Equations 1.3.27, 1.3.33) that the 
localization length increases very rapidly with p2g0 = eF /ē and may easily attain very large 
(macroscopic) values [49]. For realistic system parameters, the condition that the localiza-
tion length a (e) is equal to the sample size L or the dephasing (inelastic scattering) length 
Lϕ can be easily satisfi ed. If the localization length a (e) is greater than L or Lϕ, the system 
behaves as if the states were extended. This behavior is, however, different from that of 
standard metals. Indeed, in this case, the conductivity is expected to increase logarithmi-
cally with temperature; this logarithmic dependence comes from the weak localization 
corrections, as discussed in Section 1.2.2. Near the apparent mobility edge, the scaling 
approach predicts a gradual transition (in a narrow energy interval) from the slow logarith-
mic temperature dependence (for states above the apparent mobility edge) to the exponential 
temperature dependence in the region of localized states.

1.3.4 Some predictions of the scaling theory

In the above discussion, we considered mostly the case of very low temperatures. Thouless 
has argued that at nonzero temperatures inelastic scattering breaks quantum interference 
that produced the localization corrections. Accordingly, for three-dimensional systems, in 
expression (1.3.14) for the conductivity, one should replace L by the cutoff length
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 L Dϕ ϕ= τ ,  (1.3.37)

where D is the diffusion coeffi cient and tϕ is the dephasing time (if Lϕ < L). Thus, we 
have

 σ
ξ

T
e v

L T
( ) = +

( )






2 1

� ϕ
.  (1.3.38)

For electron–electron scattering, the characteristic dephasing time is tee � h̄ / Tp. In this 
case, L D DT p

ϕ = τee � � 2 . In the region close to the transition, the fi rst term on the right-
hand side in Equation (1.3.38) tends to zero, and the second term can become dominant.

For two-dimensional systems, at fi nite temperatures inelastic scattering leads to a cutoff 
in the divergence, and the cutoff length is Lϕ. It follows from Equations (1.3.30), (1.3.32), 
or (1.2.21) that, for x > Lϕ, the conductivity acquires a correction, which depends logarith-
mically on temperature,

 σ σ
π

= + ( )0

2

2 0
2

pe
T T

�
ln .  (1.3.39)

Some of the available data on the temperature dependence of the conductivity will be 
discussed in Sections 1.4 and 1.5 for three-dimensional and two-dimensional systems, 
respectively.

The scaling theory of localization was extremely successful and was used as a basis for 
interpretation of transport properties of disordered solids for several decades. This is some-
what surprising, since it was developed for noninteracting charge carriers, whereas the 
estimations show (see Section 1.2.3) that the energy of Coulomb interaction could be much 
greater than the kinetic energy so that the interaction effects are expected to be important 
(especially for the two-dimensional systems corresponding to the critical dimensionality). 
Accordingly, the effect of charge carrier interactions may not be reduced to the effect of 
the inelastic cutoff length Lϕ, and substantial effort was directed to generalizing the theory 
to systems of interacting electrons [50–52]. It was suggested [53] that one can incorporate 
interaction effects phenomenologically into the scaling approach. Indeed, the conclusion of 
the scaling theory for noninteracting electrons about the localization of all electronic states 
at arbitrarily weak disorder is based on the asymptotic behavior of the scaling function at 
large g, in particular, on the sign of the constant A in expression (1.3.9). The quantum 
interference weak-localization corrections give A > 0. On the other hand, as noted in Section 
1.2.2, in the presence of spin–orbit scattering, it is possible that A < 0, giving b (g) > 0 at 
large g [35]. In this case, a fi xed point g = gc appears (b (gc) = 0) implying the possibility 
of the existence of a metal–insulator transition in two-dimensional systems. However, it 
was argued that in real systems, in addition to interactions of the spin–orbit universality 
class, one can fi nd different universality classes (depending on the experimental situation) 
that result in a change of sign of the quantum correction in expression (1.3.9) [8]. With 
regard to electron–electron interactions (see Section 1.2.3), it was the shown that strong 
interactions can, in principle, result in a transition to a metallic state [50, 51]. However, 
there are certain diffi culties in the theory, since the interaction strength appears to be 
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divergent at scaling towards strong coupling; this precludes the limiting transition to 
large scales and low temperatures. In [53], the implication of formal extension of the one-
parameter scaling theory for two-dimensional systems was discussed under the assumption 
that the interactions can be described by setting A < 0 (i.e., b (g) > 0 at large g). Using 
expression (1.3.9) with A < 0, we can easily integrate Equation (1.3.6) in the metallic region 
(g > gc) and obtain

 g L g A L l( ) = + ( )0 ln .  (1.3.40)

Setting the cutoff length Lϕ ∼ T −p and assuming that Lϕ is less than the system size, we 
obtain, at low temperatures

 g L T T( ) ( )∼ ln ,0  (1.3.41)

i.e., we obtain a diverging conductance (vanishing resistance) as T → 0. This is a non-
Fermi-liquid state, since the nature of the electronic states is quite different from that of 
the states in the absence of the interactions which would be localized in this case.

1.3.5 Minimum metallic conductivity

Mott has extended the approach of the weak-scattering transport energy to the region 
near the mobility edge using the following argument [1, 54]. For a degenerate electron gas 
(T = 0 K), the value of the Fermi momentum kF decreases as we approach the mobility edge, 
the corresponding characteristic de Broglie’s wavelength lF increases, and if it becomes 
comparable to the mean free path l, the weak scattering Condition (1.1.2) is violated. As 
disorder becomes stronger, the states at the Fermi level become Anderson localized; this 
happens as kFl ∼ 1. Using the weak scattering theory, one may write expression (1.2.5) in 
the form

 σ = ( )ne

k
k l

F
F

2

2�
.  (1.3.42)

For a spherical Fermi surface, in the three-dimensional case we have

 n k= ( )−3 2 1π F
3.  (1.3.43)

Ioffe and Regel argued that, in order to apply the standard scattering picture, the 
electron wavelength kF

−1 must be shorter than the mean free path l and both kF
−1 and 

l should exceed the interatomic spacing a (the Ioffe–Regel criterion [55]). Using 
Equations (1.3.42) and (1.3.43) along with the Ioffe–Regel criterion, we obtain
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Mott has concluded that the conductivity due to electrons in extended states cannot be 
smaller than the value

 σmin ,= C
e

l

2

�
 (1.3.44)
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where C is constant (in this case C = (3p2)−1). The quantity determined by Equation (1.3.44) 
was called the minimum metallic conductivity. Different values of C suggested in the litera-
ture are of the same order of magnitude; a value suggested by Mott is C = 0.026. Using 
this value and l = 3 Å, one obtains

 σmin .� 200 1 1Ω− −cm  (1.3.45)

Mott has argued that, since the conductivity cannot be less than that determined by 
Equation (1.3.44), the conductivity at T = 0 K jumps abruptly from the value smin to zero, 
i.e., the metal–insulator transition is discontinuous (the discontinuity of the function s (e) 
corresponding to dashed line a in Figure 1.5). Mott’s concept of the minimum metallic 
conductivity and discontinuous metal–insulator transition disagrees with the scaling theory 
of localization, considered above, that predicts a continuous transition (curve b in Figure 
1.5) as the Fermi level crosses the mobility edge ec for the three-dimensional systems at 
T = 0. In the following, we discuss some of the relevant experimental results and some 
developments of the scaling theory of localization.

Mott’s arguments predict the existence of the mobility edge and a discontinuous metal–
insulator transition, which can be also applied to two-dimensional systems [1, 54]. These 
arguments imply that the conductivity abruptly drops from the value

 σmin
2

2

2
( ) = C

e

�
 (1.3.46)

Figure 1.5 Behavior of the conductivity at T = 0 K near the mobility edge ec (schematic). (a) 
Discontinuous transition implied by Mott’s concept of the minimum metallic conductivity; (b) con-
tinuous variation predicted by the scaling theory of localization; the critical region corresponds 
to the energies ec < e < e*, where the boundary of the critical region e* is the energy at which 
s (e*) = smin
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to zero; according to Mott’s argument and to numerical calculations, C2 � 0.1 [1]. 
It corresponds to the value of the two-dimensional minimum metallic conductivity 
s (2)

min � 2.5 × 10−5 Ω−1 (we recall that, in the two-dimensional case, the dimensions of the 
conductivity and conductance coincide). In the two-dimensional case, the quantity s (2)

min is 
universal; it contains no length scale.

As noted above, Mott’s argument contradicts the conclusion of the one-parameter scaling 
theory of localization for noninteracting charge carriers, which states that, for two-
dimensional electron systems, all states are localized and no mobility edge is expected. In 
a sense, the energy ec separating strongly and weakly localized states might play the role 
of the mobility edge, since for the states with e > ec, the localization length a exceeds the 
system size (or the relevant phase-breaking length) and these states are virtually extended. 
However, even above the apparent mobility edge, the ‘insulator’ features of the conductivity 
behavior corresponding to the behavior of weak-localization corrections with a negative 
temperature coeffi cient of the resistivity are expected to persist. On the other hand, a sig-
nature of a metallic-type behavior (as, in particular, implied by Mott’s argument) is a posi-
tive temperature coeffi cient of the resistivity at low temperatures. In the following sections, 
we discuss in more detail the results of the experimental studies of the conductivity near 
the mobility edge for both three-dimensional and two-dimensional systems that seem to 
require a substantial modifi cation of the traditional approaches, based not only on the 
concept of the mobility edge, but also on the one-parameter scaling theory.

1.4 EXTENDED-STATE CONDUCTION IN THREE DIMENSIONS

1.4.1 Activated conduction

For amorphous semiconductors, where the Fermi level lies within the mobility gap, the 
main contribution to the conductivity at not too low temperatures is provided by electrons 
in extended states above the mobility edge. In this case, the temperature dependence of the 
conductivity has an activation form

 σ σ ε= −

a

aexp ,
kT

 (1.4.1)

where sa is the the preexponential factor and ea is the activation energy. If we assume, in 
accordance with Mott’s concept of the minimum metallic conductivity, that the variation 
of the conductivity s (e) is step-like and the conductivity is zero below ec and s (e) � smin 
above it (at least within the layer of width of the order of kT near the mobility edge), then 
from Equation (1.1.3) we obtain sa = smin and ea = ec − eF, provided that the position of the 
Fermi level eF with respect to the mobility edge ec is independent of temperature.

A temperature dependence of the conductivity of the activation type (Equation 1.4.1) is 
a characteristic property both of crystalline (ordered) and disordered semiconductors. Such 
temperature dependence is related to extended-state conduction due to charge carriers 
activated to the mobility edge. The preexponential factor provides information about the 
electronic states and conduction mechanism near the mobility edge. However, it is often 
problematic to extract information about the behavior of the energy-dependent conductivity 
s (e) from the experimental observations of the activated conduction for several reasons.
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For disordered materials an activated behavior of the type specifi ed by Equation (1.4.1) 
is usually observed at not too low temperatures, so that electrons in a relatively broad range 
of energies above the mobility edge contribute to the preexponential factor. With lowering 
temperature, substantial deviations from Equation (1.4.1) occur, related to the onset of 
hopping conduction over localized states. To fi nd the behavior of the function s (e), one 
needs to know the conductivity at T = 0 K, i.e., the measurements must be performed at 
very low temperatures, which is possible only if the Fermi level lies very close to or above 
the mobility edge.

Next, the preexponential factor can be affected by the variation of the position of eF with 
respect to the band edge ec with temperature (e.g., due to the statistical shift of the Fermi 
level or to the shift of ec produced by temperature-dependent disorder). Setting ec − eF = ea 
− zT, we obtain that the activation energy ea is equal to the value obtained by the linear 
extrapolation of the temperature-dependent difference ec − eF to T = 0 K and the preexpo-
nential factor is multiplied by exp(z / k); once s (e) � smin near the mobility edge, we 
obtain

 σ σ ζa min= ( )exp .k  (1.4.2)

Experimentally, one can often perform measurements on the same or similar samples 
with activation energies that differ due to different preparation conditions, doping, or exter-
nal treatments; e.g., in a-Si:H, the activation energy can be varied in a wide range by pro-
longed preliminary illumination (the Staebler–Wronski effect) [56]. If the preexponential 
factor were independent from the activation energy, the series of linear ln s–T −1 plots would 
extrapolate to the same value as T −1 → 0. For three-dimensional systems, however, the 
situa tion, where the conductivity is activated, but the preexponential factors are different 
from smin and from each other, is quite common. One of the reasons is that smin contains 
the length l (see Equation 1.3.28) that can change when the Fermi level is shifted. Moreover, 
for numerous disordered semiconductors, the empirical relation known as the Meyer–Neldel 
rule has been established, relating the preexponential factor sa and the conductivity activa-
tion energy ea

 ln ln .σ σ εa a a= +0 G  (1.4.3)

Equation (1.4.3) has been observed for semiconductor oxides [57], amorphous hydrogen-
ated silicon (a-Si:H) [58], chalcogenide glasses [59], polymers [60], and ionically conduct-
ing crystals and glasses [61]. The Meyer–Neldel rule applies to chemically closely related 
semiconductors and to semiconductors where Fermi level positions vary due to preparation 
conditions, annealing, etc. Detailed studies of the Meyer–Neldel rule were performed for 
a-Si:H, where the activation energy could be varied due to the Staebler–Wronski effect. The 
ubiquitous value of G is about G � 25 eV−1.

Although the Meyer–Neldel rule seems to be an almost universal characteristic of semi-
conductors and is widely studied, to date there is no universal interpretation of this rule for 
all materials. Equation (1.4.3) is obtained if the temperature coeffi cient z is proportional to 
the activation energy. However, such a dependence does not follow from the conventional 
picture of the activated conduction; it can be obtained using some specifi c assumptions on 
the density of localized states required to produce a linear activation energy dependence of 
the temperature shift of the Fermi level (the statistical shift) [62]. The calculations of the 
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statistical shift of the Fermi energy for some realistic appropriately chosen density-of-states 
models for a well documented case of a-Si:H were performed [63]. These calculations 
showed that, indeed, the Meyer–Neldel rule, observed in light-soaking experiments for a-Si:
H, can be related to the statistical shift of the Fermi level and the resulting temperature 
dependence of the difference ec − eF.

An implication of the Meyer–Neldel rule is that the preexponential factor for the acti-
vated extended-state conductivity is determined not only by the properties of electronic 
states at the mobility edge, but also by the shape of the density of states in the mobility 
gap. One more complicating factor is that the parameters of the activated conduction may 
depend on the presence of large-scale fl uctuations. In this case, the band edge ec corresponds 
to the classical percolation level in a random large-scale fl uctuation potential.

Thus, the experimental data on the activated conductivity in disordered semiconductors 
are in general agreement with the concept of the mobility edge and the minimum metallic 
conductivity. However, the measurements of the activated conduction of disordered semi-
conductors, where the Fermi level lies in the region of localized states, do not provide 
straightforward information on the behavior of the conductivity s (e) for energies e lying 
close to the transition. To check Mott’s assumption on the minimum metallic conductivity 
and to obtain reliable information about the features of electronic states and the behavior 
of the conductivity near the mobility edge, one should use low-temperature measurements 
in the region of the metal–insulator transition under the conditions where the Fermi level 
is located in the immediate vicinity of the mobility edge.

1.4.2 Extended-state conduction near the metal–insulator transition

The metal–insulator transition was observed in numerous disordered solids where the posi-
tion of the Fermi level with respect to the mobility edge could be varied. This can be 
achieved, for example, in doped crystalline semiconductors by varying the impurity con-
centration and compensation. There also exists a possibility to fi nely tune the mobility edge 
by applying magnetic fi eld [64], uniaxial stress [65], or by transmutation doping [66, 67]. 
This can be also done for amorphous semiconductors (a-Si:Nb [68]) and conducting poly-
mers [69]. Magnetic fi eld causes shrinkage of the impurity ground-state wavefunctions thus 
increasing localization and shifting the mobility edge upwards. Applying stress admixes 
more extended impurity excited states, thus stimulating delocalization. The change in 
impurity concentration N can affect the electronic properties of the system in different ways. 
For doped semiconductors, the quantity l is expected to be the distance between uncom-
pensated impurities N −1/3 (see, e.g., [70–72]), and Equation (1.3.44) assumes the form

 σmin .= C
e

N
2

1 3

�
 (1.4.4)

As predicted by Mott, transition from an insulator to metallic state may be due to electron 
correlations (Mott’s transition) and is expected to occur as the average spacing between 
impurities N −1/3 becomes smaller than the critical spacing Nc

−1/3, where Nc is the critical 
impurity concentration determined by the condition

 N ac
1 3

B
− ≅ 0 25.  (1.4.5)



 CHARGE TRANSPORT VIA DELOCALIZED STATES   29

and aB is the Bohr radius [2]. Condition (1.4.5) implies that delocalization occurs as the 
overlap energy becomes comparable to the energy of repulsion between electrons localized 
on the same impurity. On the other hand, a change in impurity concentration N affects the 
random potential in the material, thus resulting in a disorder-driven transition (Anderson 
transition). Generally, a change in N also affects the electron concentration n (related to a 
shift in the mobility edge ec), so that the metal–insulator transition is an Anderson–Mott 
transition, where the effects both of disorder and electron–electron interaction can play an 
important role.

In accordance with Equation (1.3.18), the variation of the zero-temperature conductivity 
with impurity concentration can by described by

 σ σ0( ) = −



M

c

c

N N

N

v

,  (1.4.6)

where the exponent n is the same as in Equation (1.3.18) and the preexponential factor is 
sM ∼ smin.

To compare the theoretical predictions on the variation of the zero-temperature conduc-
tivity near the metal–insulator transition, one needs to extrapolate the results of fi nite-
temperature measurements of the conductivity to T = 0 K. Such extrapolation is not trivial, 
in spite of the fact that very low temperatures are used (down to tens of mK), since some 
specifi c features of the conductivity appear in this temperature range and the results 
sometimes depend on the extrapolation method used. The standard criterion for a metal–
insulator transition implies that the metallic state corresponds to a fi nite resistivity at 
T = 0 K, whereas in The insulator state, the resistivity diverges as T → 0 K. As discussed 
in Section 1.2.1, the classical Boltzmann theory predicts that, for metallic conduction, the 
temperature coeffi cient of the resistivity dr / dT at low temperatures is usually positive, 
since scattering is enhanced with increasing temperature. Therefore, the condition dr / dT 
> 0 is often considered as a ‘signature’ of a metal and the condition dr / dT < 0 as a signa-
ture of an insulating state; accordingly, the condition dr / dT �T→0K = 0 is considered as 
a criterion for a metal–insulator transition. Actually, in the low-temperature range, the 
temperature dependence of the conductivity near the metal–insulator transition may be 
nonmonotonic and special care should be taken when describing the conductivity behavior. 
Moreover, it should be noted that, generally, the dr / dT �T→0K = 0 criterion for a metal–
insulator transition is not equivalent to the criterion, based on the appearance of the resis-
tivity divergence as T → 0 K and these criteria give different critical parameters for the 
metal–insulator transition.

Thus, in order to perform a reliable extrapolation at T → 0 K, one must know the law of 
the temperature variation of the conductivity in the low-temperature range. For three-
dimensional systems, in the classical metallic region (for weak disorder, kFl >> 1), where a 
description based on the Boltzmann equation may be used, the low-temperature conductiv-
ity has the form

 σ σ= −0 AT s ,  (1.4.7)

where s0 is the residual conductivity due to scattering by structural disorder and impurities 
and A is constant. Additional scattering (by phonons or electron–electron collisions) 
is usually enhanced with increasing temperature so that both A and s are positive (for 
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electron–electron scattering, s = 2). Thus, the conductivity s exhibits a typically metallic 
behavior, decreasing with increasing temperature.

With decreasing kFl, the disorder becomes stronger and the conductivity decreases, 
approaching the value smin determined by Equation (1.4.4). In contrast to Mott’s idea, the 
scaling theory of localization predicts that the conductivity varies continuously in the criti-
cal region where s < smin, where the conventional weak-scattering picture does not apply. 
In this region, quantum interference effects become important. The boundary of the critical 
region is defi ned by s � smin or x � l (up to a factor of order unity). Inside the critical 
region, the conductivity is given by Equation (1.3.38). The temperature-dependent correc-
tion describing the quantum interference can be rewritten, taking into account that the dif-
fusion constant D is related to the conductivity by the Einstein relation, s = e2dn / deFD (for 
interacting particles, dn / deF may not coincide with the one-particle density of states at the 
Fermi level). Accordingly, we obtain

 σ
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Thus, the temperature coeffi cient of the metallic conductivity is expected to change its 
sign as we pass from the classical to the critical region; as noted above, this happens as the 
value of the conductivity becomes close the minimum metallic conductivity smin, given by 
Equation (1.3.44).

If the quantum correction is small (in the region of the applicability of the weak-
localization theory) and p = 1, then s is weakly dependent on temperature and, therefore, 
varies according to the law

 σ = +a b T1 1
1 2 ,  (1.4.9)

where b1 > 0. Since the correlation length x diverges as we approach the mobility edge and 
a1 decreases, the second term becomes dominant near the transition, and the temperature 
dependence of the conductivity in the second term on the right-hand side of Equation (1.4.8) 
becomes appreciable. If the fi rst term is small compared with the second, this dependence 
can be found by solving Equation (1.4.8) with respect to s [73]
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This is a temperature dependence of the form

 σ = +a b T2 2
1 3  (1.4.11)

(for p = 1).
The conductivity near the mobility edge was experimentally studied for numerous 

disordered solids. We summarize some of the results of the experimental studies of the 
conductivity near the metal–insulator transition by the example of doped germanium (see, 
e.g., [74, 75]).
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1. Figure 1.6 shows the temperature variation of the conductivity for a series of Ge:As 
samples at varying impurity concentration [75]. A procedure allowing for a reliable extrapo-
lation of the fi nite-temperature conductivity to T = 0 K has been described [75, 76]. The 
temperature dependence of the low-temperature conductivity for barely metallic samples 
obeys Equation (1.4.11) with temperature independent a2.

The T1/3 dependence was observed for different doped semiconductors: InSb [64], GaAs 
[64, 66], and Ge [75]. The metal–insulator transition in these experiments was approached 
by changing both the impurity concentration N and the magnetic fi eld. For samples with 
concentrations farther from the critical one, the variation of the conductivity can be described 
by the T1/2 dependence (Equation 1.4.9); the change from T1/2 to T1/3 was observed when 
the particle energy approaches the mobility edge [64, 66, 77].

2. As the impurity concentration is increased, the temperature coeffi cient of the resistiv-
ity changes sign at some concentration N*c > Nc. According to the theoretical arguments 
above, this occurs as s (0) = smin and corresponds to the transition from the critical to the 
classical region, where s > smin. Thus one can estimate the minimum metallic conductivity 
by identifying it with the characteristic value of the conductivity at which its temperature 

Figure 1.6 Temperature dependence of the conductivity for a series of Ge:As samples plotted as a 
function of T1/3. The impurity concentrations are (from top to bottom): 5.38 × 1017 cm−3, 5.15 × 1017 cm−3, 
4.60 × 1017 cm−3, 4.45 × 1017 cm−3, 4.17 × 1017 cm−3, 3.91 × 1017 cm−3, 3.82 × 1017 cm−3, 3.58 × 1017 cm−3, 
3.56 × 1017 cm−3, 3.50 × 1017 cm−3, 3.00 × 1017 cm−3. The arrow shows the temperature of the tempera-
ture-induced metal–insulator transition (reproduced from [75] with permission from Wiley-VCH)
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coeffi cient changes sign [75]. The results of this procedure of estimation of the minimum 
metallic conductivity for different materials with different critical impurity concentrations 
Nc are shown in Figure 1.7. The order-of-magnitude estimate of smin agrees with Mott’s 
value and the dependence smin(Nc) is well described by Equation (1.4.4) (with different 
slopes C for n- and p-type materials).

3. The experimental studies have shown that a transition from metallic to insulator state 
is a continuous transition; the values of the zero-temperature conductivity s (0) in the criti-
cal region above the mobility edge can be substantially smaller than the minimum metallic 
conductivity smin, but remain fi nite, clearly indicating a metallic state. However, it is seen 
in Figure 1.6 that the T1/3 dependence is obeyed not only in the critical region Nc < N < N*c 
(0 < s < smin), but for N < Nc in the insulator region close to the transition for T > Tcrs. 
Below Tcrs, the conductivity is low and its temperature dependence is exponential, corre-
sponding to variable range hopping; above Tcrs its temperature variation becomes the same 
as in the critical region on the metallic side of the transition. Thus a crossover to metallic 
behavior or a temperature-induced insulator–metal transition must occur at T = Tcrs as we 
increase the temperature [78].

Figure 1.7 Mott’s minimum metallic conductivity estimated from the temperature dependence 
of the conductivity as a function of N c

1/3 (Nc is the critical impurity concentration). The slopes are 
C = 0.12 for n-type and C = 0.06 for p-type materials (reproduced from [75] with permission from 
Wiley-VCH)
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The variation of s (0) below smin is usually well described by Equation (1.4.6). It is seen 
in Figure 1.8 that the data for differently doped Si and Ge samples fall on a universal curve. 
This shows the normalization role of smin in the scaling behavior of zero-temperature con-
ductivity. It is worth noting that theories for interacting charge carriers predict the value 
n = 1/2 [79, 80].

It should be noted that the experimental data on the critical exponent n are controversial; 
different values have been reported for different materials, ranging from 1/2 to 2. Sometimes, 
even the values reported for the same material were different (for instance, in Si:P the values 
1/2 [81], 1.3 [82], and 1 [75] were derived). Such discrepancies might be due to the sample 
properties (in particular, the inhomogeneity in the impurity distribution) and, especially, due 
to the method of extrapolating the conductivity to zero temperature. The errors may arise 
due to using the data for samples with concentrations outside the critical region. In [75], the 
data for a number of Ge and Si samples doped with different impurities (that yielded admit-
tedly different values of n) were reprocessed using the method described in [76]. The 
problem of the critical indices does not seem to be completely resolved; indeed, the data 
obtained for neutron transmutation doped germanium samples with controlled disorder and 
homogeneity [83] indicate that the critical indices (at least on the insulator side of the 
metal–insulator transition) may be different, depending on the degree of disorder.

1.5  APPARENT MOBILITY EDGE AND EXTENDED-STATE 
CONDUCTION IN TWO-DIMENSIONAL SYSTEMS

1.5.1  Experimental studies of the mobility edge in low-mobility 
two-dimensional systems

Early experimental studies of the temperature dependence of the two-dimensional conduc-
tivity were performed on inversion layers in metal oxide–silicon fi eld-effect transistors 

Figure 1.8 Extrapolated values of the normalized zero-temperature s (0) / smin as a function of 
impurity concentration for different doped semiconductors (reproduced from [75] with permission 
from Wiley-VCH)
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(MOSFETs). A Si inversion layer is a unique model system for the study of electronic proc-
esses in a two-dimensional electron gas, where the carrier density can be varied over several 
orders of magnitude simply by varying the gate voltage. Moreover, by applying an additional 
substrate voltage, it is possible to vary the distance between the Si/SiO2 interface and the 
two-dimensional layer, thus controlling the magnitude and scale of the random potential 
fl uctuations created by charges in the oxide near the interface [84]. The studies showed that 
the conductivity has an activation form at not too low temperatures (a transition to hopping 
was observed with decreasing temperature) and is well described by Equation (1.4.1) at low 
electron concentrations; at higher concentrations transition to nonactivated metallic-type 
conduction occurred [84, 85]. The preexponential factor, which, for short-range potential 
fl uctuations, was close to the minimum metallic conductivity, (Equation 1.3.46), and 
appeared to be greater than s (2)

min in the presence of long-range fl uctuations [85]. These 
observations were generally consistent with Mott’s concept of the minimum metallic con-
ductivity and the existence of the mobility edge.

Subsequent studies of the conductivity behavior in two-dimensional disordered systems 
(thin metallic fi lms [86], inversion layers in Si MOSFETs [87, 88] have demonstrated the 
existence of a logarithmic temperature dependence of the conductance in the metallic region 
above the mobility edge, with a positive temperature coeffi cient of resistivity, characteristic 
of the insulating state. Such a dependence agreed with the prediction of the scaling 
theory of localization and with the concept of the apparent mobility edge separating the 
regions of strong and weak localization of electronic states (Section 1.3.3); experiments in 
a magnetic fi eld showed that a substantial logarithmic contribution comes from the correc-
tion to the Drude conductivity related to electron–electron interactions in the diffusive 
regime (Section 1.2.3). To realize the diffusive regime (i.e., to ensure the realization of the 
condition l << Lϕ at accessible temperatures), low-mobility samples were used.

1.5.2  Evidence for a true metal–insulator transition in high-mobility 
two-dimensional systems

The measurements of the temperature dependence of the conductivity in high-mobility Si 
MOSFETs evidence a real metal–insulator transition in two-dimensional systems [89, 90]. 
This evidence was corroborated by studies of the temperature dependence of the conductiv-
ity in similar Si MOSFETs [91], as well as by measurements on p-type Si/SiGe [92] and 
n-type Si/SiGe [93] heterostructures, p-AlGaAs [94, 95], n-AlGaAs [96], and n-AlAs [97] 
structures.

We briefl y summarize the experimental observations for two-dimensional high-mobility 
systems.

1. A metallic behavior (positive temperature coeffi cient of the resistivity) is observed 
down to the lowest accessible temperatures at charge carrier concentrations n exceeding 
some critical concentration nc. Below this critical concentration, the behavior of the resist-
ance is insulating, thus indicating that a metal–insulator transition occurs in two dimensions 
(Figure 1.9). Near the critical concentration, the temperature variation of the resistivity may 
be nonmonotonic; at n � nc the resistivity is of the order of the quantum unit of resistance, 
h / e2 ∼ 25.6 kΩ and is almost independent of temperature (the separatrix in Figure 1.9).



 CHARGE TRANSPORT VIA DELOCALIZED STATES   35

2. Below a temperature of about 2 K, the resistivity exponentially decreases with tem-
perature according to the law

 ρ ρ ρT T T p( ) = + −( )( )0 1 0exp ,  (1.5.1)

where p � 1 [98]. The parameter r1 varies linearly with concentration and vanishes at the 
transition. The temperature T0 is sample dependent and increases with concentration [95], 
T0 ∝ �dn�q, where dn = n − nc and q � 1. For high-mobility structures, the resistivity 
decreases with temperature by about an order of magnitude, whereas in the insulating region 
the resistivity increases sharply with decreasing T.

3. The resistivity for each particular sample (at not too low temperatures) may be scaled 
using a single scaling parameter T0 (Figure 1.10). The resistivity data are reduced into two 
branches, insulating for n < nc and metallic for n > nc. The scaling parameter T0 has a criti-
cal behavior around a critical concentration nc and decreases upon approaching the critical 
electron concentration.

4. The magnetoresistance in a weak perpendicular fi eld is negative [91, 98], which 
indicates the quantum interference contribution to the conductivity of the two-dimensional 
metallic state.

Figure 1.9 Resistivity (in units of h / e2) of Si MOSFET as a function of temperature for electron 
concentration varying from 7.12 × 1010 cm−2 to 13.7 × 1010 cm−2 (from top to bottom). The critical 
density for the metal–insulator transition is 9.6 × 1010 cm−2, indicated by the dashed line (reproduced 
with permission from [90]; Copyright 1995 by the American Physical Society)
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Figure 1.10 Temperature scaling of the resistivity (a) and scaling parameter T0 vs electron density 
(b). Open symbols correspond to the insulating side of the transition and closed symbols to the 
metallic one (reproduced with permission from [90]; Copyright 1995 by the American Physical 
Society)

These features are in obvious disagreement with the predictions of the scaling theory 
of localization and are diffi cult to explain using the standard Fermi-liquid theory. 
Kravchenko et al. [90] argued that these results are evidence for the existence of a true 
metal–insulator transition in two dimensions. Indeed, scaling behavior is one of the signa-
tures of a phase transition [99], suggesting the existence of a true metallic state in a high-



 CHARGE TRANSPORT VIA DELOCALIZED STATES   37

mobility two-dimensional system. A substantial drop of resistivity on the metallic side of 
the transition (by an order of magnitude) at low temperatures is, however, diffi cult to 
explain using a conventional theory. The difference between the results for high-mobility 
and low-mobility systems can be related to the higher mobility combined with higher 
charge carrier effective masses; under these conditions the effect of carrier–carrier interac-
tions is enhanced.

The possibility that carrier–carrier interactions would lead to a qualitative modifi cation 
of the behavior predicted by the theories for noninteracting electrons was discussed in 
[50–52], where it has been argued that for weak disorder and arbitrarily strong interactions, 
a two-dimensional system scales toward a state with fi nite nonzero conductivity with lower-
ing temperature (as discussed in Section 1.3.4, the rigorous proof of this statement encoun-
ters some diffi culties). A phenomenological introduction of the interaction effects into the 
scaling theory of localization also shows that a metallic state that can exist in this case in 
an unconventional non-Fermi-liquid-type state whose existence is due to electron–electron 
interactions. Anyhow, a consistent theory that describes the interplay of disorder and inter-
actions near the metal–insulator transition is still lacking.

1.5.3  Evidence against a true metal–insulator transition in 
two-dimensional systems

A different point of view is that the specifi c features of the low-temperature transport that 
seem to indicate a true quantum metal–insulator transition (positive metallic-type tempera-
ture coeffi cient of the resistivity in the apparently metallic region, scaling, etc.) can basically 
be understood in the context of the conventional ‘classical’ Fermi-liquid-type theory. A 
number of experimental results confi rm this point of view.

(i) Metallic-type temperature coeffi cient of the resistivity was observed for densities 
about 30 times greater than the critical density (for resistivities about 100 times smaller 
than the resistivity at the transition) [100]. In this region, quantum interference and interac-
tion effects are known to be small compared with the large variation of the Drude resistivity; 
this suggests that the main g(T) dependence in the metallic phase is not due to quantum 
interference and interaction effects.

(ii) A correlation between the existence of several conducting bands, i.e., of several 
parallel gases of charge carriers (e.g., holes of different bands in GaAs/AlGaAs heterostruc-
tures), and the metallic behavior was studied [101]. The observed metal–insulator transition 
in the hole gas depended only slightly on the concentration of charge carriers in the split-off 
band (the concentration in the parallel channel); if it were determined by the interactions, 
one would expect that increasing the parallel concentration would screen the interactions 
between holes and suppress the metallic phase in the hole gas. On the other hand, a clear 
correlation between the resistance and the measured interband carrier scattering was estab-
lished for the structures under study [101].

(iii) Some experiments have been successfully interpreted in the framework of normal 
Fermi-liquid behavior of charge carriers on the metallic side of the transition (using the 
Hartree–Fock approximation), including weak-localization corrections [100, 102, 103]. In 
[102], magnetoresistance measurements were used to extract the logarithmic corrections to 
the Drude conductivity in the ‘metallic’ phase of a high-quality two-dimensional GaAs hole 
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system at low temperatures. It has been shown that the phase coherence is preserved in the 
metallic regime with evidence for normal Fermi liquid behavior and that the anomalous 
exponential decrease in resistivity with decreasing temperature in the metallic phase was 
not due to quantum interference or strong interaction effects.

Thus, the experiments indicate that the fundamental difference in the behavior of the 
conductivity of a two-dimensional gas in the metallic and dielectric regions, corresponding 
to the metal–insulator transition and the ‘anomalous’ metallic-type behavior may not be 
due to the appearance of a new quantum state of a system of strongly interacting charge 
carriers. An alternative ‘quasiclassical’ explanation is that anomalous behavior of the resis-
tivity can be described using a Fermi-liquid-type approach. To describe the metallic behav-
ior in this approach, a number of studies used an assumption of temperature-dependent 
charge carrier scattering.

1.5.4 Temperature-dependent charge carrier scattering

(a) Origin of the temperature dependence of scattering at low temperatures

At low temperatures, phonon scattering may usually be neglected in the temperature range 
where the anomalous metallic behavior is observed; in Si MOSFET two-dimensional elec-
tron systems and two-dimensional n-GaAs systems, phonon scattering may be disregarded 
at T < 5 K, whereas in two-dimensional p-GaAs systems, it can play a role at T > 1 K, being 
responsible for the observed nonmonotonic variation of the conductivity at intermediate 
temperatures (1 K < T < 5 K) [104]. It is known that the main scattering mechanisms in 
two-dimensional inversion layers are scattering by interface roughness, which is known to 
be important at higher impurity concentrations (as the two-dimensional electron gas is 
located closer to the interface), and scattering by charged impurity centers (at the Si/SiO2 
interface in Si MOSFETs) [105]. Moreover, in some structures, additional effects affecting 
the conductivity and scattering are to be taken into account, such as scattering between the 
split heavy-hole bands (in GaAs/AlGaAs heterostructures), recharging of trap states at the 
interface [106], freeze-out of free carriers [107], etc.

In this approach, the main factor responsible for metallic conductivity in a two-
dimensional electron gas is temperature-dependent disorder, arising, in particular, from the 
temperature dependence of the screening of static disorder. It appeared that the experimen-
tal observations of the ‘anomalous’ metallic properties of two-dimensional electron systems 
(a metallic variation of the conductivity, a strong decrease in conductivity with decreasing 
temperature in the metallic region) can be explained in the framework of the theory based 
on the quasi-classical Boltzmann approach, even disregarding the quantum interference 
effects [108]. The single-site approximation was used, since usually the condition kFl >> 1 
is satisfi ed [109], and electron–electron interactions were taken into account through screen-
ing described within the random phase approximation; indeed, screening of the interactions 
with charged impurities (and, generally, with surface roughness) is the key factor that 
determines such behavior of the system [107, 108, 110]. For elastic impurity scattering, the 
low-temperature conductivity s (T) = ne2t (T) / m is described by [108, 110]

 σ σ ε εT C n kT C n C kT O T( ) = ( ) − ( )( ) − ( ) ( ) + ( ){ }0 1 1 39 0 81 2
3 2

23 2. . ,F F  (1.5.2)
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where 0 < C(n) < 1 is a density-dependent form factor and s (0) = ne2t (0) / m is the zero-
temperature conductivity within lowest-order coupling to the impurities. It has been shown 
that if higher-order electron–electron interaction terms are taken into account, in particular, 
in the ballistic regime for kT << ef, i.e., for h̄ / t << kT << ef (see Section 1.2.3, Equation 
1.2.25), the leading linear term in Equation (1.5.2) survives [42]. These conditions, as well 
the conditions for the validity of Equation (1.5.2), are quite diffi cult to satisfy, and the 
measured conductivity virtually never has a linear temperature dependence (except at 
high densities, where the semiclassical random-phase approximation transport theory is 
accurate).

To explain the main features of the apparent metal–insulator transition in two-
dimensional systems, a model was suggested, taking into account localized states in the 
conduction band tail with regard to doubly occupied states in the upper Hubbard band. In 
this model, the metallic behavior of the resistance was related to the activation of localized 
electrons to the conduction band, leading to the suppression of nonlinear screening of the 
disorder potential [124].

Another possibility, discussed in the context of the metal–insulator transition in a two-
dimensional hole gas in GaAs/AlGaAs heterostructures, is the effect of inelastic Coulomb 
hole scattering between the two spin–orbit-split heavy-hole bands on the conductivity in 
the metallic region. It appeared that the temperature dependence of the measured inelastic 
interband scattering rate obeyed the relation

 S T S S T T p( ) = + −( )( )0 1 0exp ,  (1.5.3)

i.e., had exactly the form of Equation (1.5.1) with almost the same value of T0. This mecha-
nism requires a certain band structure and is not universal for all structures but the result 
(Equation 1.5.3) indicates that the activated temperature dependence of the resistance in 
the metallic regime may refl ect the increase in inelastic interband scattering with tempera-
ture and does not necessarily imply the existence of an interaction-induced true metallic 
state.

(b) Extension of the scaling theory

A more comprehensive theory would require a simultaneous description of the features of 
quasiclassical scattering and of the localization and interaction quantum corrections. A 
generalization of the scaling theory of localization to the case of temperature-dependent 
disorder and temperature-dependent scattering has been given [111]. Following [111], one 
can assume that the disorder potential generally consists of the two components so that the 
classical (Drude) conductivity sD can be represented as

 σ σ σD ,− − −= + ( )1
1

1
0

1 T  (1.5.4)

where s1 is the temperature-independent residual conductivity, whereas s0 is the 
temperature-dependent metallic contribution (such that ds0 / dT < 0). A straightforward 
generalization of the approach suggested in [43] is the assumption that the conductance, in 
addition to the dependence on the system size L, may also explicitly depend on T due the 
corresponding dependence of the disorder. Now in Equation (1.3.19) of the scaling theory, 
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we have g0 = gD = sD, sD = s [l(T),T ] and the scaling function is same as in Equation 
(1.3.19). When Lϕ < L, one has to replace ln(L / l) by ln(Lϕ / l) on the right-hand side of 
Equation (1.3.23). Assuming for simplicity that gD = s [l(T),T] ∼ l(T) and differentiating 
Equation (1.3.19) with respect to T, we obtain
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Since the phase-breaking time tϕ may depend on disorder, the authors of [106] have 
set tϕ ∼ T −ps2g−1, where p and g are some constants. In addition, D ∼ s so that
L D Tr p
ϕ ϕ= −τ σ∼ 2 . Then Equation (1.5.5) takes the form
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Equation (1.5.6) is supplemented with the ‘boundary’ condition g(T0) = gD(T0), where T0 
is the cutoff temperature at which localization effects become negligible, Lϕ(T0) = l(T0). 
Thus one can account for the g(T) dependence, arising both from the phase-breaking proc-
esses (the fi rst term on the right-hand side) and the temperature dependence of the classical 
conductance gD(T) (the second term).

This approach provides a rather good description of the experimental data in high-
mobility MOSFETs, including the metallic behavior of the conductivity above some critical 
concentration nc, the temperature dependence of s (T) near nc, and a nonmonotonic varia-
tion of s (T) in a range of concentrations near nc: a maximum of the conductivity could be 
the result of a superposition of a temperature dependent scattering and weak localization 
and interaction effects.

The quasiclassical (Drude) resistivity was assumed to be temperature dependent due to 
the variation in carrier scattering. One of the reasons for the metallic behavior of the resis-
tivity is the temperature-dependent screening of charged impurity scattering centers at the 
interface temperature-dependent concentration of charged defects (see Section 1.5.2.1).

A nonmonotonic temperature dependence may be explained by additionally taking 
account of some classical scattering mechanism giving rise to the insulator-type 
temperature-dependent contribution to the resistivity related, e.g., to the metallic freeze-out 
of the free carriers [107] or the quantum localization corrections. Even a simplifi ed classical 
approach makes it possible to describe (at least qualitatively) the behavior of two-
dimensional systems near the metal–insulator transition, including the nonmonotonic tem-
perature dependence at concentrations close to the critical one, concentration dependence of 
the conductivity, scaling properties; a good agreement was attained for high-mobility low-
density charge carrier gas in Si MOSFETs and GaAs heterostructures. The observed scaling 
properties of the conductance s (T,n) ≈ s (T / T0), as well as the concentration dependence of 
the scaling parameter T0 [90], can be reproduced using the Boltzmann model [111].

(c) Effects of a large-scale fl uctuation potential

Up to now, we have discussed homogeneous systems in the absence of strong inhomogenei-
ties in the concentration distribution. However, the presence of a fl uctuation potential V(x) 
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is a characteristic feature of impurity semiconductors [112]; in two-dimensional systems, 
this potential can be created by ionized impurities (with concentrations of about 1012–
1013 cm−2), which are usually present at the heterointerfaces, creating potential fl uctuations 
in the plane of the two-dimensional charge carrier gas. A large-scale potential can be also 
intentionally produced by introducing an array of quantum dots with random parameters 
[113].

The amplitude of the fl uctuation potential increases with decreasing electron concentra-
tion, as the screening becomes weaker and strongly nonlinear. Due to this, the spatial dis-
tribution of electrons becomes highly inhomogeneous; the electrons are concentrated in the 
regions of lower potential energy (valleys). The conductivity problem for an electron gas 
in the presence of a fl uctuation potential is known to be intimately related to the continuum 
percolation problem [5]. An electron with energy e can move only in the classically acces-
sible regions defi ned by the condition e > V(x). At T = 0 K, the electrons are located in the 
regions where eF > V(x) forming puddles and the transport is controlled by electron transfer 
between the puddles. At low eF, such regions are isolated; they grow in size with increasing 
eF until, at some critical eF = ec (percolation threshold), isolated puddles merge together to 
form an infi nite classically accessible region (the infi nite percolation cluster). For eF > ec, 
electrons at the Fermi level can travel classically (above the potential landscape) over the 
entire system. Thus, a percolation-type metal–insulator transition is expected at some criti-
cal average charge carrier concentration nc, corresponding to the condition eF = ec. Such a 
transition was discussed by Efros for modulation-doped heterostructures [114, 115]. The 
real situation is somewhat more involved than the simple classical continuum percolation 
problem, since the form of the fl uctuation potential depends on the carrier concentration 
due to nonlinear screening [5]. Nonlinear screening results in substantial variation (fl at-
tening) of the potential in the valley regions fi lled by electrons.

Experimental studies of conductance in low-carrier concentration MOSFETs indicate a 
substantial role that can be played by the fl uctuation potential in such systems. Thus, the 
correlation between nc and the quality of the sample and the nonlinearity of current–voltage 
characteristics in unexpectedly weak electric fi elds were observed [116, 117]. These results 
could be explained using the classical percolation approach. At concentrations below the 
critical concentration nc, metallic puddles in a two-dimensional hole gas are separated by 
potential barriers and the energy ea of activation to the percolation level is equal to the dif-
ference between the percolation level ec and the Fermi level. In an electric fi eld E, the barrier 
height is decreased by eEL, where L is the puddle dimension. If the energy eEL becomes 
equal to the activation energy, the barrier vanishes and the conductivity grows abruptly, 
leading to highly nonlinear I − V curves (‘breakdown’). Since the cluster dimension diverges 
near the threshold, the critical electric fi eld for the breakdown appears to be low.

For energies only slightly exceeding the percolation level ec, large classically accessible 
regions are connected by constrictions corresponding to saddle points of the potential 
landscape. If the Fermi level lies close to the percolation level (either slightly above or below 
it), the conduction is expected to be controlled by the constrictions for which the saddle 
point energies eQC are close to ec. In the regions of constrictions, a purely classical picture 
of conduction may, however, be incomplete; it must be supplemented by including the 
possibility of quantum effects such as tunneling through the constrictions between the 
puddles.

Thus, tunneling through the constrictions can play an important role, even for a 
large-scale potential. For energies just above the percolation threshold, the width of the 
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constrictions of the infi nite cluster may be comparable to the de Broglie wavelength [118–
121]. Such narrow channels are usually rather short and the constrictions represent quantum 
point contacts (QPC), corresponding to saddle points of the large-scale potential. Quantum 
tunneling through these saddle points is a ballistic process. For degenerate electron gas, the 
conductance of such a QPC can be expressed using the Landauer formula
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Here, fF(e) is the Fermi–Dirac distribution function and T(e) is the transmission through 
the QPC. Expression (1.5.7) was used in [118, 119] with T(e) = q (eQC − eF). It should be 
noted that using (1.5.7) implies that for eQC < eF, the temperature dependence of the con-
ductance is such that dG(eF,T) / dT < 0, and the resistance of a QPC has an activated 
contribution.

Due to the randomness of the values of eQC for different QPCs, the problem can be 
reduced to the classical bond percolation problem [3, 5]. By Equation (1.5.7), at T = 0 K, 
the conductance G(eF,0) of a QPC is close to 2e2 / h if eQC < eF and G(eF,0) = 0 if eQC > eF. 
We identify the puddles with sites and QPCs with bonds and assume that two puddles (sites) 
are bonded if eQC < eF (the bond is ‘open’) and they are not bonded (the bond is ‘closed’) 
if eQC > eF. For a given distribution of the values of eQC, on increasing eF, we increase the 
number of open bonds until at some eF = ec the infi nite percolation cluster of conjugated 
open bonds appears. Neglecting the resistances of the puddles and assuming that the con-
ductivity is controlled by QPCs, we obtain that the conductivity of the system is determined 
by the conductivity G(ec,0) = 0 of the critical QPC (or of the QPCs if there are several 
QPCs that control the resistance in the percolation path). The percolation threshold eF = ec 
corresponds to the metal–insulator transition at T = 0 K: for eF > ec, the density of the per-
colation cluster increases and the zero-temperature conductance varies as (eF − ec) t, where 
t � 1.3 is the conductivity index [5, 122]. The conductance as a function of the electron 
density was numerically calculated for a simple 20 × 20 square array of QPCs assuming a 
uniform distribution of the QPC energies. The results of the calculation appeared to be in 
good agreement with the behavior of the low-temperature resistivity observed near the 
transition [118].

At fi nite temperatures, an important feature of the model [118] is that, according to 
Equation (1.5.7), the resistance of a conducting QPC with eQC < eF increases exponentially 
with temperature (saturating as T → 0 K), whereas the conductance of an insulating QPC 
increases exponentially. At high temperatures near the transition (�eQC − eF� << kT), the 
resistances of the QPCs on both sides of the transition are almost equal. As the temperature 
is lowered, the difference between the QPC resistances with eQC lying on different sides of 
the transition increases exponentially. Indeed, the resistance of systems on the insulating 
side of the transition determined by the critical QPCs with eF < eQC grows exponentially. 
On the other hand, the behavior of the resistance of metallic samples controlled by conduct-
ing QPCs with eQC < eF is more complicated and is related to the structure of the percolation 
cluster. If we disregard the variation in the structure of the percolation cluster, the tempera-
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ture dependence of the resistance of the system is controlled by the temperature dependence 
of the resistance of conducting QPCs. It is expected to increase (typical metallic behavior) 
due the increase in the resistance of a conducting QPC with temperature determined by 
Equation (1.5.7)

 R T h e kTε ε εF QC F, exp .( ) = ( ) + −[ ]{ }2 12  (1.5.8)

Equation (1.5.8) has the functional form of Equation (1.5.1), where the parameter T0 
varies linearly with eQC − eF, i.e., with density, and vanishes at the transition, in accordance 
with the experimental observations. Equation (1.5.8) predicts saturation of the resistance at 
low temperatures. However, when passing from the resistance of a QPC to the resistance 
of the system, one should also take into account the variation in the number of bonds that 
belong to the percolation cluster. This number increases with temperature, since the insulat-
ing QPCs with eQC > eF lying close to ec join the percolation cluster. Therefore, at low tem-
peratures, where the resistances of the percolation cluster are weakly temperature dependent, 
the increase in the density of the percolation cluster may result in the increase in the system 
conductance. Accordingly, in a range of concentrations near the critical concentration cor-
responding to the condition eF = ec, the temperature dependence of the conductivity may 
vary nonmonotonically; a monotonic metal-like behavior is regained with increasing eF 
above the critical value.

Additional confi rmation of the important role of random QPCs comes from the studies 
of a quasi-two-dimensional electron gas in Si MNOS structures with an inversion n channel 
[120, 121]. In the mesoscopic structures under study, the percolation cluster consisted of 
independent parallel paths and the resistance of each path was controlled by a single or a 
few QPCs. In this case, the shape of the current–voltage characteristic appeared to be sensi-
tive to the variation of the number of QPCs in the optimal current paths. Using the descrip-
tion of a QPC by a parabolic potential, it appeared to be possible to describe the temperature 
and gate voltage dependences of the resistivity with reasonable accuracy.

1.6 CONCLUSIONS

Extended-state transport in disordered solids is an important problem, attracting a lot of 
attention for many years. Generally, to describe transport processes, an approach that takes 
into account an intricate interplay of disorder and electron–electron interaction effects is 
needed. High structural disorder substantially complicates the understanding of transport 
properties, since the conventional methods and concepts of the transport theory based on 
the weak scattering concept cannot be directly applied to the materials in question. However, 
most of the theories proposed for the description of transport are based on different versions 
of a quasi-classical weak-scattering approach and Fermi-liquid description of electron–
electron interaction effects (modifi ed to take account of the correction describing quantum 
effects). Somewhat surprisingly, such approaches used for the description of transport in 
extended states are often quite effi cient. One example is Ziman’s theory of liquid metals, 
which was successfully applied to describe the resistivity of many simple metals, due, in 
particular, to the fact that the pseudopotentials for electron interaction with ions are strongly 
screened. For dirty metals, for which the Fermi level lies deeply in the conduction band, 
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the temperature dependence of the low-temperature conductivity determined by quantum 
interference corrections to the result of the weak elastic scattering theory (Drude conductiv-
ity) appeared to be in agreement with experiment.

For extended-state transport near the mobility edge, the kinetic energy, Coulomb inter-
action energy, and the characteristic disorder energy are often of the same order of magni-
tude; moreover, as the Fermi level approaches the mobility edge (in the vicinity of the 
metal–insulator transition), the Wigner–Seitz parameter related to the ratio of the Coulomb 
interaction energy to the kinetic energy becomes large, thus making it necessary to take 
interaction effects into account. However, even in this case, the main concepts of the one-
parameter scaling theory of localization initially developed for noninteracting electrons 
(with some modifi cations) often appear to be a reasonable foundation for the description of 
transport.

In spite of extensive effort, some of the basic important issues are still not completely 
resolved. In bulk materials, although the scaling theory of the metal–insulator transition 
(with regard to interaction effects) adequately describes low-temperature transport in the 
critical region for numerous doped semiconductors, problems still remain, such as the 
problem of the critical indices. Moreover, in [123], experimental indications are discussed 
that, in contrast to the predictions of the scaling theory, the metal–insulator transition in 
amorphous alloys is discontinuous, implying the existence of Mott’s minimum metallic 
conductivity. For two-dimensional systems, the fundamental problem of the existence of a 
true metal–insulator transition still remains controversial and different models (discussed 
in Section 1.5) were suggested that can qualitatively describe the anomalous metallic 
behavior. Thus, further research, both experimental and theoretical, is needed to elucidate 
the state of the electron system near the apparent metal–insulator transition.
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