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Abstract—This turtorial deals with the design of devices
such as varactors and inductors and circuits such as ring
and LC oscillators. First, MOS varactors are introduced as
a means of frequency control for low-voltage circuits and
their modeling issues are discussed. Next, spiral inductors
are studied and various geometries targetting improved Q
or higher self-resonance frequencies are presented. Noise-
tolerant ring oscillator topologies are then described. Fi-
nally, a procedure for the design of LC oscillators is out-
lined.

The design of phase-locked systems requires a thorough
understanding of devices, circuits, and architectures. Intended
as a continuation of [1], this tutorial provides an overview
of concepts in device and circuit design for phase-locking in
digital, broadband, and RF systems.

I. PASSIVE DEVICES

The demand for low-noise PLLs has encouraged extensive
research on active and passive devices. In this section, we
study varactors and inductors as essential components of LC
oscillators.

A. Varactors

As supply voltages scale down, pn junctions become a less
attractive choice for varactors. Specifically, two factors limit
the dynamic range of pn-junction capacitances: (1) the weak
dependence of the capacitance upon the reverse bias voltage,
e.g., Cj = C;o/(1 + VR/^B)"1, where m w 0.3.; and (2) the
narrow control voltage range if forward-biasing the varactor
must be avoided.

As an example, consider the LC oscillator shown in Fig. 1.
It is desirable to maximize the voltage swings at nodes X and

Fig. 1. LC oscillator using pn-junction varactors.

Y so as to both minimize the relative phase noise and ease the

design of the stage(s) driven by the VCO. On the other hand,
to avoid forward-biasing the varactors significantly, Vx and
Vy must remain above approximately Vcont — 0.4 V. Thus,
the peak-to-peak swing at each node is limited to about 0.8 V.
Note that the cathode terminals of the varactors also introduce
substantial n-well capacitance at X and Y, further constraining
the tuning range.

In contrast to pn junctions, MOS varactors are immune to
forward biasing while exhibiting a sharper C-V characteristic
and a wider dynamic range. If configured as a capacitor [Fig.
2(a)], a MOSFET suffers from both a nonmonotonic C-V be-
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Fig. 2. (a) Simple MOSFET operating as capacitor, (b) MOS varactor.

havior and a high channel resistance in the region between
accumulation and strong inversion. To avoid these issues, an
"accumulation-mode" MOS varactor is formed by placing an
NMOS device inside an n-well [Fig. 2(b)]. Providing an
ohmic connection between the source and drain for all gate
voltages, the n-well experiences depletion of mobile charges
under the oxide as the gate voltage becomes more negative.
Thus, the varactor capacitance, Cvar, (equal to the series com-
bination of the oxide capacitance and the depletion region
capacitance) varies as shown in Fig. 2(b). Note that for a
sufficiently positive gate voltage, Cvar approaches the oxide
capacitance.

The design of MOS varactors must deal with two important
issues: (1) the trade-off between the dynamic range and the
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channel resistance, and (2) proper modeling for circuit simu-
lations. We now study each issue.

Dynamic Range Deep-submicron MOSFETs exhibit susb-
tantial overlap capacitance between the gate and source/drain
terminals. For example, in a typical 0.13-/mi technology, a
transistor having minimum channel length, Lmin, displays an
overlap capacitance of 0.4 fF/^m and a gate-channel capaci-
tance of 12 fF/fim2. In other words, for an effective channel
length of 0.12 /im and a given width, the overlap capacitance
between the gate and source/drain terminals of a varactor con-
stitutes 2 x 0.4 fF /(0.12 x 12 fF+2 x 0.4 fF) « 36% of the
total capacitance. Thus, even if the gate-channel component
varies by a factor of two across the allowable voltage range, the
overall dynamic range of the capacitance is given by (0.12 x 12
fF+2 x 0.4 ff)/(0.12 x 6 fF +2 x 0.4 fF) = 1.47.

In order to widen the varactor dynamic range, the transistor
length can be increased, thereby raising the voltage-dependent
component while maintaining the overlap capacitance rela-
tively constant. This remedy, however, leads to a greater resis-
tance between the source and drain, lowering the Q. The re-
sistance reaches a maximum for the most negative gate-source
voltage, at which the depletion region's width is maximum and
the path through the n-well the longest (Fig. 3).1 Note that
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Fig. 4. Typical MOS varactor characteristic.

circuits in terms of voltages and currents (e.g., SPICE) interpret
the nonlinear capacitance equation correctly. On the other
hand, programs that represent the behavior of capacitors by
charge equations (e.g., Cadence's Spectre) require that the
model be transformed to a Q-V relationship [3]:

Qv = I CvardVGS

Cmax — Cmin T , . i . , . VGS J
= 2 Vo In cosh(a + - y - )

(-'max + l^min T ,
+ ~ VGS,

which is then used to compute

*var — dt

(2)

(3)

(4)

If used in charge-based analyses, Eq. (1) typically overesti-
mates the tuning range of oscillators.

Fig. 3. Effect of n-well resistance in MOS varactor.

the total equivalent resistance that appears in series with the
varactor is equal to 1/12 of the drain-source resistance. This
is because shorting the drain and source lowers the resistance
by a factor of 4 and the distributed nature of the capacitance
and resistance reduces it by another factor of 3 [2]. Depending
on both the phase noise requirements and the Q limitations
imposed by inductors, the varactor length is typically chosen
between Lmin and3Lmtn .

Modeling The C-V characteristics of MOS varactors can be
approximated by a hyperbolic tangent function with reasonable
accuracy. Using the characteristic shown in Fig. 4 and noting
that tanh(±oo) = ± 1, we can write

„ , T / .. Cmax ~ Cn
Cvar{VGS) = ~

The design of monolithic inductors has been studied exten-
sively. The parameters of interest include the inductance, the
Q, the parasitic capacitance (i.e., the self-resonance frequency,
fsR), and the area, all of which trade with each other to some
extent. For a spiral structure such as that in Fig. 5, the line
width, the line spacing, the number of turns, and the outer

, , , VGS x . Cmax + Cmin
• tanh(a+—- )+

0)
Here, a and Vo allow fitting for the intercept and the slope,
respectively, and Cm,n includes the overlap capacitance.

The above model yields different characteristics in different
circuit simulation programs! Simulation tools that analyze

1 Fortunately, the capacitance reaches a minimum at this point, and the Q
degrades only gradually.

Fig. 5. Spiral inductor.

dimension are under the designer's control, chosen so as to
obtain the required performance.

Quality Factor The quality factor of monolithic inductors
has been the subject of many studies. Before considering the
phenomena that limit the Q, it is important to select a useful
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Fig. 6. (a) Parallel tank for definition of Q, (b) common-source stage using a
tank.

The utility of Eq. (7) can be seen in the example il-
lustrated in Fig. 6(b). Here, the knowledge of Lp and
Q = Rp/(LpL>ji) directly provides the voltage gain and the
output swing, whereas the Q given by Eq. (6) serves no pur-
pose.

The Q of inductors is limited by resistive losses: parasitic
resistances dissipate a fraction of the energy that is recipro-
cated between the inductor and the capacitor in a tank. Note
that the finite Q is also accompanied by generation of noise.
For example, in the circuit of Fig. 6(b), Rp produces an out-
put noise voltage of V£ = AkTRp = AkTQLpu>n per unit
bandwidth if Lp resonates with Cp.

The losses in inductors arise from three mechanisms (Fig.
7): (1) the series resistance of the spiral, including both low-
frequency resistance and current crowding due to skin effect;

2One exception is inductive degeneration in low-noise amplifiers.
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and clear definition for this quantity. For a simple inductor
operating at low frequencies, the Q is denned as

where Rs denotes the metal series resistance. In analogy with
this expression, a more general definition is sometimes given
as

_ lm(ZL)

where ZL represents the overall impedance of the inductor at
the frequency of interest. While reducing to Eq. (5) at low fre-
quencies, this definition yields Q = 0 if the inductor resonates
with its own capacitance and/or any other capacitance. This is
because at resonance, the impedance is purely resistive. Since
nearly all circuits employ inductors in a resonance mode,2 this
expression fails to provide a meaningful measure of inductor
performance in circuit design. A more versatile definition as-
sumes that a resonant tank can be represented by a parallel
combination [Fig. 6(a)], yielding

Q=f^-. (7)

where WR is the resonance frequency. Note that the tank
reduces to Rp at u> = UR, exhibiting a finite (rather than zero)
Q. Hereafter, we consider the behavior of inductors at or near
resonance.
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Fig. 7. Inductor loss mechanisms: (a) metal resistance, (b) substrate loss due
to electric coupling, (c) substrate loss due to magnetic coupling.

(2) the flow of displacement current through the series combi-
nation of the inductor's parasitic capacitance and the substrate
resistance; (3) the flow of magnetically-induced ("eddy") cur-
rents in the substrate resistance. At low frequencies, the dc
resistance is dominant, and as the frequency rises, the other
components begin to manifest themselves.

With the above observations in mind, let us construct a cir-
cuit model for inductors. Depicted in Fig. 8(a) is a simple
model where Rs denotes the series resistance at the frequency

Fig. 8. (a) Inductor model including magnetic coupling to substrate, (b)
simplified model.

of interest, Rsi and Rs2 represent the substrate resistance
through which the diplacement current flows, the transformer
models magnetic coupling to the substrate, and Rp is the sub-
strate resistance through which the eddy currents flow. This
model reveals how the Q drops at high frequencies. As the
impedance of C\ and Ci falls, Rs\ and Rs2 appear as a con-
stant resistance in parallel with the inductor, lowering the Q
as u rises. Similarly, at high frequencies, the effect of Rp be-
comes relatively constant, shunting Lp and further reducing
theQ.

In practice, the model of Fig. 8(a) is modified as shown
in Fig. 8(b) to both allow an easier fit to measured data and
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account for the substrate capacitance. The model is usually
assumed to be symmetric, i.e., C\ = C2,C3 = C4, and Rsi =
Rs2, implying that the equivalent parasitic capacitance, Ceq, is
one-half of the total capacitance, Ctot, if one end of the inductor
is grounded. This result, however, is not correct because the
distributed nature of the structure yields Ceq = Ctot/3 in
this case [5]. To avoid this inaccuracy, the inductor must be
modeled as a distributed network [5].

Characterization Most inductor modeling programs pro-
vide limited capabilities in terms of the type of structure that
they can analyze or the maximum frequency at which their
results are valid. For this reason, it is often necessary to fabri-
cate and characterize monolithic inductors and use the results
to revise the simulated models, thereby obtaining a better fit.

Owing to the need for precise measurements at high fre-
quencies, inductors are typically characterized by direct on-
wafer probing. High-speed coaxial probes having a tightly-
controlled 50-£2 characteristic impedance and a low loss are
positioned on pads connected to the inductor. Figure 9(a)
shows an example where one end of the spiral is tied to the

(a) (b)

Fig. 9. (a) On-wafer measurement of inductor using coaxial probe, (b) cali-
bration structure.
"signal" (S) pad and the other to the "ground" (G) pads. The
signal pad is sensed by the center conductor and the ground
pads by the outer shield of the coaxial probe.

Since the capacitance of the pads and the wires connecting to
the spiral is typically significant, the test device is accompanied
by a calibration structure [Fig. 9(b)], where the spiral itself
is omitted. The scattering (S) parameters of both structures
are measured by means of a network analyzer across the band
of interest and subsequently converted to Y parameters. Sub-
traction of the Y parameters of the calibration geometry from
those of the device under test yields the actual characteristics
of the spiral.

An alternative method of measuring the Q of inductors is
illustrated in Fig. 10. Here, inductors are incorporated in
an oscillator and the tail current can be controlled externally.
In the laboratory measurement, the output is monitored on
a spectrum analyzer while Iss is reduced so as to place the
circuit at the edge of oscillation. Next, the value of Iss thus
obtained is used in the simulation of the oscillator and the
equivalent parallel resistance of each tank, Rp, is lowered

Fig. 10. Setup for "in-situ" measurement of Q.

until the circuit fails to oscillate. For such value of Rp, we
have Q = Rp/(Lu). Of course, this technique assumes that
the value of the inductor and the oscillation frequency are
known.

The above method proves useful if (a) the frequency of inter-
est is so high and/or the inductance so low that direct measure-
ments are difficult, or (b) an oscillator has been fabricated but
the inductors are not available individually, requiring "in-situ"
measurement of the Q. Note that other oscillator parameters
such as phase noise and ouput swing are also functions of Q,
but it is much more straightforward to place the circuit at the
edge of oscillation than to calculate the Q from phase noise or
output swing measurements.

Choice of Geometry The design of inductors begins with the
choice of the geometry. Shown in Fig. 11 are two commonly-
used structures. The asymmetric spiral of Fig. 11 (a) exhibits

(a)

Fig. 11. (a) Asymmetric and (b) symmetric inductors.
a moderate Q, about 5 to 6 at 5 GHz, and its interwinding
capacitance does not limit the self-resonance frequency be-
cause adjacent turns sustain a small potential difference. The
line spacing is therefore set to the minimum allowed by the
technology.

The symmetric geometry of Fig. 11 (b) provides a greater Q
if stimulated differentially [4], about 7 to 10 at 5 GHz, but its
interwinding capacitance is typically quite significant because
of the large voltage difference between adjacent turns. For this
reason, the line spacing is chosen to be twice or three times
the minimum allowable value, lowering the fringe capacitance
considerably but degrading the Q slightly.

In differential circuits, the use of symmetric inductors ap-
pears to save area as well. For example, two asymmetric
1-nH inductors can be replaced by a symmetric 2-nH struc-
ture, which occupies less area. However, a cascade of dif-
ferential stages employing multiple symmetric inductors [Fig.
12(a)] faces routing difficulties. As illustrated in Fig. 12(b),
the signal lines must travel across the spirals, impacting the
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Fig. 12. (a) Cascade of inductively-loaded differential pairs, (b) layout of first
stage using a symmetric inductor, (c) layout of first stage using asymmetric
inductors.

performance of the inductors. Furthermore, the power and
ground lines must either cross the spirals or go around with
adequate spacing. With asymmetric inductors, on the other
hand, the lines can be routed as shown in Fig. 12(c), leaving
the inductors undisturbed. Note that B\ is quite larger than B2
because the symmetric structure must provide an inductance
twice that of each asymmetric spiral. Thus, the signal lines in
Fig. 12(b) are longer.

The two geometries of Fig. 11 can also be converted to
stacked structures, wherein spirals in different metal layers are
placed in series so as to achieve a greater inductance per unit
area. Figure 13(a) depicts an example using metal 8 and metal

(a) (b)

Fig. 13. Stack of (a) metal 8 and metal 7 spirals, (b) metal 8 and metal 3
spirals.

7 spirals. The total inductance is equal to L\ + L2+2M, where
M denotes the mutual coupling between L \ and L2. Owing to
the strong magnetic coupling, the value of M is close to L j and
L2, suggesting a fourfold increase in the overall inductance as
a result of stacking. In the general case, n stacked identical
spirals raise the inductance by a factor of approximately n2.

Stacking reduces the area occupied by inductors signifi-

cantly. However, the capacitance between the spirals may
limit the self-resonance frequency. For the two-layer structure
of Fig. 13(a), the overall equivalent capacitance is given by

[ 5 ] 4 C l + C > (8)^eg —
12

Thus, if the bottom layer is moved down [Fig. 13(b)], then
Ceq falls considerably. For example, in a typical 0.13-/im
CMOS technology having eight metal layers, the geometry of
Fig. 13(b) exhibits one-fifth as much as capacitance as the
structure in Fig. 13(a)does.

Stacked structures use lower metal layers, which typically
suffer from a greater sheet resistance than the topmost layer.
As explained below, the resistance can be reduced by placing
spirals in parallel.

Figure 14 illustrates three other configurations aiming to
improve the quality factor. In Fig. 14(a), multiple spirals are

Fig. 14. (a) Parallel combination of spirals to reduce metal resistance, (b)
tapered metal width, (c) patterned shield.

placed in parallel so as to reduce the series resistance, but at the
cost of larger capacitance to the substrate. Nonetheless, in a
typical process having eight metal layers, metal 6 capacitance
is about 30% greater than that of metal 8. Since metal 8 is
typically twice as thick as metal 6 or metal 7, this topology
lowers the series resistance by twofold while raising the par-
asitic capacitance by 30%. By the same token, in the stacked
structure of Fig. 13(b), addition of a metal 2 spiral in parallel
with the metal 3 layer decreases the overall resistance by 30%
while increasing the equivalent capacitance by about 15%.

At frequencies above 5 GHz, the skin depth of aluminum
falls below 2 fim, making the parallel combination of spirals
less effective. Electromagnetic field simulations may therefore
be necessary to determine the optimum configuration.

The structure in Fig. 14(b) employs tapering of the line
width to reduce the resistance of the outer turns. The idea is
to maintain a relatively constant inductance-resistance product
per turn, achieving a slightly higher Q for a given inductance
and capacitance. Unfortunately, most inductor simulation pro-
grams cannot analyze such a geometry.

Shown in Fig. 14(c) is a method of lowering the loss due
to the electric coupling to the substrate. A heavily-conductive
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shield is placed under the spiral and connected to ground so
that the displacement current flowing through the inductor's
bottom-plate capacitance does not experience resistive loss.
To stop the flow of magnetically-induced currents, the shield
is broken regularly. Note that eddy currents still flow through
the substrate, dissipating energy.

The conductive shield in Fig. 14(c) may be realized in n~
well, n + , or p + diffusion, polysilicon, or metal, thus bearing
a trade-off between the parasitic capacitance and the Q en-
hancement. The resulting increase in the Q depends on the
frequency of operation and the type of shield material, falling
in the range of 5 to 10%.

Thus far, we have studied square spirals. However, for a
given inductance value, a circular structure exhibits less series
resistance. Since mask generation for circles is more difficult,
some inductors are designed as octagonal geometries to benefit
from a slightly higher Q.

C. MOS Transistors

The modeling of MOSFETs for analog and high-frequency
design continues to pose challenging problems as sub-0.1-
fim generations emerge. BSIM models provide reasonable
accuracy for phase-locked system design, with the exception
that their representation of thermal and flicker noise may err
considerably. This issue becomes critical in the prediction of
oscillator phase noise.

The thermal noise arising from the channel resistance is
usually represented by a current source tied between the source
and drain and having a spectral density 1% = 4kTjgm, where
7 is the excess noise coefficient. For long-channel devices,
7 = 2/3, but for submicron transistors, j may reach 2.5 to
3. Since some MOS models lack an explicit 7 parameter that
the user can set, it is often necessary to artificially raise the
effective value of 7 in circuit simulations. For linear, time-
variant circuits, this can be accomplished using a noise copying
technique [6]. However, the time variance of currents and
voltages in oscillators make it difficult to apply this method. As
a first-order approximation, the contribution of the transistors
to the overall phase noise can be increased by a factor equal to
2.5/(2/3) before all of the noise components are summed.3

The flicker noise parameters are usually obtained by mea-
surements. It is therefore important to check the validity of the
device models by comparing measured and simulated results.
Owing to their buried channel, PMOS transistors exhibit sub-
stantially less flicker noise than NMOS devices even in deep
submicron technologies.

II. RING OSCILLATORS

Despite their relative high noise and poor drive capabil-
ity, ring oscillators are used in many high-speed applications.
Several reasons justify this popularity: (1) in some cases, the
oscillator must be tuned over a wide frequency range (e.g.,
one decade) because the system must support different data

3 In reality, the effective value of 7 also depends on the drain-source voltage
to some extent, further complicating the matter.

rates or retain a low-frequency clock in the "sleep" mode; (2)
ring oscillators occupy substantially less area than LC topolo-
gies do, an important issue if many oscillators are used; (3)
the behavior of ring oscillators across process, supply, and
temperature corners is predicted with reasonable accuracy by
standard MOS models, whereas the design of LC oscillators
heavily relies on inductor and varactor models.

In mostly-digital systems such as microprocessors, ring os-
cillators experience considerable supply and substrate noise,
making differential topologies desirable. Figure 15(a) shows
an example of a differential gain stage that allows several

(a) (b)

Fig. 15. (a) Differential stage for use in a ring oscillator, (b) effect of supply
noise.

decades of frequency tuning with relatively constant voltage
swings. Here, M5 and M$ define the output common-mode
(CM) level while M3 and M4 pull nodes X and Y to VDD,
maintaining a constant voltage swing even at low current lev-
els.

Unlike a simple differential pair, the stage of Fig. 15(a)
does respond to input CM noise even with an ideal Iss . This is
because the gate voltages of M3 and M4 are referenced to VDD ,
introducing a change in the drain currents if the input CM level
varies. In the presence of asymmetries, such a change results
in a differential component af the output. Nevertheless, since
the input CM level of each stage in the ring is referenced to
VDD by the diode-connected PMOS devices in the preceding
stage [Fig. 15(b)], the oscillator exhibits low sensitivity to
supply voltage.

Figure 16(a) depicts another ring oscillator topology that
has become popular in low-voltage digital systems. Here, the

(a) (b)

Fig. 16. (a) Constant-current ring oscillator, (b) transistor-level implementa-
tion of (a).

inverters in the ring are supplied by a current source, IQD,
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rather than a voltage source, and frequency tuning is also ac-
complished through IDD- If IDD is designed for low sensi-
tivity to VDD, then the oscillator remains relatively immune
to supply noise—the principal advantage of this configuration
over standard inverter-based rings that are directly connected
to the supply voltage.

In practice, the nonidealities associated with IDD limit the
supply rejection. Shown in Fig. 16(b) is a transistor imple-
mentation where M\ operates as a contolled current source. If
I\ is constant, V\ tracks VDD variations whereas Vy does not,
yielding a change in IDD through channel-length modulation
in M\. Choosing long channels for M\ and Mi alleviates
this issue while necessitating wide channels as well to allow
a relatively small drain-source voltage for M\. However, the
resulting high drain junction capacitance of M\ at Y creates a
low-impedance path from VDD to this node at high frequen-
cies. To suppress both resistive and capacitive feedthrough of
VDD noise, a bypass capacitor, CB, is tied from Y to ground.
However, the pole associated with this node now enters the
VCO transfer function, complicating the design of the PLL.

Let us now study the response of the circuit of Figs. 15(a)
and 16 to substrate noise, VSub- In the former, V8Ub manifests
itself through two mechanisms (Fig. 17): (1) by modulat-
ing the drain junction capacitance of M\ and M2 and hence

Fig. 17. Effect of substrate noise on a differential stage.

the delay of the stage (a static effect); and (2) by injecting a
common-mode displacement current through Cp (a dynamic
effect). If injected slightly before or after the zero crossings
of the oscillation waveform, such a current gives rise to a dif-
ferential component at the drains of Mi and Mi because these
transistors display unequal transconductances as they depart
from equilibrium.

In the circuit of Fig. 16(b), Vsub modulates both the drain
junction capacitance of the NMOS devices and their threshold
voltage (and hence the transition points of the waveform).
Both effects are static, making the circuit susceptible even to
low-frequency noise.

It is instructive to determine the minimum supply voltage for
the above two circuits. At the midpoint of switching, where the
input and output differential voltages are around zero, the stage
of Fig. 15(a) requires that VDD > | V G S P | 4- VQSN + Viss,
where VQSP abd VQSN denote the gate-source voltages of
M3-M4 and M\-M2, respectively, and Viss is the minimum
voltage necessary for Iss> Interestingly, the circuit of Fig.
16(b) imposes the same minimum supply voltage.

Another critical issue in the circuits of Figs. 15(a) and

16 relates to frequency tuning by means of current sources.
The voltage-to-current (V/I) conversion required here presents
difficulties at low supply voltages. In the example of Fig.
16(b), as Vcont rises and Vx falls, transistor M3 eventually
enters the triode region, thus making I\ supply-dependent. The
useful range of Vcont is therefore given by VTHN < Vcont <
VDD - I VGSP\ - VTHN, suggesting the use of a wide device
for Mi to minimize |PGSP|-

III. LC OSCILLATORS

LC oscillators have found wide usage in high-speed and/or
low-noise systems. Extensive research on inductors, varac-
tors, and oscillator topologies has provided the grounds for
systematic design, helping to demystify the "black magic."

LC oscillators offer a number of advantages over ring struc-
tures: (a) lower phase noise for a given frequency and power
dissipation; (b) greater output voltage swings, with peak levels
that can exceed the supply voltage; and (c) ability to operate
at higher frequencies.

However, LC VCO design requires precise device and cir-
cuit modeling because (a) the narrow tuning range calls for
accurate prediction of the center frequency; (b) the phase noise
is greatly affected by the quality of inductors and varactors and
the noise of transistors. Also, occupying a large area, spiral
inductors pick up noise from the substrate and make it difficult
to incorporate many such oscillators on one chip.

The design of LC VCOs targets the following parameters:
center frequency, phase noise, tuning range, power dissipation,
voltage headroom, startup condition, output voltage swing,
and drive capability. The last two have often received less
attention, but they directly determine the design difficulty and
power consumption of the stages following the oscillator. That
is, a buffer placed after the VCO may consume more power
than the VCO itself!

A. Design Example

As an example of VCO design, let us consider the topology
shown in Fig. 18. Here, M\ and M2 present a small-signal
negative resistance of -2/gm\}i between nodes X and Y,

Fig. 18. LC oscillator.

compensating for the resistive loss in the tanks and sustaining
oscillation. Each tank is modeled by a parallel RLC network,
with all loss mechanisms lumped in Rp.4

4 For a narrow frequency range, series resistances in the tank elements can
be transformed to parallel components.
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The design process begins with a power budget and hence
a maximum value for Iss • This is justified by the following
observation. Once completed and optimized for a given power
budget, the design can readily be scaled for different power
levels, bearing a linear trade-off with phase noise while main-
taining all other parameters constant. For example, if Iss,
the width of M\ and M2, and the total tank capacitance are
doubled and the inductance value is halved, the phase noise
power falls by a factor of two but the frequency of oscillation
and the output voltage swings remain unchanged.5

Since subsequent stages typically require the VCO core to
provide a minimum voltage swing, Vmin9 we assume M\ and
M2 steer nearly all of Iss to their correponding tanks and
write IssRp = Vmin- Thus, the minimum inductance value
is given by

LP = %• (9)

- IssQu' l 0 )

where it is assumed the tank Q is limited by that of the induc-
tor. Note that this calculation demands knowledge of the Q
before the inductance is computed, a minor issue because for a
given geometry and frequency of operation, the Q is relatively
independent of the inductance.

We now determine the dimensions of Mi and M2. Increas-
ing the channel length beyond the minimum value allowed
by the technology does not significantly lower 7 unless the
length exceeds approximately 0.5 fim. For this reason, the
minimum length is usually chosen to minimize the capaci-
tance contributed by the transistors. The transistors must be
wide enough to steer most of Iss while experiencing a voltage
swing of Vmin at nodes X and Y. Viewing M\ and M2 as a
differential pair, we note that M\ must turn off as Vx - Vy
reaches Kn»n. For square-law devices,

VminZ=\l»nC0!w/L' (U)

and hence

w - 2Iss (n)
a r 1/2 IT ' ^ '

but for short-channel devices, W must be obtained by simula-
tions using proper device models. This choice of W typically
guarantees a small-signal loop gain greater than unity, enabling
the circuit to start at power-up.

With Lp computed from Eq. (10), the total capacitance
at nodes X and Y is calculated as Ctot = (Lpu2)~l. This
capacitance includes the fo\\ovfingfixed components: (1) the
parasitic capacitance of Lp, CLP\ (2) the drain junction, gate-
source, and gate-drain capacitances of Mi and M2, CDB +
Cos + 4CGD>6 and (3) the input capacitance of the next state

5 We assume that, at a given frequency, the Q is relatively independent of
the inductance value.

6Since CQD experiences a total voltage swing of 2Vp
mm, its Miller effect

translates to a factor of two for each transistor.

(typically a buffer), CL- Thus, the allowable varactor capaci-
tance is given by the difference between Ctot and the sum of
these components:

Cvar = (LPU2)-1-CLP-CDB-CGS-4CGD-CL. (13)

This expression gives the center value of the tolerable varactor
capacitance. Of course, a negative Cvar means the inductance
is excessively large, calling for a lower Lp, a smaller Rp, and
hence a larger Iss. However, to steer a greater tail current,
the circuit must employ wider MOS transistors, thus incur-
ring a larger capacitance at nodes X and Y and approaching
diminishing returns. This ultimately limits the frequency of
oscillation in a given technology.

For a given supply voltage and oscillator topology, the var-
actor capacitance exhibits a known dynamic range Cvar,min <
CVar < Cvar,max, yielding a tuning range of u)min < u>osc <
Umax, where

UJmin = IT ir -x-r \ ( 1 4 )

y L>p\Lsvar,max ~r Ofixed)

"max = . , (15)
VLP\^var,min + ^ fixed)

and Cfixed = CLP -f CDB + CGS + 4CGD + CL.
Figure 19(a) depicts the oscillator with MOS varactors di-

rectly tied to X and Y. Since the output common-mode level

VDD vb

(a) (b)

Fig. 19. LC oscillator with (a) direct coupling and (b) capacitive coupling of
varactors to tanks.

is near VDD > M3 and M4 sustain only a positive gate-source
voltage (if 0 < VCOnt < VDD). AS seen from the C-V charac-
teristic of Fig. 2(b), this limitation reduces the dynamic range
of the capacitance by about a factor of two. As a remedy, the
varactors can be capacitively coupled to X and Y, allowing
independent choice of dc levels. Illustrated in Fig. 19(b), such
an arrangement defines the gate voltage of Mv\ and Mv2 by
Vb « VDD/2 through large resistors R\ and R2.

The coupling capacitors, Cc\ and Cci, must be chosen
much greater than the maximum value of Cvar so as not
to limit the tuning range. For example, if Cc\ — Cci —
5Cvartmax, then the equivalent series capacitance reaches only
5Ciar,max/(6Cvartmax) = 0.83Cvar,maar, Suffering from a
17% reduction in dynamic range. On the other hand, large cou-
pling capacitors display significant bottom-plate capacitance,
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thereby loading the oscillator and limiting the tuning range.7

It is possible to realize Cc\ and Cci as "fringe" capacitors
(Fig. 20) [7] to exploit the lateral field between adjacent metal

Fig. 20. Fringe capacitor.

lines. This structure exhibits a bottom-plate parasitic of a few
percent, but its value must usually be calculated by means of
field simulators.

The tuning range of LC VCOs must be wide enough to
encompass (a) process and temperature variations, (b) uncer-
tainties due to model inaccuracies; and (c) the frequency band
of interest. In wireless communications, the last component
makes the design particularly difficult, especially if a single
VCO must cover more than one band. For example, in the
Global System for Mobile Communication (GSM) standard,
the transmit and receive bands span 890-915 MHz and 935-960
MHz, respectively. For one VCO to operate from 890 MHz
to 960 MHz, the tuning range must exceed 7.8%. With an-
other 7 to 10% required for variations and model inaccuracies,
the overall tuning rang reaches 15 to 18%, a value difficult
to achieve. In such cases, two or more oscillators may prove
necessary, but at the cost of area and signal routing issues.

The phase noise of each oscillator topology must be quanti-
fied carefully. The reader is referred to the extensive literature
on the subject.

B. Digital Tuning
Our study thus far implies that it is desirable to maximize the

tuning range. However, for a given supply voltage, a wider tun-
ing range inevitably translates to a greater VCO gain, Kvco,
thereby making the circuit more sensitive to disturbance ("rip-
ple") on the control line. This effect leads to larger reference
sidebands in RF synthesizers and higher jitter in timing appli-
cations. With the scaling of supply voltages, the problem of
high Kvco has become more serious, calling for alternative
solutions.

A number of circuit and architecture techniques have been
devised to lower the sensitivity of the VCO to ripple on the
control line. For example, a digital tuning mechanism can be
added to perform coarse adjustment of the frequency, allowing
the analog (fine) control to cover a much narrower range. Il-
lustrated in Fig. 21 (a), the idea is to switch constant capacitors
into or out of the tanks, thereby introducing discrete frequency
steps. The varactors then tune the frequency within each step,
leading to the characteristic shown in Fig. 21(b). Note that
the switches are placed between the capacitors and ground -
rather than between the tank and the capacitors. This permits

7This is relatively independent of whether the bottom plates are connected
to nodes X and Y or to R\ and Rz.

(b)

Fig. 21. (a) VCO with fine and coarse digital control, (b) resulting character-
istics.

the use of NMOS devices with a gate-source voltage equal to
VDD , minimizing their on-resistance.

The above technique entails three critical issues. First, the
trade-off between the on-resistance and junction capacitance
of the MOS switches translates to another between the Q and
the tuning range. When on, each switch limits the Q of its
corresponding capacitor to (ROnCuu)~]• When off, each
switch presents its drain junction and gate-drain capacitances,
CPB + CGD, in series with Cu, constraining the lower bound
of the capacitance to CU(CDB + CGD)/(CU + CDBCGD)
rather than zero. In other words, wider switches degrade the
overall Q to a lesser extent but at the cost of narrowing the
discrete frequency steps.

The second issue relates to potential "blind" zones in the
characteristic of Fig. 21(b). As exemplified by Fig. 22, if the

Fig. 22. Blind zone resulting from insufficient fine tuning range.

discrete step resulting from switching out one unit capacitor is
greater than the range spanned continuously by the varactors,
then the oscillator fails to assume the frequency values between
/i and f2 for any combination of the digital and analog controls.
For this reason, the discrete steps must be sufficiently small to
ensure overlap between consecutive bands.8

The third issue stems from the loop settling speed. As
described below, the PLL takes a long time to determine how

8 With a finite overlap, however, more than one combination of digital and
analog controls may yield a given frequency. To avoid this ambiguity, the
loop must begin with a minimum (or maximum) value of the digital control
and adjust it monotonically.
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many capacitors must be switched into the tanks. Thus, if a
change in temperature or channel frequency requires a discrete
frequency step, then the system using the PLL must remain idle
while the loop settles.

When employed in a phase-locked loop, the oscillator of Fig.
21 (a) requires additional mechanisms for setting the digital
control. Figure 23 depicts an example for frequency synthesis.

Fig. 23. Synthesizer using fine and coarse frequency control.

Here, the oscillator control voltage is monitored and compared
with two low and high voltages, VL and VJJ, respectively. If
Vcont falls below Vi, the oscillation frequency is excessively
low9, and one unit capacitor is switched out. Conversely, if
Vcont exceeds V#, one unit capacitor is switched in. After each
switching, the loop settles and, if still unlocked, continues to
undergo discrete frequency steps.
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Delay-Locked Loops - An Overview
Chih-Kong Ken Yang

Abstract — Phase-locked loops have been used for a wide
range of applications from synthesizing a desired phase
or frequency to recovering the phase and frequency of an
input signal. Delay-locked loops (DLLs) have emerged as
a viable alternative to the traditional oscillator-based
phase-locked loops. With its first-order loop
characteristic, a DLL both is easier to stabilize and has
no jitter accumulation. The paper describes design
considerations and techniques to achieve high
performance in a wide range of applications. Issues such
as avoiding false lock, maintaining 50% clock duty cycle,
building unlimited phase range for frequency synthesis,
and multiplying the reference frequency are discussed.

I. INTRODUCTION

Many applications require accurate placement of the
phase of a clock or data signal. Although simply delaying the
signal could shift the phase, the phase shift is not robust to
variations in processing, voltage, or temperature. For more
precise control, designers incorporate the phase shift into a
feedback loop that locks the output phase with an input
reference signal that indicates the desired phase shift. In
essence, the loop is identical to a phase-locked loop (PLL)
except that phase is the only state variable and that a
variable-delay line replaces the oscillator. Such a loop is
commonly referred to as a delay-line phase-locked loop or
delay-locked loop (DLL). As with a PLL, the goals are (1)
accurate phase position or low static-phase offset, and (2)
low phase noise or jitter.

Because a DLL does not contain an element of variable
frequency, it historically has fewer applications than PLLs.
Bazes in [1] demonstrated an example of precisely delaying
a signal in generating the timing of the row and column
access strobe signals for a DRAM. Another common
application uses a DLL to generate a buffered clock that has
the same phase as a weakly-driven input clock. Johnson in
[2] synchronizes the timing of the buffered clock of a
floating-point unit with the clock of a microprocessor. A
similar application recovers the data of a parallel bus by
generating a properly positioned sampling clock. Typically,
these systems provide a sampling clock with the same
sampling rate but with an arbitrary phase as compared to the
data (i.e. a "mesochronous" system [4]). A clocked DRAM
data bus is an example of such a system. A clock propagates
with the data as one of the signals in the bus and therefore
has a nominally known phase relationship with the data.
However, in order to receive and buffer the clock to sample

C.K. Ken Yang is with University of California at Los Angeles,
yang@ee.ucla.edu.

the data bus, the actual sampling clock is no longer properly
aligned with the data. A DLL is commonly used to lock the
phase of the buffered clock to that of the input data. The
phase locking significantly reduces timing uncertainty in
sampling the data, which then enables higher data rates as in
[3].

Although aperiodic signals can also be delayed by the
delay line in a DLL, the inputs to delay lines are typically
clock signals. By using a periodic signal, the delay lines do
not need arbitrarily long delays and typically only need to
span the period of the clock to generate all possible phases.
A data signal can be delayed by sampling the data with the
appropriately delayed clock.

The motivation for using DLLs is that the design of the
control loop is simplified by having only phase as the state
variable. Section II reviews how such a loop is
unconditionally stable and has better jitter characteristics.
However, a DLL is not without its own limitations. The
variable delay line has a finite delay range and finite
bandwidth. Section II also discusses these design
considerations. Section III describes different
implementations of the variable delay line. Within the past
ten years, modifications to the basic DLL architecture have
enabled clock and data recovery applications in
"plesiochronous" systems [4] where the sampling rates for
clock and data differ by a few hundred parts-per-million in
frequency. Delay lines with effectively infinite delay are also
addressed in Section III.

More recently, several researchers such as [5] and [6]
have introduced architectures that permit frequency
multiplication based on delay lines which further extends
their use in clock generation and frequency synthesis.
Section IV describes these architectures.

II. DLL CHARACTERISTICS

The basic loop building blocks are similar to that of a
PLL: a phase detector, a filter, and a variable-delay line.
Figure 1 illustrates the three main functional blocks. Since
phase is the only state variable, a control loop higher than
first-order is not needed to compensate a fixed phase error.
The resulting transient impulse response is a simple
exponential. Although the simple loop characteristics are an
advantage that DLLs have over PLLs, the design is
complicated by the additional circuitry that is needed to
overcome having a limited delay range and not producing its
own frequency.

A. First-order Loop

A phase detector compares the phase of the reference
input and the delay-line output. The comparison yields a
signal proportional to the phase error. The error is low-pass
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Figure 1: DLL architecture.

Figure 2: Open- and closed-loop transfer characteristics.

filtered to produce a control voltage or current that adjusts
the delay of the delay line. The delay-line input can be either
the reference input or a clean clock signal.

The s-domain representation of each loop element is
depicted within each block in Fig. 1. The open-loop transfer
function can be written as T(s) = KPDKDLGF(s) where
Kprj is the phase-detector gain, Gp(s) is the filter transfer
function, and KTJL *S t n e delay-line gain. If the loop has
finite gain at dc, the resulting output signal will exhibit a
static phase error as shown in the following equation.

^ l - o - l + l/{KPDKDLGF(s))s = o
 0 )

To eliminate the static phase error, the filter is often an
integrator to store the phase variable. This results in a
first-order closed-loop transfer function.

H(s) = - (2)
1 + (s/KPDKDLGF)

The equation assumes that the delay-line input is a clean
reference as opposed to the reference input. Higher-order
loop filters have not commonly been used but can enable
better tracking of a phase ramp (i.e. a frequency difference).

Figure 2 shows the open-loop and closed-loop transfer
functions. With only a single integrator, the open-loop phase
margin is 90°. The loop is unconditionally stable as long as
the delay in the loop does not degrade the phase margin
excessively. The closed-loop transfer function illustrates that

° 2 0° ^ e O * ) 6 0 °
Figure 3: Step response of PLL and DLL (with same loop charac-

teristics).

the tracking of the phase of the input clock changes at
different frequencies. Based on the transfer function, the
loop bandwidth is (Obw = KPDKDLGF. For frequencies
within the loop bandwidth the phase of the output clock will
track that of the reference input and reject noise within the
loop. The phase characteristics of the output clock above the
bandwidth of the loop depend on the phase behavior of the
delay-line input and the noise from the delay line. The noise
transfer function from a noise source lumped at the
delay-line output is a high-pass response.

1 -I- (s/KpDKDLGF)

In some degenerate cases, the delay-line input is also the
reference input. The feedback loop would guarantee a fixed
phase relationship between the delay-line output and the
reference so any phase variations in the reference would
directly appear at the delay-line output in an all-pass
response. However, noise due to the delay line is still
high-pass filtered.

B. Advantages over a PLL

The loop characteristics are considerably simpler than
those of a PLL. A PLL would contain at least two states to
store both the frequency and phase information. In order to
maintain loop stability, an additional zero is needed. A DLL
is less constrained with only a single pole. The loop gain
directly determines the desired bandwidth. The only stability
consideration is when the loop bandwidth is very near the
reference frequency. The periodic sampling nature of the
phase detection and the delay in the feedback loop degrade
the phase margin. For instance, if the feedback delay is one
reference cycle, the loop bandwidth should not exceed 1/4 of
the reference frequency.

Figure 3 illustrates the response to a noise step applied
to the control voltage for both a PLL and a DLL. A PLL
accumulates phase error due to its higher-order loop
characteristic. In response to a phase error, the control
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Figure 4: Early-late receiver architecture using the receiver as the
phase detector. Timing diagram showing early and late data.

voltage alters the frequency of an oscillator. The output
phase is an integration of the frequency change. In response
to a noise perturbation, the loop accumulates a phase error
before correcting. In contrast, a DLL attenuates the phase
error by the time constant of the loop. In the figure, both
loops are designed with the same 3-dB bandwidth, the same
delay elements, and the PLL is a 2nd-order loop with a
damping factor of unity. Clearly, the PLL suffers from larger
phase errors due to the phase accumulation.

A second advantage relates to clock and data recovery
applications. An effective way to recover the timing for
sampling a data input is to use the data receiver as a phase
detector. The architecture, depicted in Fig. 4, uses the
180°-shifted clock to sample the data transitions in addition
to sampling the data values [7]. Whenever data changes
values, the sampled transition and the data values can be
combined to indicate whether the sampling clock edge is
earlier or later than the data transition. Phase information is
only present with data transitions. The feedback loop locks
when the transition sampling clock samples a metastable
value. This commonly used design is known as an early-late
or bang-bang architecture. The timing diagram in Fig. 4
illustrates examples of the data being early and late. Due to
the inherent setup time of the data receiver, the transition
sampling clock may not occur at the same time as the data
transition. The phase shift compensates for the receiver setup
time and maximizes the margin of error for the data
sampling.

Figure 5: Delay line phase/delay characteristic.

However, the data receiver is ultimately a binary
comparator and the phase detector does not indicate an error
that is proportional to the phase difference. Hence, the
timing-recovery loop is nonlinear. Although a higher-order
PLL using early-late control can be made conditionally
stable [8], the resulting phase dithers with a limit cycle
translating into jitter. The oscillation depends on the loop
parameters and can be considerable for high bandwidth
loops. With an early-late DLL, the phase of the clock output
also dithers. But because the stability only depends on the
delay within the loop, the dithering would only be a few
cycles and can be significantly less than the dithering of a
PLL.

C. Design Considerations in a DLL

A typical DLL involves several design considerations.
First, the delay line usually has a finite delay range. If the
desired phase of the output signal is beyond the delay range,
the loop will not lock properly. Second, the output of the
DLL also depends greatly on the input to the delay line.
Since the delay-line input propagates to the DLL output,
tracking jitter and the output's duty cycle depend not only on
the delay-line design but also on the delay-line input. Third,
the basic DLL cannot generate new frequencies different
from that of the delay-line input.

A variable-delay line adjusts the delay by varying the
RC time constant of a buffer and often has limited
adjustment range. Section III will describe several
techniques in greater detail. Even though the delay range is
limited, DLLs for a periodic clock signal only need the range
to exceed 2n in phase across process and systematic
variations to cover all possible phases. For systems with a
range of operating frequencies, the delay line must span 2K
for the lowest input frequency.

An issue known as false-locking occurs when the delay
range exceeds IK. There can be several secondary lock
points repeating every 2TC. Figure 5 depicts an example of the
characteristic of a delay line with two lock points. Since
phase detectors must be periodic, if the delay line initializes
within 7i of the second lock point, the phase detector will
push the delay line toward lock with a longer than necessary
delay. Long delays require large RC time constants for a
given variable-delay buffer element. The bandlimiting by the

15

Delay (Vc)

lock
point

2nd lock
point

+7T

0

-71

data
Rcvr

ref_clk

Filter

V c

Delay Line

sampling clock

transition sample

data sample
Rcvr



filter would significantly attenuate a high-frequency input
clock. The attenuation increases the jitter and may even
prohibit the input from reaching the output.

Even if the delay line is constrained to span only one
lock point but greater than 2rc, a second similar issue exists.
It is difficult to design a delay line such that the adjustable
range is exactly *c to -tic across different operating and
processing conditions. If initialized at the minimum or
maximum delay, the phase detector may push the loop
toward either the maximum or minimum delay limit and
"false-lock" to an incorrect phase.

To address false-locking, designers employ several
techniques depending on the application. For systems that
require a delay line with a known fixed delay, operating
condition variations may be small enough such that the delay
line only needs a small variable range that is less than +n and
-n. For systems that lock to a fixed phase over a wide range
of frequencies, one design [9] uses an auxiliary
frequency-sensing loop that generates a voltage to coarsely
set the delay for the given input frequency. Then DLL only
fine tunes the delay for the desired phase. For data recovery
applications where the clock phase can be arbitrary with
respect to the data, a common design uses a startup circuit
for the DLL that initializes the delay line at its minimum
delay to avoid any secondary lock points. However, as
mentioned earlier, the phase detector may keep the delay line
at the minimum delay. A sensing circuit or a state machine
detects when the delay line is at its limit and optionally
inverts the feedback clock. The phase would flip by 180° and
the loop would lock properly. As will be discussed in
Section III, a more robust alternative reconfigures the delay
line such that the delay only spans 2n and wraps back to 0°
when the delay exceeds 360°.

The jitter and duty cycle of the delay-line output clock
depend on the input, the coupling of the input to the delay
line, and the delay line itself. Often the input is from off-chip
and, therefore, it must be carefully received to prevent
supply and substrate noise from coupling onto the signal as
jitter. In contrast, the high-frequency phase noise of the
clock output of an oscillator-based PLL depends primarily
on the oscillator design. An improperly received input clock
can often result in worse jitter performance in a DLL as
compared to a PLL. Similarly, while the duty cycle from an
oscillator is only modestly distorted (by the difference
between the rising edge and falling edge delays), the duty
cycle of the DLL's input clock can be significantly distorted
as it propagates to the output. Since duty cycle is a
systematic error, a good design corrects duty cycle using an
explicit block instead of compounding the difficulty of the
delay-line design.

A duty-cycle corrector (DCC) is commonly added to
either the DLL input or output. Figure 6 illustrates the basic
components of the feedback loop: an input with finite slew
rate, a buffer element with adjustable threshold, a
comparator, and an integrator. The comparator determines
the threshold crossing of the clock waveform. The result is
integrated and used to skew the threshold of the buffer stage.

clock in

clock out

/

clock in /

clock out ™ —»»
duty cyc le

reduction

Vrefl

\vr cf2

*—

\

mmmmmmm

Figure 6: Duty-cycle corrector block diagram. Timing diagram
shows change in duty cycle with changing offset.

Because the buffer input has finite slew rate, changing the
threshold effectively adjusts the output high and low
half-periods. The loop settles when the high and low
half-periods are equal. Figure 6 illustrates the reduction in
duty cycle as the threshold shifts from Vrefi to Vref2. Since
random variation of the duty cycle effectively appears as
jitter, single-ended implementations such as that shown in
the figure can be very sensitive to common-mode noise. For
this reason, differential architectures are preferred [3].

For low jitter on the output clock, the loop components
must be carefully designed. Many of the loop components
are very similar to that of a PLL and are well described in
[10]. For a charge-pump based loop filter, since the filter is
only first-order, a simple capacitor replaces the RC filter. As
in a PLL, noise on the control voltage directly translates into
jitter. Designers may use additional filtering to suppress the
noise. The loop element that has deviated the most from PLL
design and is critical for functionality and performance is the
design of the delay line.

III. DELAY-LINE ARCHITECTURES

The primary characteristics of a delay line are (1) gain
(i.e. change in delay for a given change in voltage), and (2)
delay range. For most applications using periodic inputs, the
absolute delay is not critical as long as the range spans 27U.
Because delay lines are relatively short, they do not
contribute significant thermal or 1/f phase noise. However,
for large digital systems, low supply/substrate sensitivity is
needed to reject the on-chip switching noise.
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Figure 7: Six different delay elements.

A. Basic Delay Line

A delay line comprises of a chain of variable-delay
elements. Each element is controllable by either a voltage or
a current. The delay of each element is proportional to its RC
time constant and changing the effective resistance or
capacitance adjusts the delay.

Figure 7 depicts several examples of buffer elements.
For a differential buffer, the load resistance can be an MOS
transistor in the triode region [Fig. 7-(a)] where the
resistance is proportional to Vos-^th- Varying the gate
voltage adjusts the delay of the element. A non-linear device
such as a diode can also serve as a load resistance [Fig.
7-(b)]. Since the resistance varies with the current, varying
the bias current of the buffer would adjust the delay.
Similarly, a negative transconductance that changes with the
bias current can be placed in parallel with a fixed load
resistance [Fig. 7-(c)]. The varying negative
transconductance changes the effective load resistance and
hence varies the delay. Because nonlinear elements have
resistances that depend on both voltage and current, they can
be more sensitive to supply noise.

Figure 8: Delay versus voltage for two different delay buffer ele-
ments: types (d) and (f) of Fig. 7.

For push-pull type elements such as inverters, the delay
can be changed by changing the rate at which the output
capacitance is charged [Fig. 7-(d)]. An adjustable current
source limits the peak current of an inverter and varies the
delay. An alternative method regulates the supply voltage of
the inverters and uses the control voltage to set the supply
voltage [Fig. 7-(e)]. The effective switching resistance varies
with the supply voltage. Instead of changing the resistance,
the effective capacitance can also be made adjustable [Fig.
7-(f)]. A transistor that behaves as an adjustable resistance
can be used to decouple an explicit output capacitance. The
larger the resistance the less capacitance is seen at the
output.

Figure 8 illustrates the delay versus control voltage for a
resistively-controlled delay element. For the element of Fig.
7-(d), either \fcs"^th o r m e ^*as c u r r e n t c a n De z e r o and,
therefore, a single element's delay can span from the
minimum buffer delay to infinite. However, since the time
constant is proportional to the delay, a long delay setting
would significantly attenuate a high-frequency clock. Delay
lines with a wide range for high clock frequencies require a
large number of broadband delay elements.

Unlike resistive control, the maximum delay in a
capacitively-controlled element [Fig. 7-(f)] is proportional to
R(Cint+Cexp) and the minimum delay is proportional to
RCint where Cint is the intrinsic capacitance of the buffer
and the load of the subsequent stage, and Cexp is the explicit
capacitance added to the circuit. Because of the limited
range per buffer, obtaining a wide delay range involves a
large number of buffers. The maximum delay of each buffer
is chosen to avoid attenuating the signal. In designs where
the clock has a large voltage swing, the transistor in series
with the explicit capacitance no longer appears as a variable
resistor because the device enters saturation and cut-off. For
these buffers, the control voltage determines the fraction of
current and period of time in which the buffer's current
charges the explicit capacitance.

An example of the delay versus control voltage for a
capacitively-controlled element is overlaid in Fig. 8. Most
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Figure 9: 180°-locked DLL to generate intermediate phases that are
a fraction of a cycle.

delay elements exhibit some nonlinearity. As a result, the
delay-line gain, KDL, is a function of the delay. Because a
DLL is unconditionally stable, the loop still functions with
the varying loop parameter. However, more linear elements
are better for designs that require a constant loop bandwidth.
To compensate for the variable KD L , designers add
programmability to the loop-filter capacitor.

The control signal for either type of delay elements can
be digital. In a digital implementation [11], the current
source is binary weighted and switched by a digital word.
For capacitively-controlled elements, the capacitance can be
binary weighted and switched. A nearly all-digital DLL is
then possible by using a simple counter to replace the analog
integrating filter.

B. Phase Interpolation

Instead of only using the clock phase at the end of a
delay line, an earlier clock phase can be tapped from the
middle of a delay line. Some applications require the delay
line to produce a delay that is a fixed fraction of the
input-clock period. Figure 9 shows one implementation that
uses a DLL to lock the input clock to the output. An 180°
phase detector would guarantee the absolute delay of a delay
line to be a half-cycle. Tapping from different points on the
delay line provides different phases. As shown in Fig. 9, for
a 45° phase shift, the clock can be tapped from the first delay
stage of a 4-stage differential delay line. If an arbitrary phase
is needed, each delay stage can be tapped and multiplexers
can select the nearest desired phase. The number of delay
elements quantizes the phase step and limits the resolution
[12]. Fine phase resolution requires longer delay lines. Yet,
the resolution is limited at high clock frequencies because
the maximum number of delay elements needed to span 180°
is limited.

An arbitrary intermediate phase can be obtained by
"interpolating" between two clock phases that are tapped
from a delay line. Depending on the weighting, an
interpolator produces a clock that has a programmable
output phase in between the input clock phases. As long as
discrete clock phases that span the entire cycle are available
as inputs, any phase for the interpolator's output is possible.

I
\ JPhaselntei^Iartor, ^
Figure 10: Phase interpolator design by shorting of the output of

two integrators/buffers..

Multiplexers are needed to select the phases to interpolate
between. For example, with phases tapped from a 4-stage
delay line, if the desired output clock phase is 120°, the
interpolator inputs would be from the second and third delay
elements.

Interpolators essentially perform a weighted average of
the input phases. As shown in Fig. 10, ideally, the two input
phases drive two integrators which charge a single output.
The weighting of the average is by the relative currents of
the two integrators. When <x=l, the output clock phase
depends only on ckinQ. When a=0.5, i.e. the current is split
equally between the two integrators, the output phase is
additionally delayed by half the phase difference. As
illustrated in Fig. 10, the phase of the interpolated output
(ckoutQj) falls between the phases of the non-interpolated
outputs (ckout0 and ck0UtJ).

With ideal integrators, the interpolation is linear,
resulting in a constant KpL. Alternatively, an interpolator
can effectively be formed with buffer elements instead of
integrators. By weighting the drive strength or current of two
buffer elements whose outputs are shorted together, one can
adjust the output phase. Because the output is not integrated,
the resulting interpolation is slightly nonlinear and depends
on (1) the phase difference between the inputs and (2) the
slew rate (or time constant) of the input and output signals
[13]. Figure 11 depicts the linearity of the interpolation for
two different input phase separations, s=r and S=2T where x
is the buffer's time constant. The larger phase spacing results
in greater nonlinearity. Similar to RC delay elements, the
interpolation can be digitally controlled. Since the weighting
of the interpolation depends on the proportional current, the
current sources of the integrators or buffers can be digitally
weighted and programmed.

In a design for clock and data recovery by [3],
quadrature clocks are interpolated to generate an
intermediate clock phase within a quadrant. Figure 12
illustrates the mostly analog architecture. An analog control
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Figure 11: Buffer based phase interpolator linearity.

voltage produced by the phase detector and filter determines
the interpolator currents. Comparators indicate when the
current is fully steered to one integrator. A finite state
machine driven by the comparators selects the appropriate
quadrant by switching the interpolator inputs such that all
360° phases are possible. The quadrature input clocks is
generated from an external reference clock through the use
of a divide-by-two circuit.

Interestingly, because the phase rotates from one
quadrant to the next, the architecture effectively has an
unlimited delay range. If the input data rate and the reference
clock frequency are slightly different, a DLL would
continually increase or decrease the delay in order to track
the accumulating input phase. A typical DLL with a finite
delay range would run out of delay or lose lock. On the other
hand, plesiochronous operation is possible with an
interpolator-based delay line since the phase smoothly
rotates between quadrants.

Interpolating between clocks with large phase spacings
such as quadrature clocks results in an output clock with
slow slew rate. Such waveforms are more susceptible to
noise and result in higher jitter. An enhancement uses more
closely-spaced phases that span the cycle. The finer phases
spacing is possible using a multi-stage ring oscillator. As
shown in Fig. 13, a 4-stage differential oscillator would
generate 8 phases 45° apart. To guarantee a correct period
for each clock phase, the ring oscillator is locked to the
external reference clock using a PLL. The role of the PLL is
solely for generating the phases. A purely DLL-based
architecture is also possible by replacing by using the DLL
in Fig. 9 that locks the delay-line output with a 180° phase
shift [13].

The architecture is commonly known as a dual-loop
design because the first loop, a PLL or DLL, generates the
phases and the second loop, the interpolation-based DLL,
recovers the data and phase. Since the first loop is not in the
feedback of the second loop (or vice versa), the overall
system is stable as long as each loop is individually stable. A
dual-loop design is possible with the second loop within the

Figure 12: Infinite-range delay line based on phase rotation.

Nc-^K^-K^I
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Figure 13: Oscillator with tapped outputs for multiple phases.

feedback of the first loop [15] as long as the stability of the
loop is carefully considered.

The data recovery portion of a dual-loop design is
conducive to a digital implementation. The binary output of
the receiver-replica phase detector can be accumulated using
a digital counter. The counter output selects the appropriate
phase from the oscillator and controls the digitally
programmable interpolators [13],[14]. As long as the
quantized phase step is small, the small error only minimally
impacts the data recovery.

C. Overs amp led Implementation

An alternative purely digital approach to clock and data
recovery can be implemented by oversampling the data.
Figure 14 illustrates an example of a digital architecture.
Multiple finely-spaced clock phases oversample the data
input. The sampled results are digitally processed to
determine both the correct data value and the optimal phase
of the data sample. The digital processing can vary in
complexity. Simple implementations use the optimal data
sample as the received data [18] or take a majority vote from
the samples of a single bit [17]. The bit boundaries
determine the samples associated with a bit. Transitions that
are detected in the samples from the prior or current bits
indicate the bit boundaries.

The sampling rate limits the timing error margin.
Greater amount of oversampling reduces the data-recovery
timing error, but increases the number of clock phases. Low
data rate UARTs [16] typically use 8 to 16 times
oversampling. For high data rates, generating accurate clock
phases separated by sub-lOOps is very challenging. More
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Figure 14: Oversampled data recovery architecture.

aggressive designs with the least amount of clocking
overhead and high data rates use a minimum of 3x
oversampling [17], [18].

Even though phase spacing scales with the gate delay of
a technology, so does the bit time in each generation of
applications. For oversampling of the data bits, finely-spaced
clock phases are needed. Tapping from a delay line produces
phases separated by a buffer delay. For even finer phases,
several techniques are commonly used. For example, several
interpolators can be used where each interpolator has slightly
different weighting to generate intermediate phases with
spacing less than a buffer delay [19]. An alternative method
uses a chain or array of coupled oscillators [20]. By taking a
chain of oscillators and coupling them such that the output
and input of the chain are separated by only one gate delay,
sub-gate-delay phase spacings result from the outputs of
each oscillator. Lastly, if the data can be delayed with a
chain of delay buffers along with the clock, the clock at each
delay stage can be used to sample the data of the
corresponding stage. As long as the data and the clock delay
lines have slightly different delays, the sub-sampled outputs
are effectively an oversampling of the data. The effective
phase spacing depends only on the difference between the
data delay and clock delay [21]. The architecture has a
drawback in that it requires delaying the data and clock by
long delays of several cycles, which can significantly
increase jitter.

IV. CLOCK MULTIPLICATION

With a dual-loop architecture, a DLL can produce a
frequency plesiochronous to the delay-line input. However,
the rate at which the interpolator weight changes limits the
frequency difference. Generating a significantly different or
multiplied frequency from a low-frequency input reference
is not possible with the architecture.

Recently designers have explored several methods of
using DLLs for frequency multiplication. One method uses a
delay line that is locked to 180°. With the phases that span an
entire cycle, the tapped clock edges are combined to form a
clock with multiplied frequency. The most direct method

TDH 180P Delay Line

-£>\r 18(f Delay Line

dock^p

Receiver delay control

f received data
Figure 15: Clock/data recovery using startable oscillator.

uses logical AND-ORs to combine the multiple phased
clocks into a single high-frequency clock [23]. Alternatively,
the method in [24] converts each phase into a small pulse
and ORs the pulses together to form the output clock. In
cases where the output capacitance of the logic gates limits
the output frequency, one design [6] uses phases to excite a
tuned LC tank to combine the clock phases.

Instead of edge combining, the multiplied clock can be
the direct output of a delay line. The architecture is similar to
a technique for clock and data recovery that uses a startable
oscillator [22]. As shown in Fig. 15, the architecture uses
data transitions to trigger startable oscillators: high-value
data triggers one oscillator and low-value data triggers
another. Each startable oscillator comprises of a delay line
and an AND gate. The data value enables the AND gate and
the triggered oscillator propagates an edge through the delay
elements and produces a clock edge delayed by a half-cycle.
The edge is used to sample the data. In the absence of input
transitions, the delay line is configured an oscillator and
generates a sampling edge every cycle. Whenever a new data
transition occurs, the oscillator resynchronizes its phase to
that of the input. In the implementation by [22], the natural
oscillation frequency of the oscillator is determined by an
external plesiochronous clock reference. The architecture
has not been widely applied to higher data rate designs
because the sampling phase is directly derived from the input
data without any filtering. The deterministic and random
jitter inherent in the data are effectively doubled and can be
considerable.

If the input is a low-jitter reference clock, a similar
architecture can be used for clock multiplication [5]. As
illustrated in Fig. 16, a lower frequency but clean reference
clock is one input to a multiplexer that feeds into a delay
line. The output of the delay line is fed back to the
multiplexer as the second input. When a reference clock
edge is available, the multiplexer selects the reference input.
Otherwise, the multiplexer configures the delay line as an
oscillator with the output frequency controlled by the delay.
The multiplexer inputs are selected by a counter circuit that
determines the number of cycles to oscillate before accepting
the next reference clock edge. A phase detector compares the
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reference input with the oscillator output and tunes the delay
of the delay elements. Once locked, the resulting output
clock frequency is a multiple of the input reference
frequency. Recent designs [26] extend the frequency range
and use an interpolator instead of a multiplexer to blend the
delay-line feedback and the low-frequency reference clocks.

Both edge-combining multiplication and delay-line
multiplication reduce the phase noise of the output clock
because the core DLL does not have an oscillator that
accumulates phase error. After N cycles, where N is the
divide ratio, a new clean reference clock edge arrives and
resets any accumulated phase error to zero. The architecture
potentially lowers jitter by eliminating the peaking in the
transfer function and allows a high tracking bandwidth.
However, matching is critical in these designs. Mismatches
in the phase detector or charge pump result in a static phase
error that modulates the output frequency at the input
reference frequency. Similarly, in the edge combining
implementations, if the delay line is mismatched, the output
clock would contain significant reference tones. Designers
either choose the reference frequency carefully so that the
tones do not impact the system performance or employ
additional circuitry to compensate for the mismatches.

V. CONCLUSION

DLLs have been commonly used for generating precise
phase delays of a signal and have been increasingly popular
in clock generation and data recovery applications. Most
importantly, because of the first-order loop characteristics
that controls the phase directly, DLLs can be designed with
high tracking bandwidths and do not exhibit the phase
accumulation of an oscillator-based PLL.

The more simple loop characteristics belie many
subtleties in DLL design. The delay-line input clock must
have low-jitter and good duty-cycle. Furthermore, it must be
carefully received and coupled to the input of the delay line
to maintain good jitter performance. This source of jitter
counter-balances the jitter accumulation of PLLs and results
in less jitter improvement. Additional circuitry is often
needed to prevent false-locking. Since a delay line does not

restore a clock's duty cycle, the output clock requires
correction circuitry. To use DLLs in plesiochronous systems,
the delay line must have even more circuitry to achieve an
unlimited delay range. In clock multiplication applications,
very careful matching in the DLL components is critical to
eliminate reference tones. In the many designs that have
addressed these subtleties, DLLs have demonstrated
low-jitter clock outputs for a variety of clock generation and
data recovery applications.
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Delta-Sigma Fractional-TV Phase-Locked Loops
Ian Galton

Abstract—This paper presents a tutorial on delta-sigma
fractional-TV PLLs for frequency synthesis. The presenta-
tion assumes the reader has a working knowledge of inte-
ger-TV PLLs. It builds on this knowledge by introducing
the additional concepts required to understand A£ frac-
tional-TV PLLs. After explaining the limitations of integer-
TV PLLs with respect to tuning resolution, the paper intro-
duces the delta-sigma fractional-TV PLL as a means of
avoiding these limitations. It then presents a self-
contained explanation of the relevant aspects of delta-
sigma modulation, an extension of the well known integer-
TV PLL linearized model to delta-sigma fractional-TV PLLs,
a design example, and techniques for wideband digital
modulation of the VCO within a delta-sigma fractional-TV
PLL.

I. INTRODUCTION

Over the last decade, delta-sigma (AS) fractional-TV phase
locked loops (PLLs) have become widely used for frequency
synthesis in consumer-oriented electronic communications
products such as cellular phones and wireless LANs. Unlike
an integer-TV PLL, the output frequency of a AS fractional-TV
PLL is not limited to integer multiples of a reference fre-
quency. The core of a AS fractional-TV PLL is similar to an
integer-TV PLL, but it incorporates additional digital circuitry
that allows it to accurately interpolate between integer multi-
ples of the reference frequency. The tuning resolution de-
pends only on the complexity of the digital circuitry, so con-
siderable flexibility and programmability is achieved. A sin-
gle AS fractional-TV PLL often can be used for local oscillator
generation in applications that would otherwise require a cas-
cade of two or more integer-TV PLLs. Moreover, the fine tun-
ing resolution makes it possible to perform digitally-controlled
frequency modulation for generation of continuous-phase
(e.g., FSK and MSK) transmit signals, thereby simplifying
wireless transmitters. These benefits come at the expense of
increased digital complexity and somewhat increased phase
noise relative to integer-TV PLLs. However, with the relentless
progress in silicon VLSI technology optimized for digital cir-
cuitry, this tradeoff is increasingly attractive, especially in
consumer products which tend to favor cost reduction over
performance.

This paper presents a tutorial on AD fractional-TV PLLs. It
is assumed that the reader has a working knowledge of inte-
ger-TV PLLs. The paper builds on this knowledge by present-
ing the additional concepts required to understand AS frac-
tional-TV PLLs. The limitations of integer-TV PLLs with respect
to tuning resolution are described in Section II. The key ideas
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Figure 1: A typical integer-N PLL.

underlying fractional-TV PLLs in general and AS fractional-TV
PLLs in particular are presented in Section III. The primary
innovation in AS fractional-TV PLLs relative to other types of
fractional-TV PLLs is the use of AS modulation. Therefore, a
self-contained introduction to AS modulation as it relates to
AS fractional-TV PLLs is presented in Section IV. A AS frac-
tional-TV PLL linearized model is derived in Section V and
compared to the corresponding model for integer-TV PLLs. A
design example is presented to demonstrate how the model is
used in practice. Design issues that arise in AS fractional-TV
PLLs but not integer-TV PLLs are presented in Section VI, and
recently developed enhancements to AS fractional-TV PLLs
that allow wideband digital modulation of the VCO are pre-
sented in Section VII.

II. INTEGER-TV PLL LIMITATIONS

An example of a typical integer-TV PLL for frequency syn-
thesis is shown in Figure 1 [1], [2]. Its purpose is to generate
a spectrally pure periodic output signal with a frequency of TV

/„,/, where TV is an integer, and/re/is the frequency of the refer-
ence signal. The example PLL consists of a phase-frequency
detector (PFD), a charge pump, a lowpass loop filter, a voltage
controlled oscillator (VCO), and an TV-fold digital divider.
The PFD compares the positive-going edges of the reference
signal to those from the divider and causes the charge pump to
drive the loop filter with current pulses whose widths are pro-
portional to the phase difference between the two signals. The
pulses are lowpass filtered by the loop filter and the resulting
waveform drives the VCO. Within the loop bandwidth phase
noise from the VCO is suppressed and outside the loop band-
width most of the other noise sources are suppressed, so the

23

V
Vrfv

U

d
Tref-

Phase/
Frequency
Detector

U

d

Vref

VCO ]
VoutLowpass

Loop Filter

Charge Parop

•f N

Phase/
Frequency
Detector

U

dV<//v

ref
%



/ . - 4 0 kHz

19.68 MHz

Figure 2: An example integer-N PLL for generation of the Bluetooth wireless
LAN RF channel frequencies.

PLL can be designed to generate a spectrally pure output sig-
nal at any integer multiple of the reference frequency,/*/.

As indicated by the timing diagram in Figure 1, the loop
filter is updated by the charge pump once every reference pe-
riod. This discrete-time behavior places an upper limit on the
loop bandwidth of approximately fnj/l0 above which the PLL
tends to be unstable [1]. In integrated circuit PLLs, it is com-
mon to further limit the bandwidth to approximately f^/20 to
allow for process and temperature variations.

The output frequency can be changed by changing N, but
N must be an integer, so the output frequency can be changed
only by integer multiples of the reference frequency. If finer
tuning resolution is required the only option is to reduce the
reference frequency. Unfortunately, this tends to reduce the
maximum practical loop bandwidth, thereby increasing the
settling time of the PLL, the noise contributed by the VCO,
and the in-band portions of the noise contributed by the refer-
ence source, the PFD, the charge pump, and the divider.

This fundamental tradeoff between bandwidth and tuning
resolution in integer-Af PLLs creates problems in many appli-
cations. For example, a PLL that can be tuned from 2.402
GHz to 2.480 GHz in steps of 1 MHz is required to generate
the local oscillator signal in a direct conversion Bluetooth
transceiver [3]. An integer-N PLL capable of generating the
local oscillator signal from a commonly used crystal oscillator
frequency, 19.68 MHz, is shown in Figure 2. A reference fre-
quency of fref = 40 kHz—the greatest common divisor of the
crystal frequency and the set of desired output frequencies—is
obtained by dividing the crystal oscillator signal by 492. The
resulting PLL output frequency is 60050 + 25k times the ref-
erence frequency, where k is an integer used to select the de-
sired frequency step.

The PLL achieves the desired output frequencies, but its
bandwidth is limited to approximately 2 kHz, i.e.,/^/20. Un-
fortunately, with such a low bandwidth the settling time ex-
ceeds the 200 jiS limit specified in the Bluetooth standard, and
the phase noise contributed by the VCO would be unaccepta-
bly high if it were implemented in present-day CMOS tech-
nology. One solution is to use a 1 MHz reference signal, but
this requires the crystal frequency to be an integer multiple of
1 MHz, or another PLL to generate a 1 MHz reference fre-
quency. Unfortunately, in low cost consumer electronics ap-
plications such as Bluetooth, it is often desirable to be com-
patible with all of the popular crystal frequencies, so restrict-
ing the crystal frequencies to multiples of 1 MHz is not always
an option. In such cases, an additional PLL capable of gener-
ating the 1 MHz reference signal with very little phase noise
from any of the crystal frequencies is required, or, as de-
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Figure 3: A fractional-.^ PLL that generates non-integer multiples of the refer-
ence frequency, but has phase noise consisting of large spurious tones.

scribed in the next section, a single fractional-TV PLL can be
used.

III. THE IDEA BEHIND AS FRACTIONAL-//PLLs

In this section, the example problem of generating the sec-
ond Bluetooth channel frequency, 2.403 GHz, with a reference
frequency of 19.68 MHz is used as a vehicle with which to
explain the idea behind AE fractional-N PLLs. First, a pair of
"bad" fractional-TV PLLs are presented that achieve the desired
frequency but have poor phase noise performance. Then the
AE fractional-TV PLL technique is presented as a means of im-
proving the phase noise performance.

The output frequency of an integer-N PLL with a reference
frequency of 19.68 MHz is 2.40096 GHz when the divider
modulus, N, is set to 122 and 2.42064 GHz when N is set to
123. The problem is that to achieve the desired frequency of
2.403 GHz, TV would have to be set to the non-integer value of
122 + 51/492. This cannot be implemented directly because
the divider modulus must be an integer value. However the
divider modulus can be updated each reference period, so one
option is to switch between N = 122 and N= 123 such that the
average modulus over many reference periods converges to
122 + 51/492. In this case, the resulting average PLL output
frequency is 2.403 GHz as desired. This is the fundamental
idea behind most fractional-// PLLs [4].

While dynamically switching the divider modulus solves
the problem of achieving non-integer multiples of the refer-
ence frequency, a price is paid in the form of increased phase
noise. During each reference period the difference between
the actual divider modulus and the average, i.e., ideal, divider
modulus represents error that gets injected into the PLL and
results in increased phase noise. As described below, the
amount by which the phase noise is increased depends upon
the characteristics of the sequence of divider moduli.

For example, in the fractional-JV PLL shown in Figure 3,
the divider modulus is set each reference period to 122 or 123
such that over each set of 492 consecutive reference periods it
is set to 122 a total of 441 times and 123 a total of 51 times.
Thus, the average modulus is 122-1- 51/492 as required. The
sequence of moduli is periodic with a period of 492, so it re-
peats at a rate of 40 kHz. Consequently, the difference be-
tween the actual divider moduli and their average is a periodic
sequence with a repeat rate of 40 kHz, so the resulting phase
noise is periodic and is comprised of spurious tones at integer
multiples of 40 kHz. Many of the spurious tones occur at low
frequencies, and they can be very large. Unfortunately, the
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Figure 4: A fractional-TV PLL that generates non-integer multiples of the refer-
ence frequency, but has a large amount of in-band phase noise.

only way to suppress the tones is have a very small PLL
bandwidth, which negates the potential benefit of the frac-
tional-N technique.

One way to eliminate spurious tones is to introduce ran-
domness to break up the periodicity in the sequence of moduli
while still achieving the desired average modulus. For exam-
ple, as shown in Figure 4, a digital block can be used to gener-
ate a sequence, y[n], that approximates a sampled sequence of
independent random variables that take on values of 0 and 1
with probabilities 441/492 and 51/492, respectively. During
the n^ reference period the divider modulus is set to 122 +
y[n], so the sequence of moduli has the desired average yet its
power spectral density (PSD) is that of white noise. Thus,
instead of contributing spurious tones, the modified technique
introduces white noise. Unfortunately, the portion of the
white noise within the PLL's bandwidth is integrated by the
PLL transfer function, so the overall phase noise contribution
again can be significant unless the PLL bandwidth is small.

In each fractional-M PLL example presented above, the se-
quence, y[n], can be written as y[n] =x + em[n], where x is the
desired fractional part of the modulus, i.e., x = 51/492, and
em[n] is undesired zero-mean quantization noise caused by
using integer moduli in place of the ideal fractional value. In
the first example, em[n] is periodic and therefore consists of
spurious tones at multiples of 40 kHz. In the second example,
em[n] is white noise. Each PLL attenuates the portion of em[n]
outside its bandwidth, but the portion within its bandwidth is
not significantly attenuated. Unfortunately, in each example
em[n] contains significant power at low frequencies, so it con-
tributes substantial phase noise unless the PLL bandwidth is
very low.

A AS fractional-N PLL avoids this problem by generating
the sequence of moduli such that the quantization noise has
most of its power in a frequency band well above the desired
bandwidth of the PLL [5], [6], [7]. An example AS fractional-
ly PLL is shown in Figure 5. The PLL core is similar to those
of the previous fractional-N PLL examples, but in this case
y[n] is generated by a digital AS modulator. The details of
how the AS modulator works are presented in the next section,
but its purpose is to coarsely quantize its input sequence, x[n],
such that y[n] is integer-valued and has the form: y[n] = x[n -
2] + em[ri], where em[n] is de-free quantization noise with most
of its power outside the PLL bandwidth. In this example, x[n]
consists of the desired fractional modulus value, 51/492, plus
a small, pseudo-random, 1-bit sequence. As described in the
next section, the pseudo-random sequence is necessary to
avoid spurious tones in the AS modulator's quantization noise,
but its amplitude is very small so it does not appreciably in-
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Figure 5: A AI fractional-A^ PLL example.

crease the phase noise of the PLL.
Also shown in Figure 5 are PSD plots of the output phase

noise arising from AS modulator quantization noise, em[n], in
two computer simulated versions of the example AS frac-
tional-Af PLL, one with a 50 kHz loop bandwidth and the other
with a 500 kHz loop bandwidth. As shown in the next section,
the PSD of em[n] increases with frequency, so the phase noise
PSD corresponding to the 50 kHz bandwidth PLL is signifi-
cantly smaller than that corresponding to the 500 kHz band-
width PLL. For example, the former easily meets the re-
quirements for a local oscillator in a direct conversion Blue-
tooth transceiver, but the latter falls short of the requirements
by at least 23 dB.

IV. DELTA-SIGMA MODULATION OVERVIEW

As mentioned above, a digital AS modulator performs
coarse quantization in such a way that the inevitable error in-
troduced by the quantization process, i.e., the quantization
noise, is attenuated in a specific frequency band of interest.
There are many different AS modulator architectures. Most
use coarse uniform quantizers to perform the quantization with
feedback around the quantizers to suppress the quantization
noise in particular frequency bands. Therefore, to illustrate
the AS modulator concept, first a specific uniform quantizer
example is considered in isolation, and then a specific AS
modulator architecture that incorporates the uniform quantizer
is presented.

A. An Example Uniform Quantizer

The input-output characteristic of the example uniform
quantizer is shown in Figure 6. It is a 9-level quantizer with
integer valued output levels. For each input value with a
magnitude less than 4.5, the quantizer generates the
corresponding output sample by rounding the input value to
the nearest integer. For each input value greater than 4.5 or
less than -4.5, the quantizer sets its output to 4 or - 4 , respec-
tively; such values are said to overload the quantizer. By
defining the quantization noise as eg[n] = y[n]-r[n]9 the
quantizer can be viewed without approximation as an additive
noise source as illustrated in the figure.
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Figure 7: (a) A power spectral density plot of the quantizer output in dB,
relative to the quantization step-size of A = 1, per Hz, (b) a time domain plot
of the quantizer output, and (c) a time domain plot of the quantizer output
filtered by a sharp lowpass filter with a cutoff frequency of 500 kHz.

To illustrate some properties of the example quantizer,
consider a 48 Msample/s input sequence, x[n], consisting of a
48 kHz sinusoid with an amplitude of 1.7 plus a small amount
of white noise such that the input signal-to-noise ratio (SNR)
is 100 dB. Figure 7(a) shows the PSD plot of the resulting
quantizer output sequence, and Figure 7(b) shows a time do-
main plot of the quantizer output sequence over two periods of
the sinusoid. Given the coarseness of the quantization, it is
not surprising that the quantizer output sequence is not a pre-
cise representation of the quantizer input sequence. As evi-
dent in Figure 7(a), the quantization noise for this input se-
quence consists primarily of harmonic distortion as repre-
sented by the numerous spurious tones distributed over the
entire discrete-time frequency band. Even in the relatively
narrow frequency band below 500 kHz, significant harmonic
distortion corrupts the desired signal. To illustrate this in the
time domain, Figure 7(c) shows the sequence obtained by
passing the quantizer output sequence through a sharp lowpass
discrete-time filter with a cutoff frequency of 500 kHz. The
significant quantization noise power in the zero to 500 kHz
frequency band causes the sequence shown in Figure 7(c) to
deviate significantly from the sinusoidal quantizer input se-
quence.

B. An Example AS Modulator

The example AS modulator architecture shown in Figure 8

T I
Delay

f]
\ I

Delay

/J
9-Level

Quantizer K

Figure 8: A AX modulator example.

can be used to circumvent this problem. The structure incor-
porates the same 9-level quantizer presented above, but in this
case the quantizer is preceded by two delaying discrete-time
integrators (i.e., accumulators), and surrounded by two feed-
back loops [8], [9]. Each discrete-time integrator has a trans-
fer function of z~1/(l-z~1) which implies that its «* output
sample is the sum of all its input samples for times k < n.
With the quantizer represented as an additive noise source as
depicted in Figure 6, the AS modulator can be viewed as a
two-input, single-output, linear time-invariant, discrete-time
system. It is straightforward to verify that

y[n] = x[n-2] + em[n], (1)

where em[n] is the overall quantization noise of the AS modu-
lator and is given by

em[n] = eq[n]-2eq[n-l] + eq[n-2]. (2)

To illustrate the behavior of the AS modulator, suppose that
the same 48 Msample/s input sequence considered above is
applied to the input of the AS modulator, and that the discrete-
time integrators in the AS modulator are clocked at 48 MHz.
Figure 9(a) shows the PSD plot of the resulting AS modulator
output sequence, y[n], and Figure 9(b) shows a time domain
plot of y[n] over two periods of the sinusoid. Two important
differences with respect to the uniform quantization example
shown in Figure 7 are apparent: the quantization noise PSD is
significantly attenuated at low frequencies, and no spurious
tones are visible anywhere in the discrete-time spectrum. For
instance, the SNR in the zero to 500 kHz frequency band is
approximately 84 dB for this example as opposed to 14 dB for
the uniform quantization example of Figure 7. Consequently,
subjecting the AS modulator output sequence to a lowpass
filter with a cutoff frequency of 500 kHz results in a sequence
that is very nearly equal to the AS modulator input sequence
as demonstrated in Figure 9(c).

Below about 120 kHz, the PSD shown in Figure 9(a) is
dominated by the two components of the AS modulator input
sequence: the 48 kHz sinusoid component, and the input noise
component. Above 120 kHz, the PSD is dominated by the AS
modulator quantization noise, em[n], and rises with a slope of
40 dB per decade. It follows from (2) that em[n] can be
viewed as the result of passing the additive noise from the
quantizer, eq[n], through a discrete-time filter with transfer
function (1 - z"1 )2. Since this filter has two zeros at dc, the
smooth 40 dB per decade increase of the PSD of em[n] indi-
cates that eq[n] is very nearly white noise, at least for the ex-
ample shown in Figure 9.

It can be proven that eq[n] is indeed white noise; it has a
variance of 1/12 and is uncorrelated with the AS modulator
input sequence [10]. Moreover, this situation holds in general
for the example AS modulator architecture provided that the
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Figure 9: (a) A power spectral density plot of the AI modulator output in dB,
relative to the quantization step-size of A = 1, per Hz, (b) a time domain plot
of the AE modulator output, and (c) a time domain plot of the A I modulator
output filtered by a sharp lowpass filter with a cutoff frequency of 500 kHz.

input sequence satisfies two conditions: 1) its magnitude is
sufficiently small that the quantizer within the AS modulator
never overloads, and 2) it consists of a signal component plus
a small amount of independent white noise. It can be shown
that the first condition is satisfied if the input signal is
bounded in magnitude by 3 A where A is the step-size of the
quantizer (for this example, A = 1) [11]. Input sequences with
values even slightly exceeding 3 A in magnitude generally
cause the quantizer to overload with the result that eq[n] con-
tains spurious tones and the SNR in the frequency band of
interest is degraded. For this reason, the range between -3A
and 3 A is said to be the input no-overload range of the AS
modulator. For the second condition to be satisfied, the power
of the AS modulator input sequence's white noise component
may be arbitrarily small, but if it is absent altogether, eq[n], is
not guaranteed to be white. For instance, in the example
shown in Figure 9 the input sequence contains a white noise
component with 100dB less power than the signal component.
If this tiny noise component were not present, the resulting AS
modulator output PSD would contain numerous spurious
tones. Since the AS modulators used in AD fractional-iV PLLs
are all-digital devices, the noise must be added digitally. As
shown in [12], it is sufficient to add a 1-bit, sub-LSB, inde-
pendent, white noise dither sequence with zero mean at the
input node. In practice, a 1-bit pseudo-random dither se-
quence is typically used in place of a truly random dither se-
quence. Such a sequence can be generated easily using a lin-
ear feedback shift register, and has the desired result with re-
spect to the quantization noise despite not being truly random
[13], [14].

C. Other AS Modulator Options

To this point, the AS modulation concept has been illus-
trated via the particular example AS modulator architecture
shown in Figure 8, namely a second-order multi-bit AS modu-
lator. While this type of AS modulator is widely used in AS
fractional-N PLLs, there exist other types of AS modulators
that can be applied to AS fractional-N PLLs. Most of the
other architectures are higher-order AS modulators that per-
form higher than second-order quantization noise shaping,

*•„••-'„•.

Figure 10: The AL fractional-N PLL with the details of a commonly used
loop filter and a timing diagram relating to the charge pump output.

thereby more aggressively suppressing quantization noise in
particular frequency bands relative to the example second-
order AS modulator. Some of these higher-order AS modula-
tors incorporate a higher than second-order loop filter (e.g.,
more than two discrete-time integrators) and a single quantizer
surrounded by one or more feedback loops [15], [16]. In
many cases, these AS modulators are designed specifically to
allow one-bit quantization [7], [17], [18]. This simplifies the
design of the divider in that only two moduli are required, but
such AS modulators tend to have spurious tones in their quan-
tization noise that cannot be completely suppressed even with
elaborate dithering techniques. Others of these higher-order
AS modulators, often referred to as MASH, cascaded, or mul-
tistage AS modulators, are comprised of multiple lower-order
AS modulators, such as the second-order AS modulator pre-
sented above, cascaded to obtain the equivalent of a single
higher-order AS modulator [5], [19], [20].

V. AS FRACTIONAL-N PLL DYNAMICS

A AS fractional-TV PLL linearized model is derived in this
section in the form of a block diagram that describes the out-
put phase noise in terms of the component parameters and
noise sources in the PLL. As in the case of an integer-Af PLL
the model provides an accurate tool with which to predict the
total phase noise, bandwidth, and stability of the PLL.

A. Derivation of a AS fractional-N PLL L inearized Model

In PLL analyses it is common to assume that each periodic
signal within the PLL has the form v(t) = A(t) sin(wt + 0(t)\
where A(t) is a positive amplitude function, co is a constant
center frequency in radians/sec, and 6{f) is zero-mean phase
noise in radians. In most cases of interest for PLL analysis,
the amplitude is well modeled as a constant value, and the
phase noise is very small relative to TC with a bandwidth that is
much lower than the center frequency. Solving for the time of
the w* positive-going zero crossing, yn, of v(t) gives yn = [n -
0(yn)/(2n)]'T, where T = litlco is the period of the signal.
Therefore, the sequence, yn, is a sampled version of the phase
noise with very little aliasing, so knowing the sequence and T
is approximately equivalent to knowing the phase noise. This
approximation is made throughout the following analysis.

The relationship between the charge pump output current
and the PFD input signals is shown in Figure 10. Ideally, dur-
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ing the w* reference period the charge pump output is a cur-
rent pulse of amplitude / or - / and duration \tn - rn\, where /„
and rn are the times of the charge pump output transitions trig-
gered by the positive-going edges of the divider output and
reference signal, respectively. Therefore, the average current
sourced or sunk by the charge pump during the «* reference
period is /•(/„ - rn)ITnf. In practice, the PFD is usually de-
signed such that, except for a possible constant offset, this
result holds even though the current sources have finite rise
and fall times [2].

The first step in deriving the model is to develop an ex-
pression for /„ — xn. Ideally, rn = nTKf, but phase noise intro-
duced by the reference source and PFD cause it to have the
form

T" = nT* "fj[MO+*m>(O]» (3)
where 6reJ(j) and OPFDO)

 a r e the reference source and PFD
phase noise functions, respectively. If the VCO output were
ideal its positive-going edges would be spaced at uniform in-
tervals of Tnf I (N + a), where a is the fractional part of the
modulus (e.g., a = 51/492 in Figure 5). Therefore, ideally,

but in practice it deviates because of VCO phase noise,
OyccAi), divider phase noise, #</,v(*X and instantaneous devia-
tions of the VCO control voltage from its ideal average value
o f v^, =(N+a)l(TrefKyco), where Kvco is the VCO gain in
units of Hz/Volt. As a result,

<.-iyg<"+**j)-^-(v-<<>-v,)*-^]

2n
which reduces to

tn=nTnf +^—\y\(yW-<*)

* N + alh '
-Kco f (v^C)-^)*-^] (4)

Subtracting (3) from (4) yields an expression for the average
current sourced or sunk by the charge pump during the «*
reference period:

l _ _ (5)

g«,C.) , M O , <WO
2n In ' In

As mentioned above, the phase noise terms are assumed to
have bandwidths that are much smaller than the reference fre-
quency. Consequently, the sampling of the phase noise func-

Figure 11: The A£ fractional-N PLL linearized model. Except for the shaded
region the model is identical to the corresponding integer-Af PLL model.

tions in (5) can be neglected, and the charge pump output can
be modeled as a smoothly varying function of time with an
average value over each reference period equal to that of (5).
With these approximations, (5) implies that

' um{t)-kycoUVc^t)-vml)dt~^l
LO) = I - lE—
cp N + a

1 ( 6 )

2n 2n 2n

where ujj) is the result of discrete-time integrating and con-
verting to continuous-time the quantity, y[n] — a.

The AL fractional-N PLL linearized model follows directly
from (6) and Figure 10. It is shown in Figure 11, where in(t)
represents the noise contributed by the charge pump current
sources and the loop filter, and z//s) is the transfer function of
the loop filter. The model specifies the phase noise transfer
functions and loop dynamics of the PLL. For example, the
model implies that

4 ^ ^ + a ) ^ - , and ^ l £ l = _ L _ (7 )
#«/(•*) Jl + T(s) eYCO{s) l + T(s)

where

T(s)= vc° y Y (8)

is the loop gain of the PLL. For the loop filter shown in Fig-
ure 10, the transfer function is

z ( J , 1 l + sRCt

" C^+C2 s[\ +sRClC2 /(C, + C 2 ) ] '

B. Differences Between the AS Fractional-N and Integer-N
PLL Models

The shaded region in Figure 11 indicates the part of the
model that is specific to AZ fractional-TV PLLs; except for the
shaded region the model is identical to the corresponding
model for integer-iV PLLs. Therefore, each phase noise trans-
fer function in an integer-iVTLL is identical to the correspond-
ing phase noise transfer function in a AZ fractional-.Af PLL,
except every occurrence of TV in the former is replaced by N+a
in the latter. In most cases, N» \ and a<\, so N+a~N
and the corresponding transfer functions in integer-N and AE
fractional-AT PLLs are nearly identical in practice. Similarly,
the loop dynamics and stability issues are nearly the same in
AS fractional-TV PLLs and integer-TV PLLs.
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Figure 12: The example A I fractional-N PLL and frequency plan for genera-
tion of the Bluetooth wireless LAN RF channel frequencies.

The primary difference between the AS fractional-^ and
integer-TV PLL models is the signal path corresponding to the
AX modulator shown in the shaded region of Figure 11. The
sequence, y[n] - a, consists of AS modulator quantization
noise, em[«], which, as described previously, gives rise to
phase error in the PLL output. For the example second-order
AS modulator it follows from the results presented in Section
IV and the AS fractional-AT PLL model equations presented
above that the PLL phase noise component resulting from
em[n] has a PSD given by

l0.J-*J2.J*£tf _j_Au(W] dBc/Hz

(10)
The argument of the log function has the form of a highpass
function times a lowpass function, which is consistent with the
claim in Section III that the PLL lowpass filters the primarily
high frequency quantization noise from the AS modulator. It
follows from (10) that the phase noise resulting from em[n] can
be decreased by reducing the PLL bandwidth or increasing the
reference frequency. If a higher-order AS modulator is used,
an equation similar to (10) results except that the exponent of
the sinusoid is greater than two. This reduces the in-band por-
tion of the quantization noise, but increases the out-of-band
portion, which, depending upon the loop parameters of the
PLL, can result in a somewhat lower overall phase noise.
However, the PLL loop filter is highly constrained to maintain
PLL stability, so the phase noise reduction that can be
achieved by increasing the order of the AS modulator is lim-
ited in most applications [16].

C. A System Design Example

The PLL bandwidth and the phase margin both depend
upon the loop gain, 7\s)9 which, for the loop filter shown in
Figure 10, depends upon the parameters fn/, N, /, KVco, >̂ C\9

and C2. Usually,/*,/and //are dictated by the application, and
/ and Kyco are, at least partially, dictated by circuit design
choices. This leaves the loop filter components as the main
variables with which to set the desired PLL bandwidth, phase

margin, and AS modulator quantization noise suppression.
The process is demonstrated below for the AS fractional-N

PLL presented in Section III to generate the local oscillator
frequencies in a direct conversion Bluetooth wireless LAN
transceiver. The PLL is shown in Figure 12 with additional
detail regarding the frequency plan. As described previously,
the desired output frequencies are/pco = 2.402 GHz + k MHz
for k = 0, ..., 78, and the crystal reference frequency is 19.68
MHz. Each of the 79 possible output frequencies is chosen by
selecting m and N as indicated in the figure. In each case, the
divider modulus is restricted to the set of four integers {N- 1,
N,N+ 1, N + 2}. The combinations of m and N were chosen
to achieve the desired output frequencies yet keep the signals
at the input of the AS modulator sufficiently small so as not to
overload the AS modulator [11].

Typical requirements for such a PLL are that the loop
bandwidth must be greater than 40 kHz, the phase margin
must be greater than 60°, and the PLL phase noise be less than
-120 dBc/Hz at offsets from the carrier of 3 MHz and above.
Assume that the VCO, divider, PFD, and charge pump circuits
have been designed such that the overall PLL phase noise
specification can be met provided the phase noise contributed
by the AS modulator and loop filter are each less than -130
dBc/Hz at offsets from the carrier of 3 MHz and above. Fur-
thermore, assume that the VCO and charge pump circuits are
such that Kvco and / are 200 MHz/V and 200 uA, respectively,
and that the loop filter has the form shown in Figure 10. Thus,
the remaining design task is to choose the loop filter compo-
nents such that the bandwidth, phase margin, and phase noise
specifications are met.

The PLL phase margin, bandwidth, and phase noise arising
from AS modulator quantization noise can be derived from the
linearized model equations, (7) through (10). While this can
be done directly, it involves the solution of third order equa-
tions which can be messy. Alternatively, approximate solu-
tions of the equations can be derived that provide better intui-
tion [21]. A particularly convenient set of approximate solu-
tions are

™ = t a n i H ) ' (11)
_ IKycoR b-\ .

hw~ 2nN " b ' ( }

2XJBW

and

S0 (/)| «l0.logf^-sin2Mf^T] dBc/Hz,
(14)

where PM is the phase margin of the PLL, fBw is the 3 dB
bandwidth of the PLL, and b = 1 + C2IC\ is a measure of the
separation between the two loop filter capacitors [22]. The
derivations assume that b is greater than about 10, and (14) is
valid for frequencies greater than (C2+Ci)/(2^RC2Ci).

These equations are sufficient to determine appropriate
loop filter component values. For example, suppose b is set to



FigureB: Simulated and calculated PSD plots of the phase noise arising from
AI modulator quantization noise for the example AI fractional-N PLL.

49, so, as indicated by (11), the phase margin is approximately
70°. Solving (14) with the phase noise set to -130 dBc/Hz a t /
= 3 MHz indicates tha ty^ ~ 50 kHz. Therefore, the phase
noise resulting from AI modulator quantization noise is suffi-
ciently suppressed with a 50 kHz bandwidth and a phase mar-
gin of 70°. With this information (12) can be solved to find R
= 960 Q. with which (13) and the definition of b can be used to
calculate C2 = 23 nF and C\ = 480 pF. It is straightforward to
verify that the phase noise introduced by the loop filter resistor
(the only noise source in the loop filter) is well below -130
dBc/Hz at offsets from the carrier of 3 MHz and above as re-
quired.

Figure 13 shows PSD plots of the phase noise arising from
AI modulator quantization noise for the example PLL with the
loop filter component values derived above. The heavy curve
was calculated directly from the linearized model equations
(7) through (10). The light curve was obtained through a
behavioral computer simulation of the PLL. As is evident
from the figure, the two curves agree very well which suggests
that the approximations made in obtaining the linearized
model are reasonable.

An effect that does not have a counterpart in integer-Af
PLLs is the presence of zeros in the PSD of the phase noise
arising from AI modulator quantization noise at multiples of
the reference frequency. These zeros are a result of the dis-
crete-to-continuous-time conversion of the AD modulator
quantization noise; each zero is a sampling image of the dc
zero imposed on the quantization noise by the AI modulator.

VI. AS FRACTIONAL-TV PLL SPECIFIC PROBLEMS

One of the most significant problems specific to AI frac-
tional-AT PLLs is that they can be sensitive to modulus-
dependent divider delays. In practice, each positive-going
divider edge is separated from the VCO edge that triggered it
by a propagation delay. Ideally, this propagation delay is in-
dependent of the corresponding divider modulus, in which
case it introduces a constant phase offset but does not other-
wise contribute to the phase noise. However, if the propaga-

tion delay depends upon the divider modulus and the number
of AI modulator output levels is greater than two, the effect is
that of a hard non-linearity applied to the AI modulator quan-
tization noise. This tends to fold out-of-band AI modulator
quantization noise to low frequencies and introduce spurious
tones, which can significantly increase the PLL phase noise.
The problem is analogous to that of multi-bit digital-to-analog
converter step-size mismatches in analog AI data converters
[23]. Unfortunately, circuit simulations are required to evalu-
ate the severity of the problem on a case by case basis as both
the extent of any modulus-dependent delays and their affect
on the PLL phase noise are difficult to predict using hand
analysis.

There are two well-known solutions to this problem. One
solution is to resynchronize the divider output to the nearest
VCO edge or at least a higher-frequency edge obtained from
within the divider circuitry [22], [24]. The ^synchronization
erases memory of modulus-dependent delays and noise intro-
duced within the divider circuitry, but care must be taken to
ensure that the signal used for resynchronization is itself free
of modulus dependent delays. The primary drawback of the
approach is that it increases power consumption.

The other solution is to use a AI modulator with single-bit
(i.e., two level) quantization. In this case, modulus-dependent
delays give rise to phase error at the output of the divider that
consists of a constant offset plus a scaled version of the AI
modulator quantization noise. Since, by design, the AI modu-
lator quantization noise has most of its power outside the PLL
bandwidth, the modulus-dependent delays increase the phase
noise only slightly. Unfortunately, AI modulators with single-
bit quantization tend not to perform as well as AI modulators
with multi-bit (i.e., more than two-level) quantization. For
example, if the 9-level quantizer in the 48 Msample/s AI
modulator example presented in Section IV were replaced by
a one-bit quantizer, the dynamic range of the AI modulator in
the zero to 500 kHz band would be reduced from 88.5 dB to
approximately 65 dB. Moreover, unlike the 9-level quantizer
case, the additive noise from the single-bit quantizer would
not be white and would be correlated with the input sequence.
Its variance would be input dependent and it would contain
spurious tones.

These problems can be mitigated by using a higher-order
AI modulator architecture to more aggressively suppress the
in-band portion of the additive noise from the two-level quan-
tizer. However, to maintain stability in a higher-order AI
modulator with single-bit quantization, the useful input range
of the AI modulator input signal must be reduced and more
poles and zeros must be introduced within the feedback loop
as compared to a multi-bit design with a comparable dynamic
range. Even then, the problem of spurious tones persists, and
it is difficult to predict where they will appear except through
extensive simulation. Furthermore, to compensate for the
restricted input range of the AI modulator the reference fre-
quency must be large enough that all of the desired PLL out-
put frequencies can be achieved. This can severely limit de-
sign flexibility. For example, if the magnitude of the AI
modulator input signal were limited to less than 0.5 in the case
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chip transmitter. Furthermore, the modulation index of the
transmitted signal depends upon the absolute tolerances of the
VCO components which are often difficult to control in low-
cost VLSI technologies and can also drift rapidly over time.

In principle, AI fractional-TV PLLs can avoid these prob-
lems by modulating the VCO within the PLL. This can be
done by driving the input of the digital AS modulator with the
desired frequency modulation of the transmitted signal. The
primary limitation is that bandwidth of the PLL must be nar-
row enough that the quantization noise from the AI modulator
is sufficiently attenuated, but sufficiently high to allow for the
modulation. For instance, the phase noise PSD of the example
AD fractional-TV PLL shown in Figure 5 with a 50 kHz loop
bandwidth meets the necessary phase noise specifications
when used as a local oscillator in a conventional upconversion
stage within a Bluetooth wireless LAN transmitter. However,
if the Bluetooth transmitter is to be implemented by modulat-
ing the VCO through the digital AI modulator, then the loop
bandwidth of the PLL must be approximately 500 kHz. Un-
fortunately, when the loop bandwidth of the fractional-// PLL
shown in Figure 5 is widened to 500 kHz, the resulting phase
noise becomes too large to meet the Bluetooth transmit re-
quirements.

Nevertheless, commercial transmitters with VCO modula-
tion through AI fractional-TV synthesizers are beginning to be
deployed, especially in low-performance, low-cost wireless
systems such as Bluetooth wireless LANs [28]. Facilitating
this trend are various solutions that have been devised in re-
cent years to allow for wideband VCO modulation in AI frac-
tional-TV PLLs without incurring the phase noise penalty men-
tioned above. One of the solutions is to keep the loop band-
width relatively low, but pre-emphasize (i.e., highpass filter)
the digital phase modulation signal prior to the digital AI
modulator [29]. Unfortunately, this approach requires the
highpass response of the digital pre-emphasis filter to be a
reasonably close match to the inverse of the closed-loop filter-
ing imposed by the largely analog PLL. Another of the solu-
tions is to use a high-order loop filter in the PLL with a sharp
lowpass response [30]. Increasing the order of the loop filter
increases the attenuation of out-of-band quantization noise
which allows for higher-order AI modulation to reduce in-
band quantization noise thereby allowing the loop bandwidth
to be increased without increasing the total phase noise.
However, as described in [30], this necessitates the use of a
Type 1 PLL which significantly complicates the design of the
phase detector. Yet another solution is to use a narrow loop
bandwidth but modulate the VCO both through the digital AI
modulator and through an auxiliary modulation port at the
VCO input [28]. The idea is to apply the low-frequency
modulation components at the AI modulator input and the
high frequency modulation components directly to the VCO.
Again, matching is an issue, but it has proven to be manage-
able at least for low-end applications such as Bluetooth trans-
ceivers.

VIII. CONCLUSION

The additional concepts and issues associated with AI
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of the Bluetooth local oscillator application considered above,
the reference frequency would have to be greater than 79
MHz. Otherwise, it would not be possible to generate all the
Bluetooth channel frequencies.

Another issue specific to AI fractional-TV PLLs is that
modulus switching increases the average duration over which
the charge pump current sources are turned on each period
relative to integer-TV PLLs. For comparison, consider a AI
fractional-TV PLL and an integer-TV PLL with the same TV
(where TV » a), the samey^/, and identical loop components.
It follows from (5) that

(15)
The last term in (15), which is caused by having the AI modu-
lator switch the divider modulus, represents a significant in-
crease in the time during which the charge pump current
sources are turned on each reference period. Consequently,
the phase noise arising just from charge pump current source
noise is larger in the AI fractional-TV PLL by

T Average fractional-TV PLL charge pump "on time"!

L Average integer-TV PLL charge pump "on time" J

where A is a constant between 10 and 20. The value of A de-
pends upon the autocorrelation of the charge pump current
source noise. For example, if the current source noise in suc-
cessive charge pump pulses is completely uncorrelated, then A
is 10. Near the other extreme, A is close to 20.

VII. TECHNIQUES TO WIDEN AE FRACTIONAL-N

PLL LOOP BANDWIDTHS

A transmitter with virtually any modulation format can be
implemented using D/A conversion to generate analog base-
band or IF signals and upconversion to generate the final RF
signal. However, many of the commonly used modulation
formats in wireless communication systems such as MSK and
FSK involve only frequency or phase modulation of a single
carrier [25]. In such cases, the transmitted signal can be gen-
erated by modulating a radio frequency (RF) VCO, thereby
eliminating the need for conventional upconversion stages and
much of the attendant analog filtering. At least two ap-
proaches have been successfully implemented in commercial
wireless transmitters to date. One is based on open-loop VCO
modulation, and the other is based on AI fractional-TV synthe-
sis.

An example of a commercial transmitter that uses the
open-loop VCO modulation technique is presented in [26] and
[27], in this case for a DECT cordless telephone. Between
transmit bursts, the desired center frequency is set relative to a
reference frequency by enclosing the VCO within a conven-
tional PLL. During each transmit burst the VCO is switched
out of the PLL and the desired frequency modulation is ap-
plied directly to its input. The primary limitation of the ap-
proach is that it tends to be highly sensitive to noise and inter-
ference from other circuits. For example, in [27], the required
level of isolation precluded the implementation of a single-



fractional-^ PLLs for frequency synthesis relative to integer-Af
PLLs have been presented. It has been shown that AI frac-
tionak/V PLLs provide tuning resolution limited only by digi-
tal logic complexity, and, in contrast to integer-^ PLLs, in-
creased tuning resolution does not come at the expense of re-
duced bandwidth. Since one of the main innovations in a AS
fractional-^ PLL is the use of a AE modulator to control the
divider modulus, the relevant concepts underlying AI modula-
tion have been described in detail. A linearized model has
been derived from first principles and a design example has
been presented to illustrate how the model is used in practice.
Techniques for wideband digital modulation of the VCO
within a delta-sigma fractional-TV PLL have also been pre-
sented.
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Designing Bang-Bang PLLs for Clock and Data
Recovery in Serial Data Transmission Systems

Richard C. Walker

Abstract - Clock recovery using phase-locked loops (PLL)
with binary (bang-bang) or ternary-quantized phase detectors
has become increasingly common starting with the advent of
fully monolithic clock and data recovery (CDR) Circuits in the
late 1980's. Bang-bang CDR circuits have the unique advan-
tages of inherent sampling phase alignment, adaptability to
multi-phase sampling structures, and operation at the highest
speed at which a process can make a working flip-flop. This
paper gives insight into the behavior of the nonlinear bang-
bang PLL loop dynamics, giving approximate equations for
loop jitter, recovered clock spectrum, and jitter tracking per-
formance as a function of various design parameters. A novel
analysis shows that the bang-bang loop output jitter grows as
the square-root of the input jitter as contrasted with the linear
dependence of the linear PLL.

I. INTRODUCTION

Prior to the advent of fully monolithic designs, clock recovery
was traditionally performed with some variant of the circuit in Fig.
1. The clock frequency component was typically extracted from
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Fig. 1. Traditional non-monolithic clock and data recovery architec-
ture.

the data stream using some combination of differentiation, rectifi-
cation and filtering. The bandpass frequency filtering was pro-
vided by LC tank, surface acoustic wave (SAW) filter, dielectric
resonator or PLL. Because the clock recovery path was separate
from the data retiming path, it was difficult to maintain optimum
sampling phase alignment over process, temperature, data-rate,
and voltage variations. Even the PLL techniques had the drawback
of using phase detectors with different set-up times than the retim-
ing flip-flop so that the recovered clock was not intrinsically
aligned to the optimum sampling point in the data eye. Circuits
utilizing SAW resonator filtering typically required hand matching
of SAW and circuit temperature coefficients along with custom cut

coaxial delay lines for setting the timing of the recovered sampling
clock with respect to the data eye [1].

Early monolithic CDR designs imitated these discrete block
diagrams. The propagation delay differences between data and
clock paths could be ignored as long as the gate delay skew was a
negligible fraction of the total bit time, or unit interval. The need
for higher link speeds grew faster than Moore's law, and as clock
frequencies approached the effective fT of the active devices, it
became increasingly difficult to maintain an optimum sampling
phase alignment between the recovered clock and the data over
process, temperature, data-rate, and voltage variations.

A second problem was that most linear phase detectors pro-
duced narrow pulses with widths proportional to the phase error
between the timing of the data and the clock [2], [3]. These narrow
pulses required a process speed in excess of that required to sim-
ply sample data at a given rate. The timing skew and speed of lin-
ear phase detector circuits then became the limiting factor for
aggressive designs.

Both these difficulties are eliminated by a family of circuits
which simultaneously retime data and measure phase error by
using matched flip-flops to sample both the middle of each data bit
and the transitions between the data bits. Fig. 2 shows such an
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R. Walker is with Agilent Laboratories, 3500 Deer Creek Road, MS
26-U4, Palo Alto CA 94304. (e-mail: rick_walker@labs.agilent.com).

Fig. 2. A simple bang-bang loop using a flip-flop for a phase detector
to lock onto a data stream with a guaranteed "0" to " 1 " transition
every 20 bits.

early gigabit-rate monolithic example of such a circuit [4] which
samples data with two matched flip-flops. Flip-flop "Y" samples
the middle of each data bit on the rising edge of the VCO clock to
produce retimed data, while flip-flop "X" samples the transition of
each bit using the falling edge of the VCO clock.

The loop is designed to use the 16B/20B line code of Fig. 3
which guarantees a "01" "master transition" every 20 bits. The
divide by 20 circuit and associated flip-flop in Fig. 2 discard every
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Fig. 3. Format of 16B/20B line code used with bang-bang CDR
of.Fig. 2.

transition sample except for this master transition sample. During
link start-up a training sequence is sent that has only one rising
transition at the location of the master transition. Once the loop is
locked, arbitrary data is allowed to be sent at the other 18 bits of
the frame, while the transition sampler pays attention only to the
data stream in the vicinity of the master transition. If the VCO fre-
quency is too high, the transition flip-flop starts sampling prior to
the master transition and outputs a "0" to the loop filter. A slightly
lower VCO frequency, on the other hand, will cause the loop to be
driven by l's.

The loop drives the falling edge of the VCO into alignment
with the data transitions based on the binary-quantized phase
error. Because the clock-to-Q delay of the retiming flip-flop is
monolithically matched with the phase detector flip-flop, the PLL
aligns the recovered clock precisely in the middle of the data eye
with no first-order timing skew over process and temperature vari-
ations. Because the narrowest pulse is the output of a flip-flop,
such detectors operate at the full speed at which a process is capa-
ble of building a functioning flip-flop. This ensures that the phase
detector will not be the limiting factor in building the fastest possi-
ble retiming circuit.

An additional advantage of flip-flop-based phase detectors is
that since they only require simple processing of digital values,
they easily generalize to multi-phase sampling structures allowing
CDR operation at frequencies in which it would be impossible to
build a working full-speed flip-flop. In contrast, most linear phase
detectors require at least some analog processing at the full bit
rate, limiting process speed and poorly generalizing to multi-phase
sampling architectures.

Because of these compelling advantages, the bang-bang loop
has become a common design choice for state-of-the CDR designs
which are pushing the capability of available IC processes. Fig. 4
surveys CDR designs presented from 1988 to 2001 at the Interna-
tional Solid State Circuits Conference. Designs are plotted by year
of presentation against each design's ratio of link speed to effec-
tive fp The majority of current designs utilize a combination of
multiphase sampling structures and bang-bang PLLs. In addition,
all CDRs operating at data rates greater than 0.4 fT are bang-bang
designs.
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Fig. 4. CDR PLL designs over time. The ratio of link speed to
effective process transit frequency is plotted vs year of publication.
Multi-phase BB PLLs predominate as data rate approaches the pro-
cess transit frequency limit. (The number of retiming phases used
in each design is given in parentheses.)

II. FIRST-ORDER LOOP DYNAMICS

Unfortunately, transition-sampling flip-flop-based phase detec-
tors can provide only binary (early/late) or ternary (early/late +
hold) phase information. This amounts to a hard non-linearity in
the loop structure, leading to an oscillatory steady-state and ren-
dering the circuit unanalyzable with standard linear PLL theory.
Precise loop behavior can be simulated efficiently with time-step
simulators, but this is cumbersome to use for routine design. For-
tunately, simple approximate closed-form expressions can be
derived for performance parameters of interest, such as loop jitter
generation, recovered clock spectrum, and jitter tracking perfor-
mance as a function of various design parameters.

Fig. 5. A simple bang-bang loop using a flip-flop for a phase detectoi
to lock onto square-wave input.

A simple BB PLL is shown in Fig. 5. A flip-flop is used as a
phase detector to lock onto a square wave input signal. Depending
on whether the VCO phase samples slightly before or after the ris-
ing edge of the input square wave, the flip-flop output is either low
or high, adjusting the VCO period in such a way as to move the
sampling phase error back towards zero. The dynamics of such a
binary-quantized loop are equivalent to a data-driven phase detec-
tor operating on alternating 0,1 data with 100% transition density,
or a master-transition based loop similar to that shown in Fig. 2.
For simplicity, we assume that a valid binary phase determination
can be made at every timestep. The consequence of random data
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and the introduction of a ternary hold mode are considered in a
later section.

The first-order BB PLL of Fig. 5 can be rendered into a block
diagram for analysis as shown in Fig. 6. The loop phase error

Fig. 6. Block diagram of first order loop showing definition of signal
names.

&e(tn) , is defined as the difference between the data phase

Bd(tn) and the VCO phase 6v(tn) at the nth sampling time

tn. For convenience, phase is measured with respect to an ideal

clock source running at fnom •

The frequency of the incoming data signal differs from the

VCO center frequency by 8 / , and has a zero mean phase jitter of

<K0 • In other words, the data can be considered to have been

generated by a pattern generator clocked on the rising edges of the

jittered clock signal sm[2n(fnom + 8 / > + ty(t)]. The data

phase Qd(tn) is then 2ndftn + Wn)-

The phase detector binary-quantizes the loop phase error at

each sampling time to give £w = s ign [9 e ( / n ) ] . (Note: In the

case of a ternary data-driven phase detector, Zn may be set to 0

when it is not possible to make a determination of phase error due
to consecutive identical bits in the data stream. The consequence
of this "hold" state is treated in a later section). The error signal

drives the VCO through an attenuator p , to produce a change in

frequency of fbb — P^vco' F r o m t*me *n unt** t*me *n + 1 '

the VCO operates at one of the two frequencies given by

J nom nJ bb'

Because the VCO frequency changes on each cycle, the system
has non-uniform sampling times. The time of phase sample

'« + 1 = *n + l/(fnom + £Jb^ • I n a ^ ^ CDR> fbb i s

on the order of 0.1% of fnom , so that an analysis assuming uni-

form time steps of t ^ate = 1 /fnom is sufficiently accurate

for most purposes. However, for loop analyses requiring exact
charge pump balance, such as wide-range loop pull-in without a

frequency detector, these non-uniform sampling times must be
accounted for.

With the uniform time step approximation, the VCO phase
changes up or down (or "walks off') by

®bb ~ ^(fbb^fnom) r a (^a n s during each update period.

In summary, the first order loop obeys a simple set of discrete
time difference equations:

e</('») = e</(0) + 2«8 / / B + <)>('„) w

%(tn+l)
 = Wn)

 + £r,Qbt ( 2 )

en = sign[e^M)-ev(^)] 0)

As long as the VCO frequency step brackets the input signal
frequency error, the loop will remain phase locked. Assuming

<|>(0 small, the lock range is: - / ^ < 8 / < fbb. The loop gen-

erates an excess hunting jitter with a peak-to-peak value of two

bang-bang phase steps Jpp= 4%(fbb/fnom).

For the loop to be locked, the average VCO frequency must
equal the average data frequency. The phase detector duty cycle

C, must satisfy the relation

§/= C(fbb) + (l-C)(-fbb).
The value of C is then given by

c = (l+ df)

The phase detector duty cycle, and therefore its average output
voltage are proportional to the loop frequency error. Fig. 7 shows a
simulated loop with a range of input frequencies. The loop is

Fig. 7. Simulated response of first-order PLL to a range of input fre-
quencies.

"locked" whenever the input frequency is bracketed by the two
VCO frequencies. The rapid alternation between frequencies
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Fig. 9. Second-order bang-bang loop schematic.

tered on the average incoming data frequency. If certain assump-
tions are met, as described later, we can consider the system to be
composed of two non-interacting loops. These are the loops
labeled "bang-bang branch" and "integral branch" If the center
frequency control loop is slow enough, the resulting loop behavior
will be very similar to a simple first-order loop, but with an
extended frequency lock range.

A. Stability Factor

To preserve the desirable qualities of the first order loop, it is
critical that the phase change due to the proportional branch domi-
nate over the phase change from the integral branch.

The loop phase change in one update time due to the propor-

tional connection is AQbb = (5 V±K tupdate. The phase change

due to the integral branch is A9 / r t / = V^JL f upda%e/{!%) . The

ratio of these two is the stability factor of the loop

t _ proportional _ 2pTq _ ^ _ ^
^^integral 'update

The reader should be careful not to confuse the bang-bang loop

stability factor t, with the linear loop damping factor £ [5].

The discrete time difference equations for the second-order
loop can be written as

Qd(tn) = Qd(0) + 2n8ftn + Wn) M

( e« 2" 1 (4)

8A+i> = W + ̂  + ̂  + ^ J

en = sign[erf(/n)-9v(g] (3)

From this, it can be seen that the second-order loop has two

degrees of freedom, the loop phase step Qbb (or equivalently, the

loop frequency step fbb ) and the stability factor £ . The added

loop integrator extends the frequency tracking range, leaving

6 ^ free to control jitter tolerance and jitter generation.
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Fig. 8. Simulated response of first-order PLL to sinusoidal input jitter
just slightly beyond the tracking capability of the loop.

strates the loop at the onset of jitter-induced slew-rate limiting.
Although the average input frequency lies within the lock range of
the loop, the added sinusoidal jitter causes the instantaneous input

frequency deviation to exceed i / ^ £ • The loop stops toggling and

goes into slew rate limiting, leading to a transient phase error.

A. Summary of First-Order Loop

The first-order bang-bang loop has only one degree of freedom.

Jitter generation, lock range, and jitter tolerance are all inconve-

niently controlled by one parameter, fbb. This situation can be

improved by using a second control loop to dynamically adjust the

nominal VCO frequency fnom to be equal to the incoming data

frequency. Because the phase detector duty cycle is proportional to
the loop frequency error, this dynamic centering of VCO fre-
quency can be accomplished by adjusting the VCO center fre-
quency in a feedback loop to drive the phase detector duty cycle
C to 50%. This decouples the lock range from jitter tolerance and

jitter generation, giving more design freedom.

III. SECOND-ORDER LOOP DYNAMICS

To extend the loop tracking range independent of the jitter gen-
eration, an extra integrator is added between the phase detector
and the VCO as in Fig. 9. Since the first-order loop dynamic pro-
duces a phase detector duty cycle proportional to the loop fre-
quency error, this added integrator can be viewed as an automatic
means for keeping the first-order portion of the loop properly cen-

slightly too high and slightly too low creates a bounded hunting
jitter (Jpp).

The derivative of the input data phase deviation, d[$(t)]/dt,

adds to the frequency error that must be tolerated by the loop.

Assuming 8 / = 0 , then for <|)(f) = Asin(2Kfmodt), the

maximum amplitude A of phase modulation at frequency fmod

before onset of slew-rate limiting is \f^A/ f mod • Fig- 8. demon-
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B. Simulations of Second-Order Loop

Fig. 10 shows two block diagrams for the second-order loop.
The upper diagram is a straightforward translation of the sche-
matic in Fig. 9. The lower diagram is a topological re-arrangement

!_ 1 jpTH i i

tT i" H

tint W, 6v r E l h II
f - ! ! ^ z ) J 7 L ^ KV =

.-• L—I* ..-' J \K '—' '—'
Af A6i A92 0e tp V̂

Fig. 10. Two equivalent second-order bang-bang loop block diagrams.
The proportional phase-control signal flow is highlighted with a
dashed line, and the integral frequency-control loop with a solid line.

which places an inner first-order phase tracking loop inside an
outer frequency tracking loop. If one writes the transfer function
from the output of the non-linear quantizer block back to the input
of the quantizer, it can be shown that both diagrams are exactly
equivalent. Some of the signals in the second diagram do not cor-
respond to actual physical variables in the circuit, but they are
helpful in understanding the operation of the loop.

2.0 i . . • . - . . . . . . i . . 1
I I I I I I I I I I I I I I I I

^ 00 IHfMffllfillil
i I I i i i I i I i i I § i I r

4.0 5.0 6.0 7.0
time (^seconds)

Fig. 11. Second-order loop response to instantaneous frequency

step smaller than fbb .

Fig. 11 shows the second-order loop responding to a step

change in input frequency fin, producing a slow response fint

in the outer integral loop. The resulting phase error A0j is

tracked by the inner bang-bang loop 0V to produce the final

sampler phase error Qe . Notice that, unlike linear PLLs, if the

power-supply noise-induced VCO frequency modulation is lim-

ited to ^fbb, then there is no jitter accumulation or phase tran-

sient at the sampling flip-flop.

2 4 8 0 0 1 ! ! ! ! ! ? T r ! ! ! ! ! ! !
4 0 0 . 0 , , , , _

Si 0.0 , f i * * i £*"i^ • ^^ , i i , , |

I | ? ! I j ye r^*\ I I ! ?
2.0

l i i i i i i i i i i i i i i I

[ i i I i i i i i i i i i i i I

4.0 5.0 6.0 7.0
time (^seconds)

Fig. 12. Second-order loop response to instantaneous frequency

step larger than fbb .

Fig. 12 is a simulation in which the input frequency step is big-

ger than fbb, so the loop goes into slew rate limiting, leading to a

transient phase error Qe at the sampler.

C. Response to Phase Step

For a normalized transient phase step of A = G ^ p / Q ^ , a

first-order loop relocks in A update times. The total time for

relocking is then ^step/(2nfbb) .

During the relocking transient of the second-order loop, the
loop integrator overshoots the correct steady-state VCO tune volt-
age. This causes a quadratic overshoot in the phase trajectory.

Fig. 13 shows the second-order phase step response with ^ as
a parameter. Up to the first zero crossing, the phase trajectory is
given by

®bb V S /

with n = t/tupdate> The time of the first zero crossing

approaches A as t, —> °o 9 consistent with a first-order loop. In
general, the second-order loop is quicker to reach zero phase error
than the first-order loop, but pays for this with an oscillatory over-
shoot. As a conservative rule of thumb, the magnitude of the oscil-
latory transient of a second-order step response can be considered
bounded by the simple linear transient of the first-order loop. The
time required to reach steady state, given a step of A is always
less than or equal to A timesteps, independent of £ .



Fig. 14 shows the loop response with a sinusoidal input phase

jitter <|>(f) . The outer integral loop tracks the input jitter at AGj

with a slight phase lag. The resulting phase error A 9 2 is tracked

by the inner bang-bang loop 6 y to produce the final sampler

phase error 0^ . The duty-cycle of the PD output F . varies with

the slope of A 9 2 which is proportional to the instantaneous fre-

quency error of the outer loop.

In Fig. 15, the phase modulation is increased until the instanta-
neous frequency error exceeds the inner loop's ability to track.
Slew-rate limiting produces a tracking error at the sampler Qe . A

CDR would normally be designed such that slewing would never
occur for any valid signal allowed by a particular standard. The
next two sections develop an analytic expression for slope over-
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Fig. 16. Redrawing of the loop to show inner AX inner modulator
operating on the loop frequency error.

tors through the last summing node prior to the quantizer. The
update time interval is set to 1. The definition for bang-bang fre-
quency step f^ = $KVV±, and stability factor

^ = 2pT/£u p ( ja t e are also substituted in.

The shaded area in Fig. 16 shows how the proportional feed-
back loop can be thought of as an inner AX modulator producing
a phase detector duty cycle proportional to the VCO frequency
error [6],[7].

Fig. 17 summarizes an analysis of the first order delta-sigma
(after [8]). When the loop is not in slew rate limiting, or in a peri-
odic limit-cycle, the quantizer (e.g., PD) can be replaced with a

unity gain element and a noise source Q(z) with the same
Asin(2ntft/tupda(e)/(2nft/tupdate) noise characteris-
tics as a random binary bitstream. Both these constraints are met
in practice as the VCO phase noise is sufficient to eliminate any
deterministic limit cycles, and the loop is designed to never slew
rate limit on any conforming input signal. This insight is critical as

IV. S L O P E O V E R L O A D

Many systems, such as SONET, specify jitter tolerance in the
form of a sinusoidal jitter at various frequencies.

Fig. 15. Second-order loop response to large sinusoidal input jitter.

load so that a loop can be easily designed to never slew for signals
meeting a typical frequency-domain jitter tolerance specification.

A. Delta-Sigma Analogy

Before developing an analytic equation for slope overload, it is
helpful to introduce a further rearrangement of block diagram II
from Fig. 10. Fig. 16 transforms the loop by pulling two integra-
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maximum normalized input phase as a function of normalized fre-
quency

max. v
O7 (s) / / 2 2̂ ^ 3 2 "\

-V-((s+si) / ( ')•
This is a curious bootstrapped analysis, in that it assumes a lack

of slewing to justify the linearization which permits the computa-
tion of the onset of slew rate limiting.

Fig. 18 shows a good agreement between this expression and
simulated loop performance in which slewing is defined as a con-
tiguous sequence of ten or more identical phase-error indications.
This expression can be used to design a loop for a given jitter tol-

Fig. 18. Normalized amplitude of sinusoidal jitter just sufficient to
cause slope overload as a function of normalized jitter frequency

and with ^ as a parameter.

erance. The tolerance plots are single-pole slope for high ^ and
high jitter frequency, becoming double-pole at lower frequencies
and small i;. At high frequencies, all of the curves become
asymptotic to the single-pole tolerance of a first-order bang-bang
PLL. The operating region below each of these curves is where the

AE approximation is valid, and where a linear loop analysis is

justified.

Fig. 19. Loop redrawn replacing phase detector with unity gain
element and additive quantization noise.
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it allows linear analysis to be applied whenever the bang-bang
loop is not in slew rate limiting.

With the AE substitution, the inner loop becomes a wide-band
unity-gain block as seen from the viewpoint of the outer integral
frequency control loop. The noise in the delta-sigma core is first-
order frequency shaped towards high frequencies. However, when
the frequency noise is converted to phase noise, the shaping is lost
and the noise becomes flat.

B. Expression for Slope Overload

A closed-form analysis of slope overload can now be derived.

Referring to Fig. 16, the system slews when |AF| > f^-

Assuming no slew rate limiting, we can use the results from the

AZ analysis to justify replacing the loop quantizer with a unity

gain element. The maximum input phase jitter in UI as a function

of frequency, O • (s) , normalized to 8 ^ can then be calcu-

lated using Laplace transforms.

We want to find an input excitation F(s), for which

|AF| = fbb at all frequencies. The inner AZ of Fig. 16 has a

linearized transfer function of \/{s + f b b ) . Using standard

feedback loop theory, the expression for AF can then be written

as

AF = —m—.

Setting A F = fbb, and normalizing the equation by letting

fbb and tUpciate = 1 , we can solve for F(s)/s to get the

H(z)£ L
X(z)

(integration)

Q(z)

Y(z)

r^-TrmXU)+rniu)Q^

Fig. 17. Simplified analysis of delta-sigma circuit.
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V. JITTER GENERATION

With these insights, it is possible to accurately predict the loop
jitter generation in the frequency domain. Fig. 19 is a redrawing of
the loop replacing the phase detector by a unity gain element, and
an additive noise source. The forward loop gain is

From this can be calculated two transfer functions: the lowpass
seen by both the source phase noise and the PD noise to the out-
put, A (5)= 1 / [ 1 + H(s)], and the high-pass transfer function
from VCO phase noise to the output,
B(s)= H(s)/[l + H(s)]. As shown in Fig. 20, with a source
phase noise P(s), a PD phase noise Q(s), and a VCO phase noise
R(s), the total loop jitter generation spectrum becomes the RMS
combination of each of the three weighted terms

J(s)= J(PA)2 + (QA)2 + (RB)2 . The source phase noise is

-100 ^fff^Z.A 1 7 7 7 ( 7 ) . . . » TTJHT) . - -{ ."--.
. 1 2 o L 1 JL ! 1

N -80 • 1 — I V ^ ^ . . . 1
I "90 TilEnmttiLy.J.y — l-^^^^v.^ii^*' vco phase noise

§ I120 11'" 1""_" 1 ? ii^jii^?1*^:!: 111111 • 11 iTTr^r^ •=*> r>n&se noiso_35^
-130 source phase noise TTfoiiaiMV-.. I . . > K ^ . . . I
-140 I ! ̂ »»»»~in | Tiihi ii MrtllH

M -80 | ^ . . , . .
~E -90 -^yg^^ i^ - - - -- { } computed phase noise
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Fig. 20. Example computation of loop jitter generation spectrum
with parameters from [11].

generally taken to be the spectrum of the clock driving the data
source or BERT, or in the case of a clock multiplying circuit, the
spectrum of the reference clock corrected by 20 times the log of
the loop frequency multiplication ratio.

The phase noise power is given by

™max

SRMS = J W -
0

The RMS jitter in unit intervals is then

JRMS = a t a n ( ^ M ^ ) / T C •

It should be noted that the linearized loop model is only suit-
able for computation of the jitter spectrum but not for computing
the actual sampling point phase error or other time-domain tran-
sient response. The linearized response only covers the dynamics
of the outer frequency tracking loop, but does not capture the extra

tracking of the internal nonlinear AS core.

VI. GAUSSIAN INPUT NOISE

Fig. 21 is a plot of output jitter vs input jitter with £ as a

1OM j ; : : : : : — .

100k '\^"y5\'^' j ^ ^ ^ " ^ ^ ^ ^ ^ ^ ^ $-1*3

1 •£+**^£%&rmtrMiu i ^^r i

0-1 * * ' ' • »
0.1 1 10 100 1k 10k 100k 1M

Fig. 21. Normalized output jitter vs input jitter sigma with ^ as a

parameter. Simulation is for a non-tristated loop, with square wave

data input, 10 timesteps per point, and ignoring phase wrapping.

parameter. For convenience, all jitter sigmas are normalized to

0££ , the loop phase step size. The total loop output jitter can be

approximated by three regions of operation:

Jtotal " Jidle + Jlinear + Jwalk • I n R e g i o n J> t h e o u t P u t J i t ter

is independent of input jitter G .. This occurs when the self-gener-
ated hunting jitter exceeds the input jitter. The RMS jitter in this
region is empirically determined to be well approximated by
^idle ~ ^ + (1.65/2;) . In Region II, the output jitter is pro-
portional to the input jitter. This occurs when the input jitter is so
high that, for a given £ , the bang-bang dynamic is unable to con-
trol the second-order portion of the loop. This leads to large qua-
dratic trajectories in the phase domain, causing the loop phase to
"hunt" towards the limits of the input jitter distribution. As the
loop phase nears the limits of the input jitter distribution, the bang-
bang hunting has more effect on stabilizing the second-order loop.
In this region, the output jitter is proportional to the input jitter:

JUn * 2 a . / ( 1 + 7 | ) -In Region III, the output RMS jitter

^walk ls aPProx imate lY e c lu a l t 0 0-7 * J<5j . This surprising

result says that loops with large ^ have output jitter which grows
as the square root of the input jitter. Contrast this with a linear PLL
which simply low-pass filters the input jitter and thus has an out-
put jitter which grows linearly with the input jitter.
An approximate analysis of loop jitter can shed light on this curi-
ous square-root dependence of output jitter on input jitter. Assume

a zero-mean input jitter distribution with a sigma G -. Using a lin-

earized approximation to the standard probability distribution

function, the probability of getting an "early" phase error indica-

tion for small loop phase deviation A 6 , is approximately



VII. DATA-DRIVEN PHASE DETECTORS

Unless the data contains a guaranteed periodic transition, the
CDR will be required to lock onto random transitions embedded in
the data stream. The effects of runlength and transition density on
loop performance must then be considered. The effect of these two
data attributes is dependent on the type of phase detector used.
Most modern codes use some variation of Alexander's phase
detector [9] shown in Fig. 22.Two matched flip-flops form the

Input
Data

Fig. 22. Modified form of Alexander's ternary-quantized phase
detector for NRZ data along with a typical charge pump for driving
the VCO tuning input.

front-end of Alexander's phase detector, with the first flip-flop
driven on the rising edge of the 50% duty-cycle clock, and the sec-
ond flip-flop driven on the falling edge of the same clock. (Using
a fully-differential monolithic ring-oscillator, it is possible to
achieve a very precise 50% duty-cycle clock source). When the
loop is locked, the rising-edge retiming flip-flop samples the cen-
ter of each data bit and produces a retimed data bit at (A) and the
following retimed bit at (B). The falling-edge flip-flop functions as
a phase detector by sampling the transition (T) between the data
bits (A,B). To improve the circuit's operating speed, the (T) sam-
ple is delayed an extra half bit time by a latch so that the logic on
(A,T,B) has a full bit time for resolution.

The transition sample is then compared to the surrounding data
bits to determine whether the clock sampling phase is early or late
to derive a binary-quantized (bang-bang) or ternary phase error
indication. A truth-table for the logic in Fig. 22 is given in Table 1.

TABLE 1

State

0

1

2

3

4

5

6

7

A

0

0

0

0

1

1

1

1

. Truth table for logic in

T

0

0

1

1

0

0

1

1

B

0

1

0

1

0

1

0

1

UP

0

0

1

1

1

1

0

0

DOWN

0

1

1

0

0

1

1

0

Fig. 22.
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The expected phase change in the loop after one update time is

e«((i-"«)~"')-^e»

The discrete time equation for the average evolution of loop phase
under the condition of a small input phase error can then be
expressed as

( 26 ^

This equation has the same form as a discrete time approximation
to the capacitor voltage in an RC lowpass filter. By analogy, when
time is expressed in units of loop update times, any transient phase
error in the bang-bang loop can then be said to decay to zero with

a time constant of T = GJ2K/(2Q^^) .

This "lowpass" loop characteristic is being driven by random
energy from the early/late phase detector output. A related prob-
lem is the computation of the baseline wander voltage generated
by passing a random NRZ data stream through a coupling capaci-
tor. It can be shown that the sigma on the capacitor voltage is

given by OBLW = v
ppJ

tbi/&x) ' E x t e n d i n g t h i s analogy to

the loop, we can consider the output of the phase detector as a

50% duty-cycle random NRZ data stream. Given that the output

from each "bit" must cause a loop phase change of Qbb , we can

compute that the effective V to satisfy our loop difference

equation must be JlTlO,. We can then compute the loop jitter by

using the analogous baseline wander expression with the effective

loop V and t . The result is

/eTToJ^n

which is consistent with empirical analysis of simulation results.

One further insight into this behavior is offered. The second-
order loop drives the phase detector output to a steady-state 50%
duty-cycle. In this condition, the loop phase splits the input jitter
distribution into equal early and late halves. This means that the
bang-bang loop phase is servoed to the median of the input jitter
distribution rather than to the mean as would be the case with a
linear loop. Because of this, the bang-bang loop makes a constant
modest correction in response to large jitter outliers, rather than
the proportionally large overcompensation of a linear loop. This
insight supports the idea that the bang-bang loop jitter should only
be sub-linearly affected by the magnitude of the input jitter.



The states 2 and 5 in Table 1 correspond to the normally impos-
sible condition of sampling a " 1 " midway between two "0" bits. A
custom truth table can use these states to detect either a high bit-
error-rate condition [10], a VCO running grossly too slowly (eg:
lump these states into the "late" condition), or taken as an indica-
tion that a link has locked onto its own VCO crosstalk, perhaps by
amplification of power supply noise by pick up from a high-gain
optical transimpedance amplifier [11].

Since the mid-bit samples (A,B) straddle the (T) transition
sample, it is also possible to detect the lack of a transition. This
condition corresponds to states 0 and 7 in Table 1. This informa-
tion can be used to create an extra ternary hold-state in the PD out-
put, causing the charge pump to hold its value during long run-
lengths. Both binary and ternary PDs will be discussed in turn,
along with their implications on loop performance.

A. Run-length and Latency

Binary phase detectors have no hold state, so the PD continues
to put out the last valid phase error indication during long data
runlengths. In this situation, the loop idling jitter will be multi-
plied from the expected value by the maximum runlength of the
data. For example, an 8B/10B code has a maximum code run-
length of 5 and will have a peak jitter walk-off five times the value
of that computed for a "10" repetitive data pattern. The average
RMS jitter will be a function of the runlength distributions of each
particular code. There is also a trade-off in effective stability factor
as a repetitive pattern such as "11110000" will be equivalent to a
loop with an effective update time 4 times larger than the expected

1 update = l/fnom- S i n c e t h e s t a b i l i t v f a c t o r i s inversely
dependent on update time, it is possible for binary PDs to become
unstable with data patterns containing very long runs due to the
delay in timely phase-error feedback.

X% - SX

Fig. 23. Setup for computing onset of loop instability with latency X.

Fig. 23 shows the loop phase trajectory during an acquisition
transient. At t=0, the loop crosses zero phase error with

d§/dt = S. From this we can compute an overshoot AQ.

When the loop phase again crosses zero phase error, the phase

detector is late in responding by a time X. This time is a combina-

tion of runlength, latency in the phase detector logic, and high-

order poles in the VCO tuning characteristic.

Due to the loop latency X, the loop overshoots zero phase by

X /t,-SX before the "braking" effect of the proportional
branch starts to act. The onset of catastrophic instability occurs

when Aj > AQ , for this implies exponential growth of the acqui-

sition transient. The convergence is guaranteed whenever

$>2X.

Although usable for tightly constrained block codes such as 8b/
10B, binary phase detectors are essentially unusable for codes
such as 10Gb Ethernet 64b/66b or SONET which can have very
long runlengths of up to 66 or 80 bits, respectively.

B. Ternary Phase-Detector

The 3-state, or ternary phase detector provides superior jitter
performance for data with long runs [12]. Ternary PDs neither
charge nor discharge the loop filter during long runs causing the
loop to hold the current estimate of the data frequency. Such loops
effectively "stop time" during long runs.

If the charge pump does not have a hold-mode, it is possible to
emulate a ternary loop, with some loss of performance, by contin-
uously toggling the phase-detector output to approximately main-
tain the current charge pump voltage during long runs.

The peak idling jitter for ternary loops is unchanged from the
simple 100% transition density analysis. The RMS jitter will be
reduced by the average transition density. Because the loop phase
cannot change during hold mode, the jitter tolerance will be der-
ated by the average transition density. This can easily be taken into

account by increasing 8 ^ appropriately for the characteristics of

the code to be used.

C. VCO Tuning Bandwidth

The previous analyses all assumed an infinite VCO tuning
bandwidth for the proportional tuning input. A VCO time-constant

tvco , can slightly reduce hunting jitter if it is small compared to

the loop update time.

Timeconstants larger than the loop update time prevent the
loop from reversing phase slope within an update period and
lengthen the loop limit cycle. If the extra pole is thought of as an

extra latency 2 T y c o , then the result of the previous section can be

used to give an approximate bound on loop stability. To avoid

divergence: ^vco
<kt

update^^' Comparison with simulation

verifies this equation as a conservative limit on Xyco .

However, it cannot be recommended to flirt with this boundary.
Unless one meticulously checks performance by numerical simu-
lation, it is safest to design the VCO to essentially respond fully in
one update time. This is usually very easy to achieve in ring-oscil-
lators and possible with some care using low-Q LC VCOs.

VIII. CONCLUSION

Bang-bang CDR circuits have the unique advantages of inher-
ent sampling phase alignment, adaptability to multi-phase sam-
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pling structures, and operation at the highest speed at which a
process can make a working flip-flop. Approximate equations for
loop jitter, recovered clock spectrum, and jitter tracking perfor-
mance as a function of various design parameters have been
derived. The median-tracking property of the bang-bang loop
resulting in an output jitter equal to the square root of the input jit-
ter has been presented.
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Predicting the Phase Noise and Jitter of PLL-Based
Frequency Synthesizers

Kenneth S. Kundert

Abstract — Two methodologies are presented for predicting the
phase noise and jitter of a PLL-based frequency synthesizer
using simulation that are both accurate and efficient. The meth-
odologies begin by characterizing the noise behavior of the
blocks that make up the PLL using transistor-level RF simula-
tion. For each block, the phase noise or jitter is extracted and
applied to a model for the entire PLL.

I. INTRODUCTION

Phase-locked loops (PLLs) are used to implement a variety of
timing related functions, such as frequency synthesis, clock
and data recovery, and clock de-skewing. Any jitter or phase
noise in the output of the PLL used in these applications gen-
erally degrades the performance margins of the system in
which it resides and so is of great concern to the designers of
such systems. Jitter and phase noise are different ways of
referring to an undesired variation in the timing of events at
the output of the PLL. They are difficult to predict with tradi-
tional circuit simulators because the PLL generates repetitive
switching events as an essential part of its operation, and the
noise performance must be evaluated in the presence of this
large-signal behavior. SPICE is useless in this situation as it
can only predict the noise in circuits that have a quiescent
(time-invariant) operating point. In PLLs the operating point
is at best periodic, and is sometimes chaotic. Recently a new
class of circuit simulators has been introduced that are capa-
ble of predicting the noise behavior about a periodic operating
point [1]. SpectreRF is the most popular of this class of simu-
lators and, because of the algorithms used in its implementa-
tion, is likely to be the best suited for this application [2].
These simulators can be used to predict the noise perfor-
mance of PLLs. The ideas presented in this paper allow those
simulators to be applied even to those PLLs that have chaotic
operating points.

A. Frequency Synthesis

The focus of this paper is frequency synthesis. The block dia-
gram of a PLL operating as a frequency synthesizer is shown
in Figure 1 [3]. It consists of a reference oscillator (OSC), a
phase/frequency detector (PFD), a charge pump (CP), a loop
filter (LF), a voltage-controlled oscillator (VCO), and two

Ken Kundert is with Cadence Design Systems, San Jose, Cal-
ifornia, kundert@cadence.com.

frequency dividers (FDs). The PLL is a feedback loop that,
when in lock, forces /ft, to be equal to/ref. Given an input fre-
quency ̂ n , the frequency at the output of the PLL is

•'out M Y (1)

where M is the divide ratio of the input frequency divider, and
N is the divide ratio of the feedback divider. By choosing the
frequency divide ratios and the input frequency appropriately,
the synthesizer generates an output signal at the desired fre-
quency that inherits much of the stability of the input oscilla-
tor. In RF transceivers, this architecture is commonly used to
generate the local oscillator (LO) at a programmable fre-
quency that tunes the transceiver to the desired channel by
adjusting the value of N.

OSC
/in

PU /ref

/fbp
PFD CP LF VCO

-f-N

/out

Fig. 1. The block diagram of a frequency synthesizer.

B. Direct Simulation

In many circumstances, SpectreRF* can be directly applied to
predict the noise performance of a PLL. To make this possi-
ble, the PLL must at a minimum have a periodic steady state
solution. This rules out systems such as bang-bang clock and
data recovery circuits and fractional-Af synthesizers because
they behave in a chaotic way by design. It also rules out any
PLL that is implemented with a phase detector that has a dead
zone. A dead zone has the effect of opening the loop and let-
ting the phase drift seemingly at random when the phase of
the reference and the output of the voltage-controlled oscilla-
tor (VCO) are close. This gives these PLLs a chaotic nature.

To perform a noise analysis, SpectreRF must first compute
the steady-state solution of the circuit with its periodic steady
state (PSS) analysis. If the PLL does not have a periodic solu-
tion, as the cases described above do not, then it will not con-
verge. There is an easy test that can be run to determine if a
circuit has a periodic steady-state solution. Simply perform a
transient analysis until the PLL approaches steady state and

t Spectre is a registered trademark of Cadence Design Systems.
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then observe the VCO control voltage. If this signal consists
of frequency components at integer multiples of the reference
frequency, then the PLL has a periodic solution. If there are
other components, it does not. Sometimes it can be difficult to
identify the undesirable components if the components asso-
ciated with the reference frequency are large. In this case, use
the strobing feature of Spectre's transient analysis to elimi-
nate all components at frequencies that are multiples of the
reference frequency. Do so by strobing at the reference fre-
quency. In this case, if the VCO control voltage varies in any
significant way the PLL does not have a periodic solution.

If the PLL has a periodic solution, then in concept it is always
possible to apply SpectreRF directly to perform a noise analy-
sis. However, in some cases it may not be practical to do so.
The time required for SpectreRF to compute the noise of a
PLL is proportional to the number of circuit equations needed
to represent the PLL in the simulator times the number of
time points needed to accurately render a single period of the
solution times the number of frequencies at which the noise is
desired. When applying SpectreRF to frequency synthesizers
with large divide ratios, the number of time points needed to
render a period can become problematic. Experience shows
that divide ratios greater than ten are often not practical to
simulate. Of course, this varies with the size of the PLL.

For PLLs that are candidates for direct simulation using Spec-
treRF, simply configure the simulator to perform a PSS analy-
sis followed by a periodic noise (PNoise) analysis. The period
of the PSS analysis should be set to be the same as the refer-
ence frequency as defined in Figure 1. The PSS stabilization
time (tstab) should be set long enough to allow the PLL to
reach lock. This process was successfully followed on a fre-
quency synthesizer with a divide ratio of 40 that contained
2500 transistors, though it required several hours for the com-
plete simulation [4].

C. When Direct Simulation Fails

The challenge still remains, how does one predict the phase
noise and jitter of PLLs that do not fit the constraints that
enable direct simulation? The remainder of this paper
attempts to answer that question for frequency synthesizers,
though the techniques presented are general and can be
applied to other types of PLLs by anyone who is sufficiently
determined.

D. Monte Carlo-Based Methods

Demir proposed an approach for simulating PLLs whereby a
PLL is described using behavioral models simulated at a high
level [5, 6]. The models are written such that they include jit-
ter in an efficient way. He also devised a simulation algorithm
based on solving a set of nonlinear stochastic differential
equations that is capable of characterizing the circuit-level
noise behavior of blocks that make up a PLL [6, 7]. Finally,
he gave formulas that can be used to convert the results of the
noise simulations on the individual blocks into values for the

jitter parameters for the corresponding behavioral models [8].
Once everything is ready, simulation of the PLL occurs with
the blocks of the PLL being described with behavioral models
that exhibit jitter. The actual jitter or phase noise statistics are
observed during this simulation. Generally tens to hundreds
of thousands of cycles are simulated, but the models are effi-
cient so the time required for the simulation is reasonable.
This approach allows prediction of PLL jitter behavior once
the noise behavior of the blocks has been characterized. How-
ever, it requires the use of an experimental simulator that is
not readily available to characterize the jitter of the blocks.

In an earlier series of papers [9, 10], the relevant ideas of
Demir were adapted to allow use of a commercial simulator,
Spectre [11], and an industry standard modeling language,
Verilog-A^ [12]. These ideas are further refined in the later
half of this paper.

E. Predicting Noise in PLLs

There are two different approaches to modeling noise in
PLLs. One approach is to formulate the models in terms of
the phase of the signals, producing what are referred to as
phase-domain models. In the simplest case, these models are
linear and analyzed easily in the frequency domain, making it
simple to use the model to predict phase noise, even in the
presence of flicker noise or other noise sources that are diffi-
cult to model in the time domain. Phase-domain models are
described in the first half of this paper.

The process of predicting the phase noise of a PLL using
phase-domain models involves:

1. Using SpectreRF to predict the noise of the individual
blocks that make up the PLL.

2. Building high-level behavioral models of each of the
blocks that exhibit phase noise.

3. Assembling the blocks into a model of the PLL.

4. Simulating the PLL to find the phase noise of the overall
system.

The other approach formulates the models in terms of volt-
age, which are referred to as voltage-domain models. The
advantage of voltage-domain models is that they can be
refined to implementation. In other words, as the design pro-
cess transitions to being more of a verification process, the
abstract behavioral models initially used can be replaced with
detailed gate- or transistor-level models in order to verify the
PLL as implemented.

A voltage-domain model is strongly nonlinear and never has a
quiescent operating point, making it incompatible with a
SPICE-Iike noise analysis. Often such models have a periodic
operating point and so can be analyzed with small-signal RF
noise analysis (SpectreRF), but it is also common for that not
to be the case. For example, a fractional-^ synthesizer does

t Verilog is a registered trademark of Cadence Design Systems
licensed to Accellera.
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not have a periodic operating point. Occasionally, the circuit
is sensitive enough that the noise affects the large-signal
behavior of the PLL, such as with bang-bang clock-and-data
recovery PLLs, which invalidates any use of small-signal
noise analysis.

Modeling large-signal noise in a voltage-domain model as a
voltage or a current is problematic. Such signals are very
small and continuously and very rapidly varying. Extremely
tight tolerances and small time steps are required to accu-
rately resolve such signals with simulation. To overcome
these problems, the noise is instead represented using the
effect it has on the timing of the transitions within the PLL. In
other words, the noise is added to circuit in the form of jitter.
In this case there is no need for either small time steps or tight
tolerances.

The process of predicting the jitter of a PLL with voltage-
domain models involves:

1. Using SpectreRF to predict the noise of the individual
blocks that make up the PLL.

2. Converting the noise of the block to jitter.

3. Building high-level behavioral models of each of the
blocks that exhibit jitter.

4. Assembling the blocks into a model of the PLL.

5. Simulating the PLL to find the jitter of the overall system.

The simple linear phase-domain model described in the first
part of this paper, and the nonlinear voltage-domain model
described in the second part, represent the two ends of a con-
tinuum of models. Generally, the phase-domain models are
considerably more efficient, but the voltage-domain models
do a better job of capturing the details of the behavior of the
loop, details such as the signal capture and escape processes.
The phase-domain models can be made more general by mak-
ing them nonlinear and by analyzing them in the time domain.
It is common to use such models with fractional-TV synthesiz-
ers. Conversely, simplifications can be made to the voltage-
domain models to make them more efficient. It is even possi-
ble to use both voltage- and phase-domain models for differ-
ent parts of the same loop. One might do so to retain as much
efficiency as possible while allowing part of the design to be
refined to implementation level. In general it is best to under-
stand both approaches well, and use ideas from both to con-
struct the most appropriate approach for your particular
situation.

II. PHASE-DOMAIN MODEL

It is widely understood that simulating PLLs is expensive
because the period of the VCO is almost always very short
relative to the time required to reach lock. This is particularly
true with frequency synthesizers, especially those with large
multiplication factors. The problem is that a circuit simulator
must use at least 10-20 time points for every period of the
VCO for accurate rendering, and the lock process often

involves hundreds or thousands of cycles at the input to the
phase detector. With large divide ratios, this can translate to
hundreds of thousands of cycles of the VCO. Thus, the num-
ber of time points needed for a single simulation could range
into the millions.

This is all true when simulating the PLL in terms of voltages
and currents. When doing so, one is said to be using voltage-
domain models. However, that is not the only option avail-
able. It is also possible to formulate models based on the
phase of the signals. In this case, one would be using phase-
domain models. The high frequency variations associated
with the voltage-domain models are not present in phase-
domain models, and so simulations are considerably faster. In
addition, when in lock the phase-domain-based models gener-
ally have constant-valued operating points, which simplifies
small-signal analysis, making it easier to study the closed-
loop dynamics and noise performance of the PLL using either
AC or noise analysis.

A linear phase-domain model of a frequency synthesizer is
shown in Figure 2. Such a model is suitable for modeling the
behavior of the PLL to small perturbations when the PLL is in
lock as long as you do not need to know the exact waveforms
and instead are interested in how small perturbations affect
the phase of the output. This is exactly what is needed to pre-
dict the phase noise performance of the PLL.

FD/u PFD

I
'•ft

CP
*det

271
l%

LF

//(CO)

¥DN

1
N

w

VCO

/CO

^out

Fig. 2. Linear time-invariant phase-domain model of the synthesizer
shown in Figure 1.

The derivation of the model begins with the identification of
those signals that are best represented by their phase. Many
blocks have large repetitive input signals with their outputs
being primarily sensitive to the phase of their inputs. It is the
signals that drive these blocks that are represented as phase.
They are identified using a (]) variable in Figure 2. Notice that
this includes all signals except those at the inputs of the LF
and VCO.

The models of the individual blocks will be derived by assum-
ing that the signals associated with each of the phase variables
is a pulse train. Though generally the case, it is not a require-
ment. It simply serves to make it easier to extract the models.
Define ri(r0, T, T) to be a periodic pulse train where one of the
pulses starts at /0 and the pulses have duration t and period T
as shown in Figure 3. This signal transitions between 0 and 1
if t is positive, and between 0 and -1 if z is negative. The
phase of this signal is defined to be $ = 2%t^/T. In many cases,
the duration of the pulses is of no interest, in which case
n(r0, T) is used as a short hand. This occurs because the input
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where ATdet = / m a x . Of course, this is only valid for to be the forward gain,
l^l"" ^2! < ^% a t t n e m o s t- The behavior outside this range
depends strongly on the type of phase detector used [3]. Even
within this range, the phase detector may be better modeled
with a nonlinear transfer characteristic. For example, there to be the feedback factor, and
can be a flat spot in the transfer characteristics near 0 if the
detector has a dead zone. However it is generally not produc-
tive to model the dead zone in a phase-domain model.'
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that the signal is driving is edge triggered. For simplicity, we
assume that such inputs are sensitive to the rising edges of the
signal, that r0 specifies the time of a rising edge, and that the
signal is transitioning between 0 and 1.

' t-fhn , t.r - H
4 i w ' ;tura^r

T>0 T<0
Fig. 3. The pulse train waveform represented by FI(̂ Q, X, 7).
The input source produces a signal vin = n(/Q, T). Since this is
the input, t0 is arbitrary. As such, we are free to set its phase <|>
to any value we like.
Given a signal vj = n(/0 , T) a frequency divider will produce
an output signal vo = U(t0, NT) where N is the divide ratio.
The phase of the input is fa = 2nto/T and the phase of the out-
put is <|>o = 2ntrf(NT) and so the phase transfer characteristic
of a divider is

•o = *iW. (2)

There are many different types of phase detectors that can be
used, each requiring a somewhat different model. Consider a
simple phase-frequency detector combined with a charge
pump [13]. In this case, the detector takes two inputs,
vj = n(*i , T) and v0 = n(f0, T) and produces an output
*cp = /maxn(^o» ?i~ro» T) where /max is the maximum output
current of the charge pump. The output of the charge pump
immediately passes through a low pass filter that is designed
to suppress signals at frequencies of 1/7 and above, so in most
cases the pulse nature of this signal can be ignored in favor of
its average value, <i ) . Thus, the transfer characteristic of
the combined PFD/CP is

</cp> = 7max~Y"" = 7max 1%
 = ~^^\ "*o) <3)

where Kdet = / m a x . Of course, this is only valid for
l^l"" ^2! < 2fl a t t n e most. The behavior outside this range
depends strongly on the type of phase detector used [3]. Even
within this range, the phase detector may be better modeled
with a nonlinear transfer characteristic. For example, there
can be a flat spot in the transfer characteristics near 0 if the
detector has a dead zone. However it is generally not produc-
tive to model the dead zone in a phase-domain model.'

t This phase-domain model is a continuous-time model that ignores
the sampling nature of the PFD. A dead zone interacts with the sam-
pling nature of the PFD to create a chaotic limit cycle behavior that
is not modeled with the phase-domain model. This chaotic behavior
creates a substantial amount of jitter, and for this reason, most mod-
ern phase detectors are designed such that they do not exhibit dead
zones.

The model of (3) is a continuous-time approximation to what
is inherently a discrete-time process. The phase detector does
not continuously monitor the phase difference between its
two input signals, rather it outputs one pulse per cycle whose
width is proportional to the phase difference. Using a continu-
ous time approximation is generally acceptable if the band-
width of the loop filter is much less than/ref (generally less
than/ref/10 is sufficient). In practical PLLs this is almost
always the case. It is possible to develop a detailed phase-
domain PFD model that includes the discrete-time effects, but
it would run more slowly and the resulting phase-domain
model of the PLL would not have a quiescent operating point,
which makes it more difficult to analyze.

The voltage-controlled oscillator, or VCO, converts its input
voltage to an output frequency, and the relationship between
input voltage and output frequency can be represented as

/out = *Xvc) (4)

The mapping from voltage to frequency is designed to be lin-
ear, so a first-order model is often sufficient,

/ o u t = ^vcovc- (5)

It is the output phase that is needed in a phase-domain model,

•outW = 2nJ*vcovc(r)dr (6)

or in the frequency domain,

<t>out(«) = — ^ ^ ( c o ) . (7)

A. Small-Signal Stability

This completes the derivation of the phase-domain models for
each of the blocks. Now the full model is used to help predict
the small-signal behavior of the PLL. Start by using Figure 2
to write a relationship for its loop gain. Start by defining

Gfwd = I2H1 = - J 2 f f ( ( D ) _ l E 2 = dct vc° (8)

to be the forward gain,
<I>4V 1

G = — = ~ (9)
rCV <>ou« * ^

to be the feedback factor, and

T ~ GfwdGrev ^ (10)

to be the loop gain. The loop gain is used to explore the small-
signal stability of the loop. In particular, the phase margin is
an important stability metric. It is the negative of the differ-
ence between the phase shift of the loop at unity gain and
180°, the phase shift that makes the loop unstable. It should
be no less than 45° [14]. When concerned about phase noise
or jitter, the phase margin is typically 60° or more to reduce
peaking in the closed-loop gain, which results in excess phase
noise.



B. Noise Transfer Functions

In Figure 4 various sources of noise have been added. These
noise sources can represent either the noise created by the
blocks due to intrinsic noise sources (thermal, shot, and
flicker noise sources), or the noise coupled into the blocks
from external sources, such as from the power supplies, the
substrate, etc. Most are sources of phase noise, and denoted

Fig. 4. Linear time-invariant phase-domain model of the synthesizer
shown in Figure 2 with representative noise sources added. The <|)'s
represent various sources of noise.

•in* •fdm* f̂dn' anc* •vcc because the circuit is only sensitive
to phase at the point where the noise is injected. The one
exception is the noise produced by the PFD/CP, which in this
case is considered to be a current, and denoted /det.

Then the transfer functions from the various noise sources to
the output are

r - *out _ Gfwd _ NGfwd n n
ref = ^"f = i ^ = ^ - G f w d ' ( 1 1 )

G _ •«* _ l _ N ( m

°vco - i •; f - TTTa ' K '

C = isH! = ±S*a* = 1 N (\3)
* tfa Ml-T MN-G^'

and by inspection,

Gfdn = j=* - "Graf d4)

Gfdm - j 2 * - ~GKf, (15)
Tfdm

r - *out _ 27CGref n , v
^det - "j 7?—' u }

'det A det

On this last transfer function, we have simply referred *det to
the input by dividing through by the gain of the phase detec-
tor.

These transfer functions allow certain overall characteristics
of phase noise in PLLs to be identified. As co->°o,
Gfwd -» 0 because of the VCO and the low-pass filter, and so
Gref> Gdet> Gfdm> Gfdn> G in ~> ° a n d Gvco ~> l • A t h i S h f r e "
quencies, the noise of the PLL is that of the VCO. Clearly this
must be so because the low-pass LF blocks any feedback at
high frequencies.
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As co -» 0, Gfwd -» °° because of the 1 /(/G>) term from the
VCO. So at DC, G r e f ,G f d m ,G f d n ^N, Cm->N/M and
Gvco -* 0 • At low frequencies, the noise of the PLL is con-
tributed by the OSC, PFD/CP, FDM and FDM and the noise
from the VCO is diminished by the gain of the loop.

Consider further the asymptotic behavior of the loop and the
VCO noise at low offset frequencies (co —> 0). Oscillator
phase noise in the VCO results in the power spectral density
5(})vco being proportional to 1/co2, or fyvco~ 1/co2 (neglect-
ing flicker noise). If the LF is chosen such that //(co) ~ 1,
then Gfwd - 1 /co, and contribution from the VCO to the out-
put noise power, GvccAvco»*s f*mte anc* nonzero. If the LF
is chosen such that //(co) - 1/co, as it typically is when a
true charge pump is employed, then Gfwd ~ 1/co2 and the
noise contribution to the output from the VCO goes to zero at
low frequencies.

C. Noise Model

One predicts the phase noise exhibited by a PLL by building
and applying the model shown in Figure 4. The first step in
doing so is to find the various model parameters, including
the level of the noise sources, which generally involves either
direct measurement or simulating the various blocks with an
RF simulator, such as SpectreRF. Use periodic noise (or
PNoise) analysis to predict the output noise that results from
stochastic noise sources contained within the blocks using
simulation. Use a periodic AC or periodic transfer function
(PAC or PXF) to compute the perturbation at the output of a
block due to noise sources outside the block, such as on sup-
plies.

Once the model parameters are known, it is simply a matter of
computing the output phase noise of the PLL by applying the
equations in Section II-B to compute the contributions to (J)out

from every source and summing the results. Be careful to
account for correlations in the noise sources. If the noise
sources are perfectly correlated, as they might be if the ulti-
mate source of noise is in the supplies or substrate, then use a
direct sum. If the sources produce completely uncorrelated
noise, as they would when the ultimate source of noise is ran-
dom processes within the devices, use a root-mean-square
sum.

Alternatively, one could build a Verilog-A model and use sim-
ulation to determine the result. The top-level of such a model
is shown in Listing 1. It employs noisy phase-domain models
for each of the blocks. These models are given in Listings 3-7
and are described in detail in the next few sections (HI-VI). In
this example, the noise sources are coded into the models, but
the noise parameters are not set at the top level to simplify the
model. To predict the phase noise performance of the loop in
lock, simply specify these parameters in Listing 1 and per-
form a noise analysis. To determine the effect of injected
noise, first refer the noise to the output of one of the blocks,
and then add a source into the netlist of Listing 1 at the appro-
priate place and perform an AC analysis.

PFD/CP LF VCO
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Listing 1 — Phase-domain model for a PLL configured as a
frequency synthesizer.

include "discipline.h"

module pll(out);
output out;
phase out;
parameter integer m = 1 from [1 :inf); //input divide ratio
parameter real Kdet = 1 from (O:inf); //detector gain
parameter real Kvco = 1 from (0:inf); // VCO gain
parameter real d = 1 n from (O:inf); //Loop filter C1
parameter real c2 = 200p from (0:inf); //Loop filter C2
parameter real r = 10K from (0:inf); //Loop filterR
parameter integer n = 1 from [1 :inf); // fb divide ratio
phase in, ret, fb;
electrical c;

oscillator OSC(in);
divider #(.ratio(m)) FDm(in, ref);
phaseDetector #(.gain(Kdet)) PD(ref, fb, c);
loopFilter#(.c1(c1), .c2(c2), .r(r)) LF(c);
vco #(.gain(Kvco)) VCO(c, out);
divider #(.ratio(n)) FDn(out, fb);

endmodule

Listings 1 and 3-7 have phase signals, and there is no phase
discipline in the standard set of disciplines provided by Ver-
ilog-A or Verilog-AMS in discipline.h. There are several dif-
ferent resolutions for this problem. Probably the best solution
is to simply add such a discipline, given in Listing 2, either to
discipline.h as assumed here or to a separate file that is
included as needed. Alternatively, one could use the rota-
tional discipline. It is a conservative discipline that includes
torque as a flow nature, and so is overkill in this situation.
Finally, one could simply use either the electrical or the volt-
age discipline. Scaling for voltage in volts and phase in radi-
ans is similar, and so it will work fine except that the units
will be reported incorrectly. Using the rotational discipline
would require that all references to the phase discipline be
changed to rotational in the appropriate listings. Using either
the electrical or voltage discipline would require that both the
name of the disciplines be changed from phase to either elec-
trical or voltage, and the name of the access functions be
changed from Theta to V.

Listing 2 — Signal flow discipline definition for phase signals (the
nature Angle is defined in discipline.h).

* include "discipline.h"

discipline phase
potential Angle;

enddiscipline

m. OSCILLATORS

Oscillators are responsible for most of the noise at the output
of the majority of well-designed frequency synthesizers. This

is because oscillators inherently tend to amplify noise found
near their oscillation frequency and any of its harmonics. The
reason for this behavior is covered next, followed by a
description of how to characterize and model the noise in an
oscillator. The origins of oscillator phase noise are described
in a conceptual way here. For a detailed description, see the
papers by Kaertner or Demir et al [15, 16, 17].

A. Oscillator Phase Noise

Nonlinear oscillators naturally produce high levels of phase
noise. To see why, consider the trajectory of a fully autono-
mous oscillator's stable periodic orbit in state space. In steady
state, the trajectory is a stable limit cycle, v. Now consider
perturbing the oscillator with an impulse and assume that the
deviation in the response due to the perturbation is Av, as
shown in Figure 5. Separate Av into amplitude and phase vari-
ations,

Av(r) = [\+a(t)]v(t + $&)-v(t). (17)

where v represents the unperturbed T-periodic output voltage
of the oscillator, oc represents the variation in amplitude, § is
the variation in phase, and/ o = \IT is the oscillation fre-
quency.

Fig. 5. The trajectory of an oscillator shown in state space with and
without a perturbation Av. By observing the time stamps (?Q» ..., fg)
one can see that the deviation in amplitude dissipates while the
deviation in phase does not.

Since the oscillation is stable and the duration of the distur-
bance is finite, the deviation in amplitude eventually decays
away and the oscillator returns to its stable orbit (oc(f) -» 0 as
t -» oo). In effect, there is a restoring force that tends to act
against amplitude noise. This restoring force is a natural con-
sequence of the nonlinear nature of the oscillator that acts to
suppresses amplitude variations.

The oscillator is autonomous, and so any time-shifted version
of the solution is also a solution. Once the phase has shifted
due to a perturbation, the oscillator continues on as if never
disturbed except for the shift in the phase of the oscillation.
There is no restoring force on the phase and so phase devia-
tions accumulate. A single perturbation causes the phase to
permanently shift (§(t) —> A(|) as t —> oo). If we neglect any
short term time constants, it can be inferred that the impulse
response of the phase deviation <|>(0 can be approximated with
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a unit step s(t). The phase shift over time for an arbitrary input
disturbance u is

oo t

<K0~ js(t-x)u(x)dx = J«(x)rfr, (18)
—oo —oo

or the power spectral density (PSD) of the phase is

This shows that in all oscillators the response to any form of
perturbation, including noise, is amplified and appears mainly
in the phase. The amplification increases as the frequency of
the perturbation approaches the frequency of oscillation in
proportion to l/A/(or I/A/2 in power).

Notice that there is only one degree of freedom — the phase
of the oscillator as a whole. There is no restoring force when
the phase of all signals associated with the oscillator shift
together, however there would be a restoring force if the
phase of signals shifted relative to each other. This observa-
tion is significant in oscillators with multiple outputs, such as
quadrature or ring oscillators. The dominant phase variations
appear identically in all outputs, whereas relative phase varia-
tions between the outputs are naturally suppressed by the
oscillator or added by subsequent circuitry and so tend to be
much smaller [8].

B. Characterizing Oscillator Phase Noise

Above it was shown that oscillators tend to convert perturba-
tions from any source into a phase variation at their output
whose magnitude varies with I/A/ (or l /A/ 2 in power). Now
assume that the perturbation is from device noise in the form
of white and flicker stochastic processes. The oscillator's
response will be characterized first in terms of the phase noise
Sty, and then because phase noise is not easily measured, in
terms of the normalized voltage noise L. The result will be a
small set of easily extracted parameters that completely
describe the response of the oscillator to white and flicker
noise sources. These parameters are used when modeling the
oscillator.

Assume that the perturbation consists of white and flicker
noise and so has the form

SJL6f)~\+f±. (20)

Then from (19) the response will take the form

where the factor of (2ri)2 in the denominator of (19) has been
absorbed into «, the constant of proportionality. Thus, the
response of the oscillator to white and flicker noise sources is
characterized using just two parameters, n &ndfc, where n is
the portion of Sty attributable to the white noise sources alone

at A/= 1 Hz and/ c is the flicker noise corner frequency. As
shown in Figure 6, n is extracted by simply extrapolating to
1 Hz from a frequency where the noise from the white
sources dominates.

\ \ ^ 3 : Flicker sources dominate

lHz \ ^
^v White sources dominate

\T2:1 External noise sources

a f\» **
/o

Fig. 6. Extracting the noise parameters, n> a, and/c, for an oscillator.
The parameter a is an alternative to n where n = afo

2. It is used later.
The graph is plotted on a log-log scale.

Sty is not directly observable and often difficult to find, so now
Sty is related to L, the power spectral density of the output
voltage noise Sv normalized by the power in the fundamental
tone. Sv is directly available from either measurement with a
spectrum analyzer or from RF simulators, and £ i s defined as

««> - SJ^f. m
where Vj is the fundamental Fourier coefficient of v, the out-
put signal. It satisfies

oo

»(,) = £ Vke
i2«kf°'. (23)

In (41) of [15], Demir et al shows that for a free-running
oscillator perturbed only by white noise sources*

4 4 0 = I 2 2
n

 A,2, (24)
2w27C2 + A / 2

which is a Lorentzian process with corner frequency of

/comer = " * « / o - <25>
At frequencies above the corner,

which agrees with Vendelin [18],

Use (21) to extract/c. Then use both (21) and (26) to deter-
mine n by choosing JSf well above the flicker noise corner fre-
quency,/^ and the corner frequency of (25), / c o r n e p to avoid
ambiguity and well be low/ 0 to avoid the noise from other
sources that occur at these frequencies.

t Demir uses c rather than «, where n = c/0
2.



C. Phase-Domain Models for the Oscillators

The phase-domain models for the reference and voltage-con-
trolled oscillators are given in Listings 3 and 4. The VCO
model is based on (6). Perhaps the only thing that needs to be
explained is the way that phase noise is modeled in the oscil-
lators. Verilog-AMS provides the flicker jioise function for
modeling flicker noise, which has a power spectral density
proportional to l / / a with a typically being close to 1. How-
ever, Verilog-AMS does not limit a to being close to one,
making this function well suited to modeling oscillator phase
noise, for which a is 2 in the white-phase noise region and
close to 3 in the flicker-phase noise region (at frequencies
below the flicker noise corner frequency). Alternatively, one
could dispense with the noise parameters and use the
noise jtable function in lieu of the flicker jfioise functions to
use the measured noise results directly. The "wpn" and "fpn"

Listing 3 — Phase-domain oscillator noise model.

include "discipline.h'

module oscillator(out);
output out;
phase out;
parameter real n = 0 from [O:inf);

/ / white output phase noise at 1 Hz (rad2/Hz)
parameter real fc = 0 from [O:inf);

/ / flicker noise corner frequency (Hz)

analog begin
Theta(out) <+ flicker__noise(n, 2, "wpn")

+ flicker_noise(n*fc, 3, "fpn");
end
endmodule

Listing 4 — Phase-domain VCO noise model.

include "discipline.h"
include "constants.h"

module vco(in, out);
input in; output out;
voltage in;
phase out;
parameter real gain = 1 from (0:inf);

//transfer gain, Kvco (HzN)
parameter real n = 0 from [0:inf);

// white output phase noise at 1 Hz (rad2/Hz)
parameter real fc = 0 from [0:inf);

/ / flicker noise corner frequency (Hz)

analog begin
Theta(out) <+ 2*'M_PI*gain*ldt(V(in));
Theta(out) <+ flickerjioise(n, 2, "wpn")

+ flicker_nofse(n*fc, 3, "fpn");
end
endmodule

strings passed to the noise functions are labels for the noise
sources. They are optional and can be chosen arbitrarily,

though they should not contain any white space, wpn was
chosen to represent white phase noise and/p/i stands for
flicker phase noise.

When interested in the effect of signals coupled into the oscil-
lator through the supplies or the substrate, one would com-
pute the transfer function from the interfering source to the
phase output of the oscillator using either a PAC or PXF anal-
ysis. Again, one would simply assume that the perturbation in
the output of the oscillator is completely in the phase, which
is true except at very high offset frequencies. One then
employs (12) and (13) to predict the response at the output of
the PLL.

IV. LOOP FILTER

Even in the phase-domain model for the PLL, the loop filter
remains in the voltage domain and is represented with a full
circuit-level model, as shown in Listing 5. As such, the noise
behavior of the filter is naturally included in the phase-
domain model without any special effort assuming that the
noise is properly included in the resistor model.

Listing 5 — Loop filter model.

include "discipline.h"

module loopFilter(n);
electrical n;
ground gnd;*
parameter real d = 1n from (0:inf);
parameter real c2 = 200p from (0:inf);
parameter real r = 10K from (O:inf);
electrical int;

capacitor #(.c(d)) C1(n, gnd);
capacitor #(.c(c2)) C2(n, int);
resistor #(.r(r)) R(int, gnd);

endmodule

t The ground statement is not currently supported in Cadence's Ver-
ilog-A implementation, so instead ground is explicitly passed into
the module.

V. PHASE DETECTOR AND CHARGE PUMP

As with the VCO, the noise of the PFD/CP as needed by the
phase-domain model is found directly with simulation. Sim-
ply drive the block with a representative periodic signal, per-
form a PNoise analysis, and measure the output noise current.
In this case, a representative signal would be one that pro-
duced periodic switching at the output. This is necessary to
capture the noise present during the switching process. Gen-
erally the noise appears as in Figure 7, in which case the noise
is parameterized with n and/c. n is the noise power density at
frequencies above the flicker noise corner frequency,/c, and
below the noise bandwidth of the circuit.

The phase-domain model for the PFD/CP is given in
Listing 6. It is based on (3). Alternatively, as before one could
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Fig. 7. Extracting the noise parameters, n and /c, for the PFD/CP. i n

The graph is plotted on a log-log scale. coi
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Listing 6 — Phase-domain phase detector noise model.

'include "discipline.h" o f

* include "constants.h" the

module phaseDetector(pin, nin, out);
input pin, nin; output out; m *
phase pin, nin; in*
electrical out; o v

parameter real gain = 1 from (O:inf); thi
// transfer gain (A/cycle) ou

parameter real n = 0 from [O:inf); no
// white output current noise (A2/Hz) [n

parameter real fc = 0 from [Orinf);
// flicker noise corner frequency (Hz)

analog begin
l(out) <+ gain * Theta(pin,nin) / (2**M_PI);
l(out) <+ white_noise(n, "wpn")

+ flicker_noise(n*fc, 1, "fpn");
end
endmodule

VI. FREQUENCY DIVIDERS

There are several reasons why the process of extracting the
noise produced by the frequency dividers is more complicated
than that needed for other blocks. First, the phase noise is
needed and, as of the time when this document was written,
SpectreRF reports on the total noise and does not yet make
the phase noise available separately. Secondly, the frequency
dividers are always followed by some form of edge-sensitive
thresholding circuit, in this case the PFD, which implies that p^
the overall noise behavior of the PLL is only influenced by oui
the noise produced by the divider at the time when the thresh- n0]

old is being crossed in the proper direction. The noise pro- |jn<

duced by the frequency divider is cyclostationary, meaning
that the noise power varies over time. Thus, it is important to J J
analyze the noise behavior of the divider carefully. The sec- m ]

ond issue is discussed first. tfa

A. Cyclostationary Noise.

Formally, the term cyclostationary implies that the autocorre-
lation function of a stochastic process varies with / in a peri-
odic fashion [19, 20], which in practice is associated with a
periodic variation in the noise power of a signal. In general,
the noise produced by all of the nonlinear blocks in a PLL is
strongly cyclostationary. To understand why, consider the
noise produced by a logic circuit, such as the inverter shown
in Figure 8. The noise at the output of the inverter, nout,
comes from different sources depending on the phase of the
output signal, vout. When the output is high, the output is
insensitive to small changes on the input. The transistor A/p is
on and the noise at the output is predominantly due to the
thermal noise from its channel. This is region A in the figure.
When the output is low, the situation is reversed and most of
the output noise is due to the thermal noise from the channel
of A/N. This is region B. When the output is transitioning,
thermal noise from both Afp and MN contribute to the output.
In addition, the output is sensitive to small changes in the
input. In fact, any noise at the input is amplified before reach-
ing the output. Thus, noise from the input tends to dominate
over the thermal noise from the channels of MP and MN in
this region. Noise at the input includes noise from the previ-
ous stage and noise from both devices in the form of flicker
noise and thermal noise from gate resistance. This is region C
in the figure.

Hr p̂
in out

vouth

Fig. 8. Noise produced by an inverter (nout) as a function of the
output signal (vout). In region A the noise is dominated by the thermal
noise of Mp in region B its dominated by the thermal noise of A/̂ ,
and in region C the output noise includes the thermal noise from both
devices as well as the amplified noise from the input.

The challenge in estimating the effect of noise passing
through a threshold is the difficulty in estimating the noise at
the point where the threshold is crossed. There are several dif-
ferent ways of estimating the effect of this noise, but the sim-
plest is to use the strobed noise feature of SpectreRF. * When
the strobed noise feature is active, the noise produced by the



circuit is periodically sampled to create a discrete-time ran-
dom sequence, as shown in Figure 9. SpectreRF then com-
putes the power-spectral density of the sequence. The sample
time would be adjusted to coincide with the desired threshold
crossings. Since the T-periodic cyclostationary noise process
is sampled every T seconds, the resulting noise process is sta-
tionary. Furthermore, the noise present at times other than at
the sample points is completely ignored.
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Fig. 9. Strobed noise. The lower waveform is a highly magnified
view of the noise present at the strobe points in vn, which are chosen
to coincide with the threshold crossings in v.

B. Converting to Phase Noise

The act of converting the noise from a continuous-time pro-
cess to a discrete-time process by sampling at the threshold
crossings makes the conversion into phase noise easier. If vn

is the continuous-time noisy response, and v is the noise-free
response (response with the noise sources turned off), then^

n;=vn(/7)~v0T). (27>

Then if vn is noisy because it is corrupted with a phase noise
process 0, then

Vn{t) = v(t+m
2itf/

(28)

Assume the phase noise § is small and linearize v using a Tay-
lor series expansion

(29)

and

ni.sv(jT) + MiI)gZ)_v( jT) = M L D | p . (30)
' at 2nfn at lntn2nf0

Finally, <|>,- can be found from nt using

. , ,dv(iT)
(31)

t The strobed-noise feature of SpectreRF is also referred to as its
time-domain noise feature.
t It is assumed that the sequence nt is formed by sampling the noise
at iT, which implies that the threshold crossings also occur at iT. In
practice, the crossings will occur at some time offset from iT. That
offset is ignored. It is done without loss of generality with the under-
standing that the functions v and vn can always be reformulated to
account for the offset.
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v is T periodic, which makes dv(iT)ldt a constant, and so

S^f) = [2nfo/^Pjsn{f). (32)

where Sn(f) and S^(f) are the power spectral densities of the
ni and <(),• sequences.

C. Phase-Domain Model for Dividers

To extract the phase noise of a divider, drive the divider with a
representative periodic input signal and perform a PSS analy-
sis to determine the threshold crossing times and the slew rate
{dvldt) at these times. Then use SpectreRF's strobed PNoise
analysis to compute Sn(f). When running PNoise analysis,
assure that the maxsidebands parameter is set sufficiently
large to capture all significant noise folding. A large value
will slow the simulation. To reduce the number of sidebands
needed, use T as small as possible. S^(f) is then computed
from (32). Generally the noise appears as in Figure 10. Notice
that the noise is periodic in/with period 1/7 because n is a
discrete-time sequence with period T. The parameters n and/c

for the divider are extracted as illustrated. The high frequency
roll-off is generally ignored because it occurs above the fre-
quency range of interest.

A Flicker sources dominate5«r A
\ White sources dominate / \

Noise bandwidth \ / UT

Fig. 10. Extracting the noise parameters, n and/c, for the divider.

With ripple counters, one usually only characterizes one stage
at a time and combines the phase noise from each stage by
assuming that the noise in each stage is independent (true for
device noise, would not be true for noise coupling into the
divider from external sources). The variation due to phase
noise accumulates, however it is necessary to account for the
increasing period of the signals at each stage along the ripple
counter. Consider an intermediate stage of a /sT-stage ripple
counter. The total phase noise at the output of the ripple
counter that results due to the phase noise 5 ^ at the output of
stage k is (TK/T02S^. So the total phase noise at the output
of the ripple counter is

K

Vut = 4 £ ^ (33)
* = o *

where S^ and 7Q a r e m e phase noise and signal period at the
input to the first stage of the ripple counter.

With undesired variations in the supplies or in the substrate
the resulting phase noise in each stage would be correlated, so
one would need to compute the transfer function from the sig-



nal source to the phase noise of each stage and combine in a
vector sum.

Unlike in ripple counters, phase noise does not accumulate
with each stage in synchronous counters. Phase noise at the
output of a synchronous counter is independent of the number
of stages and consists only of the noise of its clock along with
the noise of the last stage.

The phase-domain model for the divider, based on (2), is
given in Listing 7. As before, one could use the noisejtable
function in lieu of the white_noise and flickerjnoise functions
to use the measured noise results directly.

Listing 7 — Phase-domain divider noise model.

Include "discipline.h"

module divider(in, out);
input in; output out;
phase in, out;
parameter real ratio = 1 from (OAni);//divide ratio
parameter real n = 0 from [0:inf);

/ / white output phase noise (rads?/Hz)
parameter real fc = 0 from [0:inf);

// flicker noise corner frequency (Hz)

analog begin
Theta(out) <+ Theta(in) / ratio;
Theta(out) <+ white_noise(n, "wpn")

+ flicker_noise(n*fc, 1, "fpn");
end
endmodule

VII. FRACTIONAL-N SYNTHESIS

One of the drawbacks of a traditional frequency synthesizer,
also known as an integer-N frequency synthesizer, is that the
output frequency is constrained to be N times the reference
frequency. If the output frequency is to be adjusted by chang-
ing N, which is constrained by the divider to be an integer,
then the output frequency resolution is equal to the reference
frequency. If fine frequency resolution is desired, then the ref-
erence frequency must be small. This in turn limits the loop
bandwidth as set by the loop filter, which must be at least 10
times smaller than the reference frequency to prevent signal
components at the reference frequency from reaching the
input of the VCO and modulating the output frequency, creat-
ing spurs or sidebands at an offset equal to the reference fre-
quency and its harmonics. A low loop bandwidth is
undesirable because it limits the response time of the synthe-
sizer to changes in N. In addition, the loop acts to suppress the
phase noise in the VCO at offset frequencies within its band-
width, so reducing the loop bandwidth acts to increase the
total phase noise at the output of the VCO.

The constraint on the loop bandwidth imposed by the
required frequency resolution is eliminated if the divide ratio
N is not limited to be an integer. This is the idea behind frac-
tional-N synthesis. In practice, one cannot directly implement

a frequency divider that implements non-integer divide ratio
except in a few very restrictive cases, so instead a divider that
is capable of switching between two integer divide ratios is
used, and one rapidly alternates between the two values in
such a way that the time-average is equal to the desired non-
integer divide ratio [13]. A block diagram for a fractional-Af
synthesizer is shown in Figure 11. Divide ratios of N and
N + 1 are used, where N is the first integer below the desired
divide ratio, and N + 1 is the first integer above. For example,
if the desired divide ratio is 16.25, then one would alternate
between the ratios of 16 and 17, with the ratio of 16 being
used 75% of the time. Early attempts at fractional-N synthesis
alternated between integer divide ratios in a repetitive man-
ner, which resulted in noticeable spurs in the VCO output
spectrum. More recently, AZ modulators have been used to
generate a random sequence with the desired duty cycle to
control the multi-modulus dividers [21]. This has the effect of
trading off the spurs for an increased noise floor, however the
AZ modulator can be designed so that most of the power in its
output sequence is at frequencies that are above the loop
bandwidth, and so are largely rejected by the loop.

Fig. 11. The block diagram of a fractional-N frequency synthesizer.

The phase-domain small-signal model for the combination of
a fractional-// divider and a AE modulator is given in
Listing 8. It uses the noisejtable function to construct a sim-
ple piece-wise linear approximation of the noise produced in
an rfi1 order AE modulator that is parameterized with the low
frequency noise generated by the modulator, along with the
corner frequency and the order.

VIII. JITTER

The signals at the input and output of a PLL are often binary
signals, as are many of the signals within the PLL. The noise
on binary signals is commonly characterized in terms of jitter.

Jitter is an undesired perturbation or uncertainty in the timing
of events. Generally, the events of interest are the transitions
in a signal. One models jitter in a signal by starting with a
noise-free signal v and displacing time with a stochastic pro-
cess./. The noisy signal becomes

v n (0 = v(r+y(0) (34)

withy assumed to be a zero-mean process and v assumed to be
a 7-periodic function, j has units of seconds and can be inter-
preted as a noise in time. Alternatively, it can be reformulated
as a noise is phase, or phase noise, using
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Listing 8 — Phase-domain fractional-N divider model.

include "discipline.h"

module divider(in, out);
input in; output out;
phase in, out;
parameter real ratio = 1 from (O:lnf);// divide ratio
parameter real n = 0 from [0:inf);

// white output phase noise (rads?/Hz)
parameter real fc = 0 from [0:inf);

// flicker noise corner frequency (Hz)
parameter real bw = 1 from (O:inf);//AX mod bandwidth
parameter integer order = 1 from (0:9);//AZ mod order
parameter real fmax = 10*bw from (bw:inf);

// maximum frequency of concern

analog begin
Theta(out) <+ Theta(in) / (ratio + noise_table([

0, n,
bw, n,
fmax, n*pow((fmax/bw),order)

], "dsn"));
end
endmodule

<K0 = 27t/o7(0, (35)

where/o= 1/Fand

vn(0 = v(, + f | ) . (36)

A. Jitter Metrics

Define {^} as the sequence of times for positive-going zero
crossings, henceforth referred to as transitions, that occur in
vn. The various jitter metrics characterize the statistics of this
sequence.

The simplest metric is the edge-to-edge jitter, 7ee, which is
the variation in the delay between a triggering event and a
response event. When measuring edge-to-edge jitter, a clean
jitter-free input is assumed, and so the edge-to-edge jitter 7ec

is

Edge-to-edge jitter assumes an input signal, and so is only
defined for driven systems. It is an input-referred jitter metric,
meaning that the jitter measurement is referenced to a point
on a noise-free input signal, so the reference point is fixed. No
such signal exists in autonomous systems. The remaining jit-
ter metrics are suitable for both driven and autonomous sys-
tems. They gain this generality by being self-referred,
meaning that the reference point is on the noisy signal for
which the jitter is being measured. These metrics tend to be a
bit more complicated because the reference point is noisy,
which acts to increase the measured jitter.

Edge-to-edge jitter is also a scalar jitter metric, and it does not
convey any information about the correlation of the jitter

(37)

between transitions. The next metric characterizes the corre-
lations between transitions as a function of how far the transi-
tions are separated in time.

Define Jk(i) to be the standard deviation of ti+k - th

7,(0 = Vvar(f,. + , - * , . ) . (38)

Jk(i) is referred to as k-cycle jitter or long-term jitter1'. It is a
measure of the uncertainty in the length of k cycles and has
units of time. 7j, the standard deviation of the length of a sin-
gle period, is often referred to as the period jitter, and it
denoted J, where J = 7].

Another important jitter metric is cycle-to-cycle jitter. Define
7} = ft-+i - tx to be the period of cycle i. Then the cycle-to-
cycle jitter 7CC is

' c c » = VVar<7'.-+l-7'*>- <39>

Cycle-to-cycle jitter is like edge-to-edge jitter in that it is a
scalar jitter metric that does not contain information about the
correlation in the jitter between distant transitions. However,
it differs in that it is a measure of short-term jitter that is rela-
tively insensitive to long-term jitter [22]. As such, cycle-to-
cycle jitter is the only jitter metric that is suitable for use
when flicker noise is present. All other metrics are unbounded
in the presence of flicker noise.

If7(0 is either stationary or T-cyclostationary, then {t{\ is sta-
tionary, meaning that these metrics do not vary with i, and so
7ee(0, «J&(0> a nd Jcc(0 c a n b e shortened to 7ee, Jk, and 7CC.
These jitter metrics are illustrated in Figure 12.

edge-to-edge jitter ~ \ K _ c

jeeu) = 7^8^j "*" p '

fc-cycle jitter "~i |—I |—| |—i r~\

Jk(i) = Jynr(tl + k-tii H * ^\
HI k cycles ~ti+k

cycle-to-cycle jitter p H * ~H

'««= j™iTi+l-Ti) J l J l J U L f
Fig. 12. The various jitter metrics.

B. Types of Jitter

The type of jitter produced in PLLs can be classified as being
from one of two canonical forms. Blocks such as the PFD,
CP, and FD are driven, meaning that a transition at their out-
put is a direct result of a transition at their input. The jitter

t Some people distinguish between fc-cycle jitter and long-term jitter
by defining the long-term jitter J^ as being the fc-cycle jitter Jk as
k -»«>.
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exhibited by these blocks is referred to as synchronous jitter,
it is a variation in the delay between when the input is
received and the output is produced. Blocks such as the OSC
and VCO are autonomous. They generate output transitions
not as a result of transitions at their inputs, but rather as a
result of the previous output transition. The jitter produced by
these blocks is referred to as accumulating jitter, it is a varia-
tion in the delay between an output transition and the subse-
quent output transition. Table I previews the basic
characteristics of these two types of jitter. The formulas for
jitter given in this table are derived in the next two sections.

TABLE I: THE TWO CANONICAL FORMS OF JITTER.

Jitter Type Circuit Type Period Jitter

driven , /var(« ( r ) )
synchronous ( p F D / c p ^ J = ^ / < f t

. . autonomous ,—
accumulating | ( Q S Q y e p ) | 7 = ToT

IX. SYNCHRONOUS JITTER

Synchronous jitter is exhibited by driven systems. In the PLL,
the PFD/CP and FDs exhibit synchronous jitter. In these com-
ponents, an output event occurs as a direct result of, and some
time after, an input event. It is an undesired fluctuation in the
delay between the input and the output events. If the input is a
periodic sequence of transitions, then the frequency of the
output signal is exactly that of the input, but the phase of the
output signal fluctuates with respect to that of the input. The
jitter appears as a modulation of the phase of the output,
which is why it is sometimes referred to as phase modulated
or PM jitter.

Let T| be a stationary or T-cyclostationary process, then

W) = ^ (40)

vn(0 = Ht+jsync(O) (41)

exhibits synchronous jitter. If t| is further restricted to be a
white Gaussian stationary or T-cyclostationary process, then
vn(0 exhibits simple synchronous jitter. The essential charac-
teristic of simple synchronous jitter is that the jitter in each
event is independent or uncorrelated from the others, and (35)
shows that it corresponds to white phase noise. Driven cir-
cuits exhibit simple synchronous jitter if they are broadband
and if the noise sources are white, Gaussian and small. The
sources are considered small if the circuit responds linearly to
the noise, even though at the same time the circuit may be
responding nonlinearly to the periodic drive signal.

For systems that exhibit simple synchronous jitter, from (37),
JJf>= J™<Jsync«i»- (42)

Similarly, from (38),
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Jk® = Vvar<'i + ft-'i>' <43)

<>*(0 = Vvaraa + k)T+jsync(ti + k)] - [iT+j^)]) ,(44)

y,(/) = 72varOsync(//)). (45)

Jk(i) = V27ee(0 . (46)

Since 7Sync(0 is jT-cyclostationary ysync =;sync('/) is indepen-
dent of i, and so is 7ee and Jk. The factor of 72 in (46) stems
from the length of an interval including the independent vari-
ation from two transitions. From (46), Jk is independent of £,
and so

Jk = J for k = 1,2, ...m. (47)

Using similar arguments, one can show that with simple syn-
chronous jitter,

Jcc = J, (48)

Generally, the jitter produced by the PFD/CP and FDs is well
approximated by simple synchronous jitter if one can neglect
flicker noise.

A. Extracting Synchronous Jitter

The jitter in driven blocks, such as the PFD/CP or FDs, occurs
because of an interaction between noise present in the blocks
and the thresholds that are inherent to logic circuits.

In systems where signals are continuous valued, an event is
usually defined as a signal crossing a threshold in a particular
direction. The threshold crossings of a noiseless periodic sig-
nal, v(0, are precisely evenly spaced. However, when noise is
added to the signal, vn(r) = v(i) + nv(t), each threshold cross-
ing is displaced slightly. Thus, a threshold converts additive
noise to synchronous jitter.

The amount of displacement in time is determined by the
amplitude of the noise signal, nv(t) and the slew rate of the
periodic signal, dv(tc)/dt, as the threshold is crossed, as shown
in Figure 13 [23]. If the noise /^ is stationary, then

v a r 0 - ^ ) ) s ^ 7 ^ (49)

where tc is the time of a threshold crossing in v (assuming the
noise is small).

Fig. 13. How a threshold converts noise into jitter.
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Generally nv is not stationary, but cyclostationary (refer back
to Section VI-A). It is only important to know when the noisy
periodic signal vn(t) crosses the threshold, so the statistics of
nv are only significant at the time when vn(t) crosses the
threshold,

var(n ( O )
v"°-< '<)) - T^pk>- <50)

The jitter is computed from (42) using (49) or (50),

dv(tc)/dt V '

To compute var(nv(rc)), one starts by driving the circuit with a
representative periodic signal, and then sampling v(t) at inter-
vals of 7to form the ergodic sequence {v(rl)} where tt = tc for
some i. Then the variance is computed by computing the
power spectral density for the sequence by integrating from
/ = ~/0/2 to/o/2. Recall that the noise is periodic in/with
period/o = 1/7because n is a discrete-time sequence with rate
T.

In practice, this is done by using the strobed noise capability
of SpectreRF^ to compute the power spectral density of the
sequence. When the strobed noise feature is active, the noise
produced by the circuit is periodically sampled to create a dis-
crete-time random sequence, as shown in Figure 9. SpectreRF
then computes the power-spectral density of the sequence.
The sample time should be adjusted to coincide with the
desired threshold crossings. Since the T-periodic cyclostation-
ary noise process is sampled every T seconds, the resulting
noise process is stationary. Furthermore, the noise present at
times other than at the sample points is completely ignored.

1) Extracting the Jitter of Dividers: To extract the jitter of a
divider, drive the divider with a representative periodic input
signal and perform a PSS analysis to determine the threshold
crossing times and the slew rate (dv/dt) at these times. Then
use SpectreRF's strobed PNoise analysis to compute £„(/).
The sample point should be set to coincide with the point
where the output signal crosses the threshold of the subse-
quent stage (the phase detector) in the appropriate direction.
When running PNoise analysis, assure that the maxsidebands
parameter is set sufficiently large to capture all significant
noise folding. A large value will slow the simulation. To
reduce the number of sidebands needed, use T as small as
possible. SpectreRF computes the power spectral density,
which is integrated to compute the total noise at the sample
points,

/ ° / 2

var(nv(fc)) = J Sn(f,tz)df. (52)
•'o

Then J^ is computed from (51).

t The strobed-noise feature of SpectreRF is also referred to as its
timf-Hotnain nnisp. fpfltiire.

With ripple counters, one usually only characterizes one stage
at a time. The total jitter due to noise in the ripple counter is
then computed by assuming that the jitter in each stage is
independent (again, this is true for device noise, but not for
noise coupling into the divider from external sources) and
taking the square-root of the sum of the square of the jitter on
each stage.

Unlike in ripple counters, jitter does not accumulate with syn-
chronous counters. Jitter in a synchronous counter is indepen-
dent of the number of stages and consists only of the jitter of
its clock along with the jitter of the last stage.

2) Extracting the Jitter of the Phase Detector: The PFD/CP is
not followed by a threshold. Rather, it feeds into the LF,
which is sensitive to the noise emitted by the CP at all times,
not just during transitions. This argues that the noise of the
PFD/CP be modeled as a continuous noise current. However,
as mentioned earlier, doing so is problematic for simulators
and would require very tight tolerances and small time steps.
So instead, the noise of the PFD/CP is referred back to its
inputs. The inputs of the PFD/CP are edge triggered, so the
noise can be referred back as jitter.

To extract the input-referred jitter of a PFD/CP, drive both
inputs with periodic signals with offset phase so that the PFD/
CP produces a representative output. Use SpectreRF's PNoise
analysis to compute the output noise over the total bandwidth
of the PFD/CP (in this case, use the conventional noise analy-
sis rather than the strobed noise analysis). Choose the fre-
quency range of the analysis so that the total noise at
frequencies outside the range is negligible. Thus, the noise
should be at least 40 dB down and dropping at the highest fre-
quency simulated. Integrate the noise over frequency and
apply Wiener-Khinchin Theorem [24] to determine

var(n) = f Sn(f)df, (53)
—oo

the total output noise current squared [19]. Then either calcu-
late or measure the effective gain of the PFD/CP, K^cV Scale
the gain so that it has the units of amperes per second. Then
divide the total output noise current by the gain and account
for there being two transitions per cycle to distribute the noise
over to determine the input-referred jitter for the PFD/CP,

J = T F**W (54)
eePFD/cp 2nKdJ 2 ' K }

As before, when running PNoise analysis, assure that the
maxsidebands parameter is set sufficiently large to capture all
significant noise folding. A large value will slow the simula-
tion. To reduce the number of sidebands needed, use T as
small as possible.

X. ACCUMULATING JITTER

Accumulating jitter is exhibited by autonomous systems, such
as oscillators, that generate a stream of spontaneous output



transitions. In the PLL, the OSC and VCO exhibit accumulat-
ing jitter. Accumulating jitter is characterized by an undesired
variation in the time since the previous output transition, thus
the uncertainty of when a transition occurs accumulates with
every transition. Compared with a jitter free signal, the fre-
quency of a signal exhibiting accumulating jitter fluctuates
randomly, and the phase drifts without bound. Thus, the jitter
appears as a modulation of the frequency of the output, which
is why it is sometimes referred to as frequency modulated or
FM jitter.

Again assume that T| be a stationary or T-cyclostationary pro-
cess, then

W ) = f neorfc (55)
Jo

vn (0 = v(/+ya c c(O) (56)
exhibits accumulating jitter. While Tj is cyclostationary and so
has bounded variance, (55) shows that the variance of yacc,
and hence the phase difference between v(t) and vn(0, is
unbounded.

If t| is further restricted to be a white Gaussian stationary or
T-cyclostationary random process, then vn(0 exhibits simple
accumulating jitter. In this case, the process {yacc(*T)} that
results from sampling ya c c every T seconds is a discrete
Wiener process and the phase difference between v(/7) and
vn(/7) is a random walk [19]. As shown next, simple accumu-
lating jitter corresponds to oscillator phase noise that results
from white noise sources.

The essential characteristic of simple accumulating jitter is
that the incremental jitter that accumulates over each cycle is
independent or uncorrelated. Autonomous circuits exhibit
simple accumulating jitter if they are broadband and if the
noise sources are white, Gaussian and small. The sources are
considered small if the circuit responds linearly to the noise,
though at the same time the circuit may be responding nonlin-
early to the oscillation signal. An autonomous circuit is con-
sidered broadband if there are no secondary resonant
responses close in frequency to the primary resonance.*

For systems that exhibit simple accumulating jitter, each tran-
sition is relative to the previous transition, and the variation in
the length of each period is independent, so the variance in
the time of each transition accumulates,

Jk= 4~kJ for k = 0, 1 ,2 , . . . , (57)

where

J = ^ v a r O ^ . + ^ - v a r O - ^ , . ) ) . (58)

t Oscillators are strongly nonlinear circuits undergoing large peri-
odic variations, and so signals within the oscillator freely mix up and
down in frequency by integer multiples of the oscillation frequency.
For this reason, any low frequency time constants or resonances in
supply or bias lines would effectively act like close-in secondary res-
onances. In fact, this is the most likely cause of such phenomenon.

Similarly,

Jcc = 727. (59)

Generally, the jitter produced by the OSC and VCO are well
approximated by simple accumulating jitter if one can neglect
flicker noise.

A. Extracting Accumulating Jitter

The jitter in autonomous blocks, such as the OSC or VCO, is
almost completely due to oscillator phase noise. Oscillator
phase noise is a variation in the phase of the oscillator as it
proceeds along its limit cycle.

In order to determine the period jitter / of vn(f) for a noisy
oscillator, assume that it exhibits simple accumulating jitter
so that T| in (55) is a white Gaussian r-cyclostationary noise
process (this excludes flicker noise) with a power spectral
density of

S^(f)= a, (60)

and an autocorrelation function of

Rr](tvt2) = ab{tx-t2)y (61)

where 8 is a Kronecker delta function. Then

AccW = f T\TW (62>

is a Wiener process [19], which has an autocorrelation func-
tion of

Rj (*!> l2> = amin(f 1? h^ • (63>

The period jitter is the standard deviation of the variation in
one period, and so

Jl = ™ 0 ' a c c ( ' + 7 W a c c « ) . (64)

^2 = E[0 a c c 0 + 7 ) - j a c c ( 0 ) 2 ] (65)

J2 = E[/acc(r + T)2 - 2jacc(t + 7);acc(0 +; a c c(0 2] (66)

Jl = EL/acc« + 7)2] " 2Et/a c c(/ + 7)yacc(/)] + E[/a c c(02] (67)

J2 = R. (t + T,t + T)-2Rj (/+7W) + */. (M) (68)
•'ace •'ace 'ace

J2 = a(t + T) - 2at + at (69)

/ = Jaf (70)

We now have a way of relating the jitter of the oscillator to the
PSD of T|. However, x\ is not measurable, so instead the jitter
is related to the phase noise S§. To do so, consider simple
accumulating jitter written in terms of phase,

•accW = 2nfohcc^ = 2%fo hOOrfC, (71)

where/„ = 1/r. From (60) and (71) the PSD of ̂  is

5* (A/) = a
^acc

(2rc/o)
2 _ aft

(2nAf)2 A/2'
(72)
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XI. JITTER OF A PLL

If a PLL synthesizer is constructed from blocks that exhibit
simple synchronous and accumulating jitter, then the jitter
behavior of the PLL is relatively easy to estimate [26].
Assume that the PLL has a closed-loop bandwidth of/L, and
that xL = l/2rc/L, then for k such that kT « T L , jitter from the
VCO dominates and the PLL exhibits simple accumulating
jitter equal to that produced by the VCO. Similarly, at large k
(low frequencies), the PLL exhibits simple accumulating jitter
equal to that produced by the OSC. Between these two
extremes, the PLL exhibits simple synchronous jitter. The
amount of which depends on the characteristics of the loop
and the level of synchronous jitter exhibited by the FDs and
the PFD/CP. The behavior of such a PLL is shown in
Figure 15.

logC/*)

J

Accumulating jitter
from VCO ^

Accumulating jitter
from OSC

Synchronous jitter from
PFD/CP, FDs

AJ log(*)

Fig. 15. Long-term jitter (Jk) for an idealized PLL as a function of
the number of cycles.

XII. MODELING A PLL WITH JITTER

The basic behavioral models for the blocks that make up a
PLL are well known and so will not be discussed here in any
depth [27, 28]. Instead, only the techniques for adding jitter to
the models are discussed.

Jitter is modeled in an AHDL by dithering the time at which
events occur. This is efficient because it does not create any
additional activity, rather it simply changes the time when
existing activity occurs. Thus, models with jitter can run as
efficiently as those without.

A. Modeling Driven Blocks

A feature of Verilog-A allows especially simple modeling of
synchronous jitter. The transitionQ function, which is used to
model signal transitions between discrete levels, provides a
delay argument that can be dithered on every transition. The
delay argument must not be negative, so a fixed delay that is
greater than the maximum expected deviation of the jitter
must be included. This approach is suitable for any model that
exhibits synchronous jitter and generates discrete-valued out-
puts. It is used in the Verilog-A divider module shown in
Listing 9, which models synchronous jitter with (41) where
7 sync *s a stationary white discrete-time Gaussian random pro-
cess. It is also used in Listing 10, which models a simple
PFD/CP.

1) Frequency Divider Model: The model, given in Listing 9,
operates by counting input transitions. This is done in the
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From (26)

UAf) = fa (A/) = ̂ - , (73)
2 âcc 2A/ 2

a = 2UAf)^ . (74)

Determine a by choosing A/well above the corner frequency,
/comer t0 avoid ambiguity and well below/o to avoid the noise
from other sources that occur at these frequencies.

1) Example: To compute the jitter of an oscillator, an RF sim-
ulator such as SpectreRF is used to find L &ndfo of the oscil-
lator. Given these, a is found with (74), J is found with (70)
and Jk is found with (57). This procedure is demonstrated for
the oscillator shown in Figure 14. This is a very low noise
oscillator designed in O.35JI CMOS by of Rael and Abidi
[25]. The frequency of oscillation is 1.1 GHz and the resona-
tor has a loaded Q of 6.

T

' <j -|jK<-t-. ; ' '
®'DD

Fig. 14. Differential LC oscillator.

The procedure starts by using an RF simulator such as Spec-
treRF to compute the normalized phase noise L. Its PNoise
analysis is used, with the maxsidebands parameter set to at
least 10 to adequately account for noise folding within the
oscillator.* In this case, £ = - 1 1 0 dBc at 100 kHz offset from
the carrier. Apply (74) to compute a from L, where £( A/) =
10"11, A/= 100 kHz, and/ 0= 1.1 GHz,

a = 2 • 10"11 1Q = 165.3X10"21. (75)
Vl.lxlOV

The period jitter J is then computed from (70),

/ r* fa /165.3 x 10~21
 1 O ~ . ,nf-,

J = JaT = / - = / — = 12.3 fs . (76)
^/ 0 A/ 1.1 GHz

In this example, the noise was extracted for the VCO alone. In
practice, the LF is generally combined with the VCO before
extracting the noise so that the noise of the LF is accounted
for.

t At one point it was mistakenly suggested in the documentation for
SpectreRF that maxsidebands should be set to 0 for oscillators. This
causes SpectreRF to ignore all noise folding and results in a signifi-
cant underestimation of the total noise.



Listing 9 — Frequency divider that models synchronous jitter. Listing 10 — PFD/CP model with synchronous jitter.

include "discipline.h"

module divider (out, in);

input in; output out; electrical in, out;

parameter real Vlo=-1, Vhi=1;
parameter integer ratio=2 from [2:inf);
parameter integer dir=1 from [-1:1] exclude 0;

//dir=1 for positive edge trigger
//dir=-1 for negative edge trigger

parameter real tt=1n from (0:inf);
parameter real td=O from (0:inf);
parameter real jitter=O from [0:td/5);//edge-to-edge jitter
parameter real ttol=1p from (0:td/5);// ttoi« jitter

integer count, n, seed;
real dt;

analog begin
@(initial_step) seed = -311 ;

@(cross(V(in) - (Vhi + Vlo)/2, dir, ttol)) begin
//count input transitions
count = count + 1;
if (count >= ratio)

count = 0;
n = (2*count >= ratio);
//add jitter
dt = jitter*$dist_normal(seed,0,1);

end

V(out) <+ transition^ ? Vhi: Vlo, td+dt, tt);
end
endmodule

@ cross block. The cross function triggers the @ block at the
precise moment when its first argument crosses zero in the
direction specified by the second argument. Thus, the @
block is triggered when the input crosses the threshold in the
user specified direction. The body of the @ block increments
the count, resets it to zero when it reaches ratio, then deter-
mines if count is above or below its midpoint (n is zero if the
count is below the midpoint). It also generates a new random
dither dT that is used later. Outside the @ block is code that
executes continuously. It processes n to create the output. The
value of the ?: operator is Vhi if n is 1 and Vlo if n is 0. Finally,
the transition function adds a finite transition time of tt and a
delay of td + dt. The finite transition time removes the discon-
tinuities from the signal that could cause problems for the
simulator. The jitter is embodied in dt, which varies randomly
from transition to transition. To avoid negative delays, td must
always be larger than dt. This model expects jitter to be speci-
fied as igg, as computed with (51).

2) PFD/CP Model: The model for a phase/frequency detector
combined with a charge pump is given in Listing 10. It imple-
ments a finite-state machine with a three-level output, -1 ,0
and +1. On every transition of the VCO input in direction dir,
the output is incremented. On every transition of the reference

include "discipline.h"

module pfd_cp (out, ret, vco);

input ref, vco; output out; electrical ref, vco, out;

parameter real lout=100u;
parameter integer dir=1 from [-1:1] exclude 0;

//dir=1 for positive edge trigger
//dir=-1 for negative edge trigger

parameter real tt=1n from (0:inf);
parameter real td=O from (0:inf);
parameter real jitter=O from [0:\d/5);//edge-to-edge jitter
parameter real ttol=1p from (0:td/5);//tfo/«jitter

integer state, seed;
real dt;

analog begin
@(initiaLstep) seed = 716;

@ (cross(V(ref), dir, ttol)) begin
if (state > -1) state = state - 1 ;
dt = jitter*$dist_normal(seed,0,1);

end

@(cross(V(vco), dir, ttol)) begin
if (state < 1) state = state + 1;
dt = jitter*$dist_normal(seed,0,1);

end

l(out) <+ transition(lout*state, td + dt, tt);
end
endmodule

input in the direction dir, the output is decremented. If both
the VCO and reference inputs are at the same frequency, then
the average value of the output is proportional to the phase
difference between the two, with the average being negative if
the reference transition leads the VCO transition and positive
otherwise [3]. As before, the time of the output transitions is
randomly dithered by dt to model jitter. The output is mod-
eled as an ideal current source and a finite transition time pro-
vides a simple model of the dead band in the CP.

B. Modeling Accumulating Jitter

1) OSC Model: The delay argument of the transition^) func-
tion cannot be used to model accumulating jitter because of
the accumulating nature of this type of jitter. When modeling
a fixed frequency oscillator, the timerQ function is used as
shown in Listing 11. At every output transition, the next tran-
sition is scheduled using the timerQ function to be
T/K + Jb/Jk in the future, where 8 is a unit-variance zero-
mean random process and K is the number of output transi-
tions per period. Typically, K = 2.

C. VCO Model

A VCO generates a sine or square wave whose frequency is
proportional to the input signal level. VCO models, given in
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Listing 11 — Fixed frequency oscillator with accumulating jitter. AT is a random variable with variance

include "discipline.h"

module osc (out);

output out; electrical out;

parameter real freq=1 from (0:inf);
parameter real Vlo==-1, Vhi=1;
parameter real tt=O.O1/freq from (O:inf);
parameter real jitter=O from [0:0M1req);// period jitter

integer n, seed;
real next, dT;

analog begin
@ (initiaLstep) begin

seed = 286;
next = 0.5/freq + $abstime;

end

@(timer(next)) begin
n = !n;
dT = jitter*$dist_normal(seed,0,1);
next = next + 0.5/freq + 0.707*dT;

end

V(out) <+ transition^ ? Vhl: Vlo, 0, tt);
end
endmodule

Listings 12 and 13, are constructed using three serial opera-
tions, as shown in Figure 16. First, the input signal is scaled to
compute the desired output frequency. Then, the frequency is
integrated to compute the output phase. Finally, the phase is
used to generate the desired output signal. The phase is com-
puted with idtmod, a function that provides integration fol-
lowed by a modulus operation. This serves to keep the phase
bounded, which prevents a loss of numerical precision that
would otherwise occur when the phase became large after a
long period of time. Output transitions are generated when the
phase passes -n/2 and n/2.

Vv JU

Fig. 16. Block diagram of VCO behavioral model that includes
jitter.

The jitter is modeled as a random variation in the frequency
of the VCO. However, the jitter is specified as a variation in
the period, thus it is necessary to relate the variation in the
period to the variation in the frequency. Assume that without
jitter, the period is divided into K equal intervals of duration T
= T/K = l/Kf0. The frequency deviation will be updated
every interval and held constant during the intervals. With jit-
ter, the duration of an interval is

%. = T + AT.. (77)
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AT is a random variable with variance

var(AT) = 2 j p = Jl. (78)

Therefore,
75,-

Axf. = —l
z (79)

JK
where 8 is a zero-mean unit-variance Gaussian random pro-
cess. The dithered frequency is

f - if—1—^ - Kx - fc ram
fi ~ K\% + ti%) ~ i + Ax, " l + t f A V c

 ( }

T

Let A 7 . = ATAT£. , then

''-ursj.- <81>
Finally varCr,) = J2/K, so AT,- = JS/Jk and AT1- = jKJdr

The @ cross statement is used to determine the exact time
when the phase crosses the thresholds, indicating the begin-
ning of a new interval. At this point, a new random trial S£ is
generated.

The final model given in Listing 12. This model can be easily
modified to fit other needs. Converting it to a model that gen-
erates sine waves rather than square waves simply requires
replacing the last two lines with one that computes and out-
puts the sine of the phase. When doing so, consider reducing
the number of jitter updates to one per period, in which case
the factor of 1.414 should be changed to 1.

Listing 13 is a Verilog-A model for a quadrature VCO that
exhibits accumulating jitter. It is an example of how to model
an oscillator with multiple outputs so that the jitter on the out-
puts is properly correlated.

D. Efficiency of the Models

Conceptually, a model that includes jitter should be just as
efficient as one that does not because jitter does not increase
the activity of the models, it only affects the timing of particu-
lar events. However, if jitter causes two events that would nor-
mally occur at the same time to be displaced so that they are
no longer coincident, then a circuit simulator will have to use
more time points to resolve the distinct events and so will run
more slowly. For this reason, it is desirable to combine jitter
sources to the degree possible.

To make the HDL models even faster, rewrite them in either
Verilog-HDL or Verilog-AMS. Be sure to set the time resolu-
tion to be sufficiently small to prevent the discrete nature of
time in these simulators from adding an appreciable amount
of jitter.

1) Including Synchronous Jitter into OSC: One can combine
the output-referred noise of FD^ and FD^ and the input-

75
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Listing 12 — VCO model that includes accumulating jitter.

include "discipline.h"
include "constants.h"

module vco (out, in);

input in; output out; electrical out, in;

parameter real Vmin=0;
parameter real Vmax=Vmin+1 from (Vmin:inf);
parameter real Fmin=1 from (Orinf);
parameter real Fmax=2*Fmin from (Fmin:inf);
parameter real Vlo=-1, Vhi=1;
parameter real tt=0.01/Fmax from (O:inf);
parameter real jitter=O from [0:0.25/Fmax);// period jitter
parameter real ttol=1u/Fmax from (0:1/Fmax);

real freq, phase, dT;
integer n, seed;

analog begin
©(initlaLstep) seed = - 5 6 1 ;

//compute the freq from the input voltage
freq = (V(in) - Vmin)*(Fmax - Fmin) / (Vmax - Vmin)

+ Fmin;

//bound the frequency (this is optional)
if (freq > Fmax) freq = Fmax;
if (freq < Fmin) freq = Fmin;

/ / add the phase noise
freq = f req/(1 + dT*freq);

//phase is the integral of the freq modulo 2K
phase = 2*^M_PI*idtmod(freq, 0.0,1.0, -0.5);

/ / update jitter twice per period
// 1A14=sqrt(K), K=2 jitter updates/period
@(cross(phase + *M_PI/2, +1, ttol) or

cross(phase - 'M_PI/2, +1, ttol)) begin
dT= 1.414*jitter*$dist_jiormal(seed,0,1);
n = (phase >= - M_PI/2) && (phase < 'M_PI/2);

end

//generate the output
V(out) <+ transition^ ? Vhi: Vlo, 0, tt);

end
endmodule

referred noise of the PFD/CP with the output noise of OSC. A
modified fixed-frequency oscillator model that supports two
jitter parameters and the divide ratio M is given in Listing 14
(more on the effect of the divide ratio on jitter in the next sec-
tion). The accJitter parameter is used to model the accumulat-
ing jitter of the reference oscillator, and the syncJitter
parameter is used to model the synchronous jitter of FD^,
FDN and PFD/CP. Synchronous jitter is modeled in the oscil-
lator without using a nonzero delay in the transition function.
This is a more efficient approach because it avoids generating
two unnecessary events per period. To get full benefit from
this optimization, a modified PFD/CP given in Listing 15 is
used. This model runs more efficiently by removing support
for jitter and the td parameter.

Listing 13 — Quadrature Differential VCO model that includes
accumulating jitter.

include "discipline.h"
Include "constants.h"

module quadVco (Plout.Nlout, PQout,NQout, Pin,Nin);

electrical Plout, Nlout, PQout, NQout, Pin, Nin;
output Plout, Nlout, PQout, NQout;
input Pin, Nin;

parameter real Vmin=0;
parameter real Vmax=Vmin+1 from (Vmin:inf);
parameter real Fmin=1 from (O:inf);
parameter real Fmax=2*Fmin from (Fminrinf);
parameter real Vlo=-1, Vhi=1;
parameter real jitter=O from [0:0.25/Fmax);// period jitter
parameter real ttol=1u/Fmax from (0:1/Fmax);
parameter real tt=0.01/Fmax;

real freq, phase, dT;
integer i, q, seed;

analog begin
@(initial_step) seed = 133;

//compute the freq from the input voltage
freq = (V(Pin.Nin) - Vmin) * (Fmax - Fmin) / (Vmax - Vmin)

+ Fmin;

//bound the frequency (this is optional)
if (freq > Fmax) freq = Fmax;
if (freq < Fmin) freq = Fmin;

/ / add the phase noise
freq = freq/(1 + dT*freq);

//phase is the integral of the freq modulo 2K
phase = 2*%MJDl*idtmod(freq, 0.0,1.0, -0.5);

// update jitter where phase crosses n/2
//2=sqrt(K), K=4 jitter updates per period
@(cross(phase - 3**M_PI/4, +1, ttol) or

cross(phase - xM_PI/4, +1, ttol) or
cross(phase + 'lvLPI/4, +1, ttol) or
cross(phase + 3**M__PI/4, +1, ttol)) begin

dT = 2*jitter*$dist_normal(seed,0,1);
I = (phase >= -3*^M_PI/4) && (phase < %M_PI/4);
q = (phase >= - M_PI/4) && (phase < 3*%M_PI/4);

end

//generate the I and Q outputs
V(Plout) <+ transition(i ? Vhi: Vlo, 0, tt);
V(Nlout) <+ transition^ ? Vlo: Vhi, 0, tt);
V(PQout) <+ transition^ ? Vhi: Vlo, 0, tt);
V(NQout) <+ transition(q ? Vlo : Vhi, 0, tt);

end
endmodule

2) Merging the VCO and FDN: If the output of the VCO is
not used to drive circuitry external to the synthesizer, if the
divider exhibits simple synchronous jitter, and if the VCO
exhibits simple accumulating jitter, then it is possible to
include the frequency division aspect of the FD^ as part of the
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Listing 14 — Fixed-frequency oscillator with accumulating and
synchronous jitter.

include "discipline.h"

module osc (out);

output out; electrical out;

parameter real freq=1 from (0:inf);
parameter real ratio=1 from (0:inf);
parameter real Vlo=-1, Vhi=1;
parameter real tt=0.01*ratio/freq from (0:inf);
parameter real accJitter=O from [O:O.1/freq); //period jitter
parameter real syncJitter=O from [0:0.1 *ratlo/freq);

// edge-to-edge jitter

integer n, accSeed, syncSeed;
real next, dT, dt, accSD, syncSD;

analog begin
@(initial_step) begin

accSeed = 286;
syncSeed = -459;
accSD = accJltter*sqrt(ratio/2);
syncSD = syncJitter;
next = 0.5/freq + $abstime;

end

@(timer(next + dt)) begin
n = !n;
dT = accSD*$dist_normal(accSeed,0,1);
dt = syncSD*$dist_normal(syncSeed,0,1);
next = next + 0.5*ratio/freq + dT;

end

V(out) <+ transition^ ? Vhi: Vlo, 0, tt);
end
endmodule

VCO by simply adjusting the VCO gain and jitter. If the
divide ratio of FDN is large, the simulation runs much faster
because the high VCO output frequency is never generated.
The Verilog-A model for the merged VCO and FDN is given
in Listing 16. It also includes code for generating a logfile
containing the length of each period. The logfile is used in
Section XIII when determining 5VCO» the power spectral den-
sity of the phase of the VCO output.

Recall that the synchronous jitter of FD M and FD# has
already been included as part of OSC, so the divider model
incorporated into the VCO is noiseless and the jitter at the
output of the noiseless divider results only from the VCO jit-
ter. Since the divider outputs one pulse for every N pulses at
its input, the variance in the output period is the sum of the
variance in N input periods. Thus, the period jitter at the out-
put, /prj, is JN times larger than the period jitter at the input,

JVcO' o r

Listing 15 — PFD/CP without jitter.

include "discipline.h"

module pfd_cp (out, ref, vco);

input ref, vco; output out; electrical ref, vco, out;

parameter real lout=100u;
parameter integer dir=1 from [-1:1] exclude 0;

//dir= 1 for positive edge trigger
// dir = -1 for negative edge trigger

parameter real tt=1n from (0:inf);
parameter real ttol=1p from (0:inf);

integer state;

analog begin
@(cross(V(ref), dir, ttol)) begin

If (state > -1) state = state - 1;
end
@(cross(V(vco), dir, ttol)) begin

if (state < 1) state = state + 1;
end

l(out) <+ transition(lout * state, 0, tt);
end
endmodule

Thus, to merge the divider into the VCO, the VCO gain must
be reduced by a factor of N, the period jitter increased by a
factor of JN , and the divider model removed.

After simulation, it is necessary to refer the computed results,
which are from the output of the divider, to the output of
VCO, which is the true output of the PLL. The period jitter at
the output of the VCO, Jyco* c a n ^ e computed with (82).
To determine the effect of the divider on 5^(0)), square both
sides of (82) and apply (70)

(83)

(84)

(85)

(86)

TvcO=TFD/N>

From (72),

a TaVCO7VCO

and so
avco

s -£-
^ VCO r2

Jvco

flFDrFD
N

- ^FD f2

Finally,/vco = W/FD, and so

^ V C O 2 ^ 5prj>.

'FD = JN+VCO- (82)

Once FDN is incorporated into the VCO, the VCO output sig-
nal is no longer observable, however the characteristics of the
VCO output are easily derived from (82) and (86), which are
summarized in Table II.

It is interesting to note that while the frequency at the output
of FDN is N times smaller than at the output of the VCO,
except for scaling in the amplitude, the spectrum of the noise
close to the fundamental is to a first degree unaffected by the
presence of FD#. In particular, the width of the noise spec-
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Listing 16 — VCO with FDN.

Include "discipline.h"

module vco (out, in);

input in; output out; electrical out, in;

parameter real Vmin=0;

parameter real Vmax=Vmin+1 from (Vmin:inf);
parameter real Fmin=1 from (0:inf);
parameter real Fmax=2*Fmin from (Fminrinf);
parameter real ratio=1 from (0:inf);
parameter real Vlo=-1, Vhi=1;
parameter real tt=O.O1 *ratio/Fmax from (0:inf);
parameter real jitter=O from [0:0.25*ratio/Fmax);

//VCO period jitter
parameter real ttol=1u*ratio/Fmaxfrom (O:ratio/Fmax);
parameter real outStart=inf from (1/Fmin:inf);

real freq, phase, dT, delta, prev, Vout;
integer n, seed, fp;

analog begin
@ (initial_step) begin

seed = - 561 ;
delta = jitter * sqrt(2*ratio);
fp = $fopen("periods.m");
Vout = Vlo;

end

//compute the freq from the input voltage
freq = (V(in) - Vmin)*(Fmax - Fmin) / (Vmax - Vmin)

+ Fmin;

//bound the frequency (this is optional)
if (freq > Fmax) freq = Fmax;
if (freq < Fmin) freq = Fmin;

//apply the frequency divider, add the phase noise
freq = (freq / ratio)/(1 + dT * freq / ratio);

//phase is the integral of the freq modulo 1
phase = idtmod(freq, 0.0,1.0, -0.5);

/ / update jitter twice per period
@(cross(phase - 0.25, +1, ttol)) begin

dT = delta * $dist_normal(seed, 0,1);
Vout = Vhi;

end
@(cross(phase + 0.25, +1, ttol)) begin

dT = delta * $dist_normal(seed, 0,1);
Vout = Vlo;
if ($abstime >= outStart) $fstrobe( fp, "%0.10e",

$abstime - prev);
prev = $abstime;

end
V(out) <+ transition(Vout, 0, tt);

end
endmodule

trum is unaffected by FD#. This is extremely fortuitous,
because it means that the number of cycles we need to simu-
late is independent of the divide ratio N. Thus, large divide
ratios do not affect the total simulation time.

TABLE II: CHARACTERISTICS OF V C O OUTPUT RELATIVE TO THE

OUTPUT OF FD/v ASSUMING THE V C O EXHIBITS SIMPLE

ACCUMULATING JITTER AND THE FDyy IS NOISE FREE.

Frequency

/vco =
 ^/FD

Jitter

j - ' * >
V C 0 " ^

Phase Noise

5 4 = N2S,
^vco VFD

To understand why FD# does not affect the width of the noise
spectrum, recall that while we started with a jitter that varied
continuously with time, j(t) in (34), for either efficiency or
modeling reasons we eventually sampled it to end up with a
discrete-time version. The act of sampling the jitter causes the
spectrum of the jitter to be replicated at the multiples of the
sampling frequency, which adds aliasing. This aliasing is visi-
ble, but not obvious, at high frequencies in Figure 18. How-
ever, especially with accumulating jitter, the phase noise
amplitude at low frequencies is much larger than the aliased
noise, and so the close-in noise spectrum is largely unaffected
by the sampling. The effect of FD^ is to decimate the sampled
jitter by a factor of TV, which is equivalent to sampling the jit-
ter signal, yCX at the original sample frequency divided by N.
Thus, the replication is at a lower frequency, the amplitude is
lower, and the aliasing is greater, but the spectrum is other-
wise unaffected.

XIII. SIMULATION AND ANALYSIS

The synthesizer is simulated using the netlist from Listing 18
and the Verilog-A descriptions in Listings 14-16, modifying
them as necessary to fit the actual circuit. The simulation
should cover an interval long enough to allow accurate Fou-
rier analysis at the lowest frequency of interest {Fm^. With
deterministic signals, it is sufficient to simulate for K cycles
after the PLL settles if Fmin = \I(TK). However, for these sig-
nals, which are stochastic, it is best to simulate for \0K to
100AT cycles to allow for enough averaging to reduce the
uncertainty in the result.

One should not simply apply an FFT to the output signal of
the VCO/FDyy to determine £(A/) for the PLL. The result
would be quite inaccurate because the FFT samples the wave-
form at evenly spaced points, and so misses the jitter of the
transitions. Instead, -£(40 can be measured with Spectre's
Fourier Analyzer, which uses a unique algorithm that does
accurately resolve the jitter [11]. However, it is slow if many
frequencies are needed and so is not well suited to this appli-
cation.

Unlike HAf), S^(Af) can be computed efficiently. The Ver-
ilog-A code for the VCO/FDN given in Listing 16 writes the
length of each period to an output file named periods.m. Writ-
ing the periods to the file begins after an initial delay, speci-
fied using outStart, to allow the PLL to reach steady state.
This file is then processed by Matlab from Math Works using
the script shown in Listing 17. This script computes S^(Af),
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the power spectral density of <|), using Welch's method [28].

The frequency range is from/out/2 to/out/nfft. The script corn-

Listing 17 — Matlab script used for computing S^Af). These results

must be further processed using Table II to map them to the output of

the VCO.

% Process period data to compute S^(Af)

echo off;
nfft=512; % should be power of two
winLength=nfft;
overlap=nfft/2;
winNBW=1.5; % Noise bandwidth given in bins

% Load the data from the file generated by the VCO
load periods.m;

% output estimates of period and jitter
T=mean(periods);
J=std(periods);
maxdT = max(abs(periods-T))/T;
fprintf(T = %.3gs, F = %.3gHz\n',T, 1/T);
fprintf('Jabs = %.3gs, Jrel = %.2g%%\n\ J, 100*J/T);
fprintf('max dT = %.2g%%\n\ 100*maxdT);
fprintf('periods = %d, nfft = %d\n\ length(periods), nfft);

% compute the cumulative phase of each transition
phases=2*pi*cumsum(periods)/T;

% compute power spectral density of phase
[Sphi,f]=psd(phases,nfftl1/T,winLength,overlap,'linear>);

% correct for scaling in PSD due to FFT and window
Sphi=winNBW*Sphi/nffi;

% plot the results (except at DC)
K = length(f);
semi!ogx(f(2:K),10*log10(Sphi(2:K)));
title('Power Spectral Density of VCO Phase');
xlabel('Frequency (Hz)');
ylabel('S phi (dB/Hz)');
rbw = winNBW/(T*nfft);
RBW=sprintf('Resolution Bandwidth = %.0f Hz (%.0f dB)\

rbw, 10*log10(rbw));
imtext(0.5,0.07, RBW);

putes Sty(Af) with a resolution bandwidth of rbw.̂  Normally,
S$(&f) is given with a unity resolution bandwidth. To com-
pensate for a non-unity resolution bandwidth, broadband sig-
nals such as the noise should be divided by rbw. Signals with
bandwidth less than rbw, such as the spurs generated by leak-
age in the CP, should not be scaled. The script processes the
output of VCO/FD^. The results of the script must be further
processed using the equations in Table II to remove the effect
ofFDtf.

t The Hanning window used in the psd() function has a resolution
bandwidth of 1.5 bins [29]. Assuming broadband signals, Matlab
divides by 1.5 inside psd() to compensate. In order to resolve narrow-
band signals, the factor of 1.5 is removed by the script, and instead
included in the reported resolution bandwidth.

XIV. EXAMPLE

These ideas were applied to model and simulate a PLL acting
as a frequency synthesizer. A synthesizer was chosen with/ref

= 25 MHz,/0Ut = 2 GHz, and a channel spacing of 200 kHz.
As such, M = 125 and N = 10,000.

The noise of OSC is -95 dBc/Hz at 100 kHz. Applying (74)
to compute a, where HAf) = 316 x 10"12, A/ = 100 kHz, and
fo = 25 MHz, gives a = 10"14. The period jitter J is then com-
puted from (70), giving J = 20 ps.

The noise of VCO is -48 dBc/Hz at 100 kHz. Applying (74)
and (70) with £(4/*) = 1.59 x 10"5, A/ = 100 kHz, and/0 =
2 GHz, gives a = 7.9 x 10~14 and an period jitter of J = 6.3 ps.

The period jitter of the PFD/CP and FDs was found to be
2 ns. The FDs were included into the oscillators, which sup-
presses the high frequency signals at the input and output of
the synthesizer. The netlist is shown in Listing 18. The results
(compensated for non-unity resolution bandwidth (-28 dB)
and for the suppression of the dividers (80 dB)) are shown in
Figures 17-20. The simulation took 7.5 minutes for 450k
time-points on a HP 9000/735. The use of a large number of
time points was motivated by the desire to reduce the level of
uncertainty in the results. The period jitter in the PLL was
found to be 9.8 ps at the output of the VCO.

Listing 18 — Spectre netlist for PLL synthesizer.

//PLL-based frequency synthesizer that models jitter
simulator lang=spectre

ahdijnclude "osc.va" //Listing 14
ahdLJnclude "pfd_cp.va" //Listing 15
ahdl_include "vco.va" //Listing 16

Osc (in) osc freq=25MHz ratio=125\
accJitter=20ps syncJitter=2ns

PFD (err in fb) pfd__cp lout=500ua
C1 (errc) capacitor c=3.125nF
R (c 0) resistor r=10k
C2 (c 0) capacitor c=625pF
VCO (fb err) vco Fmin=1 GHz Fmax=3GHz \

Vmin=-4 Vmax=4 ratio=10000 \
jitter=6ps outStart=10ms

JitterSim tran stop=60ms

Osc&
+ 125

in
PFD & CP

fb

err

r I

VCO&
+ 10,000

The low-pass filter LF blocks all high frequency signals from
reaching the VCO, so the noise of the phase lock loop at high
frequencies is the same as the noise generated by the open-
loop VCO alone. At low frequencies, the loop gain acts to sta-
bilize the phase of the VCO, and the noise of the PLL is dom-
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300 Hz 1kHz 3 kHz 10 kHz 30 kHz 100 kHz

Fig. 17. Noise of the closed-loop PLL at the output of the VCO
when only the reference oscillator exhibits jitter (CL) versus the
noise of the reference oscillator mapped up to the VCO frequency
when operated open loop (OL).

300 Hz 1kHz 3 kHz 10 kHz 30 kHz 100 kHz

Fig. 18. Noise of the closed-loop PLL at the output of the VCO
when only the VCO exhibits jitter (CL) versus the noise of the VCO
when operated open loop (OL).
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Fig. 19. Noise of the closed-loop PLL at the output of the VCO
when only the PFD/CP, FDM, and FD^ exhibit jitter (CL) versus the
noise of these components mapped up to the VCO frequency when
operated open loop (OL).

inated by the phase noise of the OSC. There is some
contribution from the VCO, but it is diminished by the gain of

to

-40
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VCO-OL
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Fig. 20. Closed-loop PLL noise performance compared to the open-
loop noise performance of the individual components that make up
the PLL. The achieved noise is slightly larger than what is expected
from the components due to peaking in the response of the PLL.

the loop. In this example, noise at the middle frequencies is
dominated by the synchronous jitter generated by the PFD/
CO and FDs. The measured results agree qualitatively with
the expected results. The predicted noise is higher than one
would expect solely from the open-loop behavior of each
block because of peaking in the response of the PLL from 5
kHz to 50 kHz. For this reason, PLLs used in synthesizers
where jitter is important are usually overdamped.

XV. CONCLUSION

A methodology for modeling and simulating the phase noise
and jitter performance of phase-locked loops was presented.
The simulation is done at the behavioral level, and so is effi-
cient enough to be applied in a wide variety of applications.
The behavioral models are calibrated from circuit-level noise
simulations, and so the high-level simulations are accurate.
Behavioral models were presented in the Verilog-A language,
however these same ideas can be used to develop behavioral
models in purely event-driven languages such as Verilog-
HDL and Verilog-AMS. This methodology is flexible enough
to be used in a broad range of applications where phase noise
and jitter is important.
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