
CHAPTER ONE

Introduction

Despite the fact that optical fiber is the prevalent transmission medium and the emer-

gence of true optical networking has been anticipated since the early 1990s [1],

current networks are far from being termed as optical. The history of optical

communication has mostly been about transmission and about ways to provide

higher bandwidths while simultaneously reducing the cost per bit transmitted [2].

Telecommunication traffic has been growing at a high and steady rate since the

early 1980s. Even though the overly optimistic traffic forecasts of the late 1990s

never materialized and the associated investments caused a downturn in the indus-

try, one should not lose sight of the fact that the trend toward office automation,

remote access, online transactions, and so on has been steady and will continue to

grow [3]. These types of services are supported by two communications technol-

ogies that are displacing all others: wireless, which can go everywhere, but with

limited capacity, and optical fiber, which, although limited to fixed paths, has

almost unlimited capacity [4].

Until the late 1990s, networks using optical fiber were viewed merely as trans-

mission pipes that can carry a huge amount of traffic. With advances in optical tech-

nologies, that paradigm is shifting towards optical networks that are capable

of providing network flexibility, new services, and operational efficiencies [5–7].

This is the notion behind the intelligent optical network. In addition to the increase

in data and wireless traffic volumes, new optical services have become possible

due to recent advances in optical technology [3, 8–11].

Widespread deployment of affordable broadband services will depend heavily on

the availability of improved optical networks, which already provide the physical

infrastructure for much of the world’s telecommunications and Internet-related

services. Optical technology is also essential to the future development of mobile

and wireless communications and cable television networks [12]. In the last

couple of years optical backbone equipment development has focused on three
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basic lines: enhanced DWDM, long-haul capabilities, and optical switching

[13–20].

Another trend appearing on the horizon is closer interaction between the optical

layer and the client layers. With IP routers emerging among the prevailing clients

of the optical layer, there has been a great deal of interest recently in trying to

obtain a closer interaction between the IP layer and the optical layer from a

control and management perspective [2]. Internet protocol traffic, which is dominat-

ing the service scene in terms of traffic volume, is largely still of a best-effort nature.

Thus, quality-of-service support and traffic engineering functions are supported by

a separate layer (ATM); furthermore, a SONET/SDH layer is used to guarantee

reliable transport over the DWDM layer, which provides abundant capacity.

This means that although IP traffic is indeed carried over optical fibers, several

intermediate technologies are required to provide the required functionalities.

These layers are largely unaware of each other, which increases overhead and

may lead to duplication of their services [21]. There is a growing industry consensus

toward simplifying the network by collapsing these multiple service layers into

two layers, a “smart” IP layer and a “smart” optical layer. This paradigm is referred

to as “IP over WDM,” and the resulting network is referred to as the “Optical

Internet” [22–26]. The overall goal is to allow carriers to implement a simpler,

lower-cost, more responsive network, which is capable of addressing a wider

spectrum of service requirements [25]. The challenge is that the functions supported

by the eliminated layers must be transferred to the remaining ones. Obviously, some

functionality will have to be migrated to the optical layer, which will no longer

be static.

This chapter initially presents a brief overview of the evolution of optical

networks followed by a description of current networks and their shortcomings.

The benefits of optical networking are then discussed, along with the role

of optical switching. The advantages and challenges of optical switching are

highlighted and compared with other alternatives. Finally, the optical switching

paradigms presented in Chapters 3, 4, and 5 are introduced.

1.1 THE EVOLUTION OF OPTICAL NETWORKS

Interest in optical communications began in the mid-1960s, when early experiments

showed that information encoded in light signals could be transmitted over a

glass-fiber waveguide. However, optical fiber transmission systems really took off

with the advent of the low-loss optical fiber. This silica-based optical fiber has

three low-loss windows, which enable transmission of light signals over distances

of several tens of kilometers before they needed to be regenerated. A regenerator

converts the light signal into an electrical signal and retransmits a fresh copy of

the data as a new light signal [2].

The first type of fiber used was multimode fiber, in which light propagates in

multiple modes, each traveling over a different path and at a different velocity.
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At the end of the fiber, the different modes arrive at slightly different times, resulting

in a smearing of the pulse. This phenomenon is referred to as intermodal (or modal)

dispersion. In order to cope with intermodal dispersion, regenerators had to

be placed every few kilometers to recreate the signal. Regenerators were and

continue to be expensive devices; it is therefore desirable to maximize the distance

between them.

A significant move in this direction was the introduction of single-mode fiber.

This type of fiber has a small core diameter, which forces all the energy in a light

signal to travel in the form of a single mode. Single-mode fiber therefore eliminated

modal dispersion and enabled dramatic increases in bit rates and distances between

regenerators [2]. Since then, continuous improvements in fiber characteristics

and transceiver technology have further improved the performance of optical trans-

mission systems in terms of these two aspects (bit rate and regenerator spacing).

The initial use for optical fiber communication, and its prevalent use today, was

to provide high-bandwidth, point-to-point pipes. At the ends of these pipes, data are

converted from the optical to the electrical domain and all the switching, routing,

and intelligent control functions are handled by higher-layer equipment [2].

In such networks, optical fiber is simply used as a transmission medium and no

other attempt is made to include functionality in the static optical layer.

The most representative examples of networks based on electronics that utilize

optical fiber as a transmission medium are SONET/SDH networks. SONET

(Synchronous Optical NETwork) and SDH (Synchronous Digital Hierarchy) are

standards developed by the American National Standards Institute (ANSI) and the

International Telecommunication Union (ITU), respectively. These two analogous

standards describe optical network architectures in terms of the required network

elements and the functionality that each node must perform. The goal is to ensure

a basic level of interoperability between optical equipment acquired from different

vendors. SONET and SDH also define hierarchies of digital data rates along with

an efficient multiplexing scheme for combining multiple lower-speed signals into

higher ones [27].

The basic network elements for SONET (similar equipment exists for SDH),

besides properly spaced regenerators, are

. terminal multiplexers or line terminals,

. add/drop multiplexers,

. digital crossconnect systems.

Terminal multiplexers combine several lower-speed streams into a single, high-

speed signal before transmission and separate them at the other end. Both functions

are performed electronically and the signal undergoes optical-to-electrical (OE) and

electrical-to-optical (EO) conversions. SONET add/drop multiplexers are used to

add one or more lower-speed streams to a high-speed stream (add function) or

select one or more lower-speed streams out of a high-speed stream (drop function);

these functions are performed in transit without terminating the entire traffic. Digital
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crossconnect systems are able to switch large numbers of individual streams and

may also perform add/drop functions.

A number of configurations are possible in a SONET/SDH network, such as

point-to-point, ring, and linear networks. The ring is the most common for

SONET/SDH networks, both in the access and the backbone parts, because of its

high restoration capability in the presence of network faults and its simplicity. In

a ring topology, add/drop multiplexers are interconnected with two-fiber links;

one is the working fiber and the other is the protection fiber, offering a high

degree of availability in case some kind of failure occurs in the working fiber.

Such single-wavelength optical networks utilize only a very small fraction of

the available capacity of optical fibers. The most decisive step in the effort to

exploit a larger percentage of this capacity was the introduction of the wavelength

division multiplexing (WDM) technique. According to this technique, a number of

independently modulated wavelength channels (i.e., with potentially different data

rates and formats) can propagate in parallel using the same fiber. Rather than

further increasing the rate at which data are transmitted on a single wavelength,

WDM utilizes multiple channels (at possibly lower rates), each carrying separate

data. This approach resembles the deployment of additional optical fibers (but is

not as complex and time-consuming) and for this reason, the multiplexed channels

are often thought of as virtual fibers. Thus, the aggregate capacity of an optical fiber

can be extended by increasing the number of wavelengths (or equivalently by

decreasing the spacing between channels) or by increasing the channel data rates.

Adequate spacing between channels must be maintained in order to avoid inter-

ference. The decrease in channel spacing has led to the development of Dense

Wavelength Division Multiplexed (DWDM) optical networks, where the number

of channels per fiber reaches the hundreds region.

The most important catalyst fueling the deployment of WDM systems was the

development of Erbium Doped Fiber Amplifiers (EDFAs), which occurred in the

late 1980s and early 1990s [2]. An EDFA essentially consists of a length of

optical fiber, typically a few meters to tens of meters, doped with the rare earth

element erbium. By using a pump source, erbium atoms are pumped from their

ground state to an excited state at a higher energy level. An incoming signal

photon triggers these atoms to come down to their ground state. In the process,

each atom emits a photon. Thus, incoming signal photons trigger the emission of

additional photons, resulting in optical amplification [2]. Such EDFAs have numer-

ous advantages over electronic regenerators. The most significant advantage

of EDFAs is that they are capable of amplifying signals at many wavelengths

simultaneously and, of course, without resorting to optical-to-electrical-to-optical

(OEO) conversions. The application of WDM and EDFAs dramatically brought

down the cost of long-haul transmission systems and increased their capacity.

Optical amplifiers replaced arrays of expensive regenerators at a fraction of their

cost. Nevertheless, regenerators were not eliminated, because EDFAs provide

only a subset of their functionality. If 3R regeneration is considered, which com-

bines signal reamplification, retiming, and reshaping (hence the 3R), then it is

obvious that EDFAs can only support the first of the three functions. Furthermore,
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optical amplifiers are by no means ideal devices, and their gain is not flat over the

entire spectrum (i.e., they do not amplify all wavelengths equally).

The advent of WDM and optical amplification gave rise to undesirable phenom-

ena that had not been previously observed in fibers, either because single wave-

lengths were used or because of the frequent signal regenerations. The first effect

that was observed was chromatic dispersion. The speed at which optical signals pro-

pagate depends to some extent on the wavelength used. As a result, different spectral

components travel with different velocities and pulse smearing is observed. Chro-

matic dispersion can be compensated by using, for example, specially engineered

optical fibers. Unfortunately, this results in other fiber impairments, referred to as

nonlinear effects, which involve the interaction of wavelength channels. Four-wave

mixing (FWM) is an example of such an effect: In FWM, three light signals at differ-

ent wavelengths interact in the fiber to create a fourth light signal at a wavelength

that may overlap with one of the light signals and interfere with the actual data

being transmitted on that wavelength. The relation between fiber nonlinearities

and chromatic dispersion can be explained as follows: because of chromatic dis-

persion, signals at different wavelengths spread in time and go out of phase with

one another, which means that the interactions between them are reduced. This

trade-off between chromatic dispersion and fiber nonlinearities is taken into

account in nonzero, dispersion-shifted, single-mode fibers, which can be used

to manage the interaction between these two effects. These fibers are tailored to

provide less chromatic dispersion than conventional fibers, and at the same time,

reduce nonlinearities [2].

Such techniques have enabled commercial systems to achieve distances of

several thousand kilometers between regenerators at high rates [2]. Further increases

in terms of data rates and regenerator spacing continue to be pursued. Efforts have

focused on the development of special types of fibers with desirable characteristics,

special transmission formats and pulse shapes (e.g., solitons), and new approaches to

optical amplification such as Raman amplification.

Meanwhile, advances in optical components technology facilitate further

reductions in optoelectronic equipment. Optical add/drop multiplexers can be

used to insert or extract specified wavelengths from a fiber carrying hundreds of

wavelengths. This eliminates the need for the hundreds or thousands of optical trans-

ponders typically used to terminate the traffic on a fiber at each node where wave-

lengths need to be added or dropped. Significant financial benefits arise as a result,

because optical transponders account for a large fraction of network cost [9].

All these technological advances relating to the WDM technique also led to the

development of the first two types of networks that exploited WDM components to

transport and route optical signals without converting them to electrical form,

namely broadcast-and-select and wavelength-routed networks.

1.1.1 Broadcast-and-Select Networks

Broadcast-and-select networks are typically based on an optical passive coupler,

which interconnects network nodes. The most common topology is the star, but
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bus, ring, and tree topologies are also possible. An example of a broadcast-

and-select network is illustrated in Figure 1.1, where all node connections are

realized via a star coupler and no direct communication between nodes is possible.

All nodes are connected with the star coupler via two separate fibers, one for trans-

mission and one for reception. The passive coupler receives all signals transmitted

by network nodes and combines them in a multiwavelength signal. The combined

signal is subsequently split and broadcast to all N nodes. Each node in a

broadcast-and-select network is equipped with a number of transmitters and recei-

vers, which may be fixed or tunable. In Figure 1.1, tunability is assumed to be on

the receiving side and nodes transmit on prespecified wavelengths. If one-hop

communication is required, the tuning range of the tunable elements (transmitters

or receivers) must include all wavelengths used in the system. The choice of a

particular implementation is based on technological and financial constraints.

Because all transmissions in a broadcast-and-select network go through the

passive coupler, all nodes must transmit using separate wavelengths. Otherwise, a

collision will occur, which results in loss of data. This is referred to as the distinct

channel assignment constraint and characterizes the broadcast-and-select architec-

ture. A collision may also take place when two or more nodes transmit on distinct

wavelengths, but towards the same node equipped with a tunable receiver.

Collisions may be avoided by properly designed Medium Access Control protocols.

An attractive feature of broadcast-and-select networks is their inherent multicast

capability. Multicasting can be implemented in a very straightforward way by

having all nodes in a multicast group tune their receivers on the wavelength used

for transmission [51]. On the negative side, the splitting of signals that occurs in

the passive coupler limits the scalability of broadcast-and-select networks. Each

node receives only a fraction of the signal power (equal to 1/N), and therefore

FIGURE 1.1 A broadcast-and-select WDM network with a passive star coupler. Each node

is equipped with a fixed transmitter and a tunable receiver.
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the number of nodes that can be supported is restricted. For this reason, broadcast-

and-select networks are considered practical only for local and metropolitan area

networks, where N is relatively small.

1.1.2 Wavelength-Routed Networks

Broadcast-and-select networks are rather static in nature and face scalability issues;

therefore their application is limited to the local and metropolitan domains.

Wavelength-routed networks are more general and flexible, and have the potential

to be deployed in long-haul backbone networks. A fundamental advantage of

wavelength-routed networks over broadcast-and-select ones is that they support

wavelength reuse in different parts of the network [28]. This cannot be achieved in

broadcast-and-select networks because all signals have to traverse the star coupler.

This property improves the scalability of wavelength-routed networks, which

allows a large number of nodes to be served using relatively few wavelength channels.

Figure 1.2 depicts a wavelength-routed network comprising access nodes

and optical switches, which form an all-optical cloud. In such a network data are

transported via dedicated lightpaths (i.e., all optical communication paths), which

are set up between access nodes. In the simplest case, there is no wavelength con-

version capability at intermediate nodes and each lightpath uses a single wavelength

on all links. Wavelength reuse is possible even in this simple scenario. In Figure 1.2,

the lightpath between nodes 2 and 6 and the one between nodes 3 and 4 use the same

wavelength, l2. Clearly, the same wavelength can be used in different lightpaths

only if they do not share one or more links (i.e., if they do not overlap). For

this reason, the lightpath between nodes 2 and 5 must use a different wavelength.

Wavelength reuse results in a significant reduction in the number of wavelengths

required to support connections between nodes, especially in networks with large

node counts.

FIGURE 1.2 A wavelength-routed WDM network.
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When wavelength conversion is available at intermediate nodes, a lightpath can

be set up by assigning a distinct wavelength on each link. This increases the prob-

ability that a request for the establishment of a lightpath between two end nodes

will be successfully served. The problem of selecting the wavelength(s) and the

intermediate nodes (i.e., the path) that will be used by a lightpath is referred to as

the routing and wavelength assignment (RWA) problem. The RWA problem can

be formally stated as follows: Given a set of lightpaths that need to be established

on a particular network topology, determine the routes over which these lightpaths

should be established and the wavelengths that should be assigned to them, using

the minimum possible number of wavelengths [27–32]. In selecting a wavelength

for a lightpath, the two constraints mentioned above must be taken into account.

According to the distinct wavelength assignment constraint, all lightpaths sharing

a fiber link must be assigned distinct wavelengths to avoid interference. The

second constraint only applies when there is no wavelength conversion capability.

According to the wavelength continuity constraint, the wavelength assigned to

each lightpath must be the same on all links it traverses between the two end nodes.

The establishment of lightpaths may be performed offline or online. In the former

(also referred to as static RWA), a set of lightpaths are established in advance and

remain fixed for a long period of time. Conversely, when requests for lightpaths are

submitted and served online (dynamic RWA [33]), lightpaths are released after a

finite amount of time. This type of wavelength routing can be considered the equiv-

alent of circuit switching in optical networks. After the route and the wavelength(s)

for a new lightpath have been selected, the necessary resources must be provisioned

and nodes must be configured accordingly. This is accomplished via a signaling

protocol that informs intermediate nodes about the necessary actions.

Wavelength-routed networks do not face the limitations of broadcast-and-select

networks and are a viable alternative for a reconfigurable optical backbone.

However, when the volume of traffic that needs to be transported is small compared

to a wavelength, this type of routing results in inefficient utilization of resources.

Traffic from different ingress nodes or to different egress nodes cannot travel on

the same lightpath. Furthermore, wavelength routing is not suitable for transporting

bursty traffic streams, that is, traffic with a high intensity and a short duration,

because the process of establishing (and tearing down) a lightpath typically takes

longer than the transmission of the data to be transported.

1.2 VIEW OF THE CURRENT NETWORK

The current network hierarchy is depicted in Figure 1.3 and includes three levels

[34–36]. At the top level, the wide-area backbone networks employ wavelength

division multiplexing (WDM) in order to transport vast amounts of data via

optical fiber links. The switching of data is performed in the electronic domain

following optical-to-electrical conversions. Prior to being retransmitted, data are

converted back to the optical form. The second level of the network hierarchy

includes metropolitan area (metro) networks that interconnect the backbone net-

works with the local access networks (third level). Access networks employ
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advanced LAN technologies (e.g., gigabit Ethernet or broadband access) to provide

significant amounts of bandwidth to end users.

In the history of network evolution, three different forces have consistently driven

the architecture and evolution of telecommunications networks: traffic growth,

development of new services, and advances in technology [3]. These forces are

not independent of each other, but each shapes the evolution in a different way.

This is depicted in Figure 1.4.

Several broadband applications have recently gained attention. They can gener-

ally be classified into two categories [4]:

. medium-size file transfers requiring low latency such as videoconferencing and

interactive games; and

. transfer of large files whose latency is not so critical, but for which long transfer

times are annoying, such as video on demand or online movies rental.

FIGURE 1.3 The current network hierarchy. (# 2004 IEEE.)

FIGURE 1.4 The drives behind optical network advancement.
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Other examples of applications include high-resolution home-video editing,

real-time rendering, high-definition interactive television, e-health, and immersive

interactive-learning environments. These applications need infrastructures that

make a vast amount of storage and computation resources potentially available to

a large number of users [37].

Another growing application is remote disk backup at centralized secure servers

residing in storage area networks. The potential of this application is constrained

today by the excessive time required to communicate large files [4]. Additionally,

distributed computing in the form of a computational grid (e.g., for scientific

applications) has also gained interest as an application for high-speed, long-haul,

optical networks.

Currently, high-speed backbone networks utilize optical fiber almost exclusively

as a transmission medium. In this scenario, the optical layer provides circuit-

switched, high-bandwidth connections to its users. Whenever necessary, optical

signals are converted to electrical and regenerated before further transmission.

All routing, forwarding, and switching functions are implemented by electronic

routers.

The use of a static optical layer has several disadvantages, all revolving around the

way bandwidth provisioning is performed. New connections are established through

manual configurations over a timescale of weeks or even months. Provisioning

a connection may involve a number of steps. A connection request arrives and

the service provider manually looks at his network topology and inventory

and decides how to support the connection, including routing it in the network, and

determining the appropriate equipment required. Once the connection is turned up,

it is then monitored for a while to ensure adequate performance before it is turned

over to the user.

This slow provisioning process implies that the establishment of a connection is

justified only in cases where its duration is very long. Furthermore, human inter-

vention and manual configuration make the process prone to errors. Fast, automated

provisioning within minutes or seconds would open new opportunities for both

transport network operators and their clients. Such a shortening of the provisioning

time would make more efficient utilization of available resources possible, allowing

dynamic allocation of links and nodes, matching rapidly changing needs of client

networks [38]. Consider for example two IP routers belonging to separate networks

that communicate over an optical network. This situation is depicted in Figure 1.5.

In Figure 1.5, the two routers exchange data over a preconfigured lightpath on

wavelength l1. If a large volume of bursty traffic has to be transported between

them, congestion may be observed. In order to relieve congestion and prevent it

from resulting in loss of data, the two routers would have to apply appropriate trans-

port protocol techniques to adapt the flow of traffic to the available bandwidth. A

more efficient alternative would be to temporarily allocate additional bandwidth

for the communication between the two points of congestion. If dynamic provision-

ing for short timescales is supported, another lightpath at wavelength l2 can be

established to aid in the transmission of data. After the traffic decreases, this path

can be torn down and assigned to other endpoints.
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Fast provisioning can be accomplished by migrating all or part of the required

functionality to the optical layer, which will no longer be static. Significant benefits

may arise from adding intelligence and flexibility to the optical layer. For instance,

an agile, smart optical network provides flexible restoration options, which can be

utilized by service providers to offer a variety of services tailored to meet the avail-

ability requirements of their clients [2]. New protection and restoration schemes for

mesh-type networks will improve the reliability performance measures offered to

customers. Such measures are especially important if we take into account

very-high-bit data rates switched in optical networks [38–41,52].

Meanwhile, significant cost-benefits arise from the removal of unnecessary

optoelectronic equipment. These two evolution paths (the addition of intelligence

to the optical layer and the removal of unnecessary OEO conversions) lead to the

construction of a true optical network.

1.3 OPTICAL NETWORKING

In an all-optical network, the signal stays in the optical domain throughout the

source–destination path. This implies that OEO conversions are eliminated. This

is a rather strict definition. According to a more realistic definition (more compatible

with the current state of technology) an optical network satisfies two conditions [42]:

1. It is composed of long- or ultra-long-reach optical components such that the

all-optical reach (i.e., the distance between regeneration sites or other OEO

conversions) is larger than a multiple of the typical network internodal distance.

2. Network nodes contain elements that allow optical bypass. Examples of

such network elements include optical add–drop multiplexers (OADMs) in

degree-two nodes and optical switches in nodes of higher degrees [42].

These elements switch traffic transparently without inspecting it.

FIGURE 1.5 An example of fast provisioning. (# 2005 IEEE.)
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The key to constructing an all-optical (or simply optical) network according to

the first criterion is the drastic reduction of regeneration sites. Regeneration sites

are expensive, require large amounts of space and electrical power, and generate

so much heat that active cooling systems may be required [42]. Another conse-

quence of having multiple regeneration sites is slower provisioning times due to

the fact that the installation of a circuit requires the installation of regenerators at

multiple locations between the two endpoints. Complete elimination of electronic

regeneration is currently not possible due to the lack of an optical 3R regeneration

technology.

In the absence of all-optical 3R functionality and all-optical wavelength conver-

sion, the all-optical network will continue to remain elusive. Instead, “islands of

optical transparency” that are bounded by optoelectronics (OEO) will continue to

expand. Long-haul or ultra-long-haul WDM systems, and transparent optical

rings, bounded by OEO, will continue to be the norm [18]. These growing islands

of transparency, depicted in Figure 1.6, will be composed of WDM links that

connect optical crossconnects and optical add/drop multiplexers as they become

available. The OEO boundaries between islands will either be defined jurisdiction-

ally or by propagation budget considerations (i.e., due to accumulated attenuation or

dispersion) [43].

A significant portion of the network cost lies in the equipment used to convert

signals from the electrical to the optical domain. The OEO devices are the main

consumers of electrical power in the network and account for a big fraction of the

FIGURE 1.6 Expanding islands of all-optical transparency connect to each other through

OEO interfaces and to users through IP routers. (# 2001 IEEE.)
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overall footprint of the equipment. Therefore, the elimination of unnecessary optoe-

lectronic conversions from a signal path in core optical mesh networks promises

significant cost, footprint, and power savings. Because some optoelectronic com-

ponents will unavoidably be used in the network, another approach is to reduce

the cost of components used in OEO conversions. This can also prove advantageous

during the transitional period of replacement. Cost reduction in OEO has led to

the exploration of photonic integrated circuit technology, based on the expectation

that meaningfully large-scale integration will deliver sustainable network cost

reductions through volume manufacturing efficiencies, greater functional integra-

tion, and increased device density [42].

Regarding the second criterion for an all-optical network, optical layer equipment

can deal with significantly higher capacities than higher-layer electronic equipment.

Additionally, the operation of optical equipment is independent of the data rate

and format, that is, fully transparent with respect to these two factors. Therefore,

it is better to handle transit traffic at a node in the optical layer, rather than switching

it through higher-layer equipment. The notion of transparency is very important

in optical networks. The OEO devices are referred to as opaque because the

signal goes through OEO conversions and independence from the traffic character-

istics is lost. Higher-layer OEO devices should ideally be used only at the edge of the

network to aggregate traffic into the optical network, rather than inside the network

to handle traffic that is passing through intermediate nodes [2]. This implies that the

switching of traffic should be performed in the optical domain. Therefore, optical

switching is an important step in the effort towards optical networking.

1.4 SWITCHING IN OPTICAL NETWORKS

Switching is defined as the process of directing input traffic to the proper output

interface as instructed by a forwarding process. Switched networks are capable of

directing traffic to its destination without relying on fixed prespecified connections.

Reconfigurability is a very important concern in core optical networks [44, 45]. A

reconfigurable switching node can be constructed with varying degrees of transpar-

ency. Three different architectures are possible. In the first architecture, optical

signals are switched by an electrical switch fabric after undergoing optical to elec-

trical conversion and are subsequently converted back to optical for transmission.

This is a case of an opaque network that utilizes an opaque switch. The opaque

switch fabric may be replaced by a transparent optical switch fabric; in this

second case the overall network remains opaque, because OEO conversions and

associated dependencies are not avoided. A third option would be a transparent

network with a transparent switch fabric that eliminates all optoelectronic con-

versions. This architecture is currently not feasible and will require substantial

technological advances (breakthroughs to be exact) before it becomes viable.

Network designs span a continuum between fully transparent and fully opaque.

Generally, hybrid networks (opaque networks with transparent switches and some

regeneration sites) retain some of the advantages of full transparency but use
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opaque solutions, where necessary, for practical implementation. In many cases, the

hybrid solutions relax the constraints on the design of the transmission lines of the

network. A fully connected transparent network may require very-high-performance

transmission lines, as every node of the network has to communicate with every

other node without regeneration. The drawback is that hybrid solutions need some

OEO regeneration, which raises the cost [42].

The following requirements for a core mesh network can be identified and should

be taken into account when comparing network architectures [46]:

. Cost minimization. The selected network architecture should be the one that

results in the lowest overall network cost for a given performance level. This

means that cost comparisons should not be based on individual components

but on all network elements that are necessary to achieve the desired per-

formance objectives. For example, the cost of an optical switch with a high

port count may be smaller compared to an electronic switch. The use of the

optical switch without wavelength conversion capability, however, may

result in a less efficient bandwidth utilization compared to the opaque electronic

alternative.

. Interoperability between components from different vendors. A network oper-

ator should not be constrained to buying all equipment from a single vendor.

. Elimination or minimization of manual configuration. This means that func-

tions such as network topology discovery, fault management, and performance

management should be as automated as possible.

. Scalability in terms of increases in the number of channels and/or transmission

rate. Such upgrades should not result in significant increases in implementation

cost and footprint.

1.4.1 Optical Switching

Optical switches are devices that are capable of directing input traffic to the

appropriate output interface without resorting to OEO conversions, at least in the

data path. Optical switches feature a number of advantages: transparency to bit rate

and data format, scalability to large port counts, cost factors, and functional

simplicity.

1.4.1.1 Transparency to Bit Rate and Data Format (Protocol Indepen-
dence). Optical switches are completely agnostic to the characteristics of the

input traffic because they switch light and not data. This means that an optical

switch fabric is bit-rate-independent and can accommodate any supported data

format. Interface cards are neither data rate nor data format specific and therefore

no replacements are needed when the switch is configured to operate at higher

data rates (or different formats), provided the optical power budget is sufficient

for that rate. Another practical implication is that the application of a new protocol

does not require changes in the switching equipment and therefore can be performed
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quickly and easily. Because transparent architectures utilize transparent interface

cards, they have no direct access to the payload, the header, or any overhead

bytes for control and signaling. This means that for an N � N transparent architec-

ture there are N interfaces/ports to the switch fabric, regardless of the type of inter-

faces. This is in contrast to opaque architectures where changes in data rate or format

result in changes in the node architecture. Unlike electronic switches, the complex-

ity of an optical switch fabric is a flat function independent of the bit rate of the

signals it handles [46]. As bit rates rise, there is a crossover point at which the

cost of a transparent switch becomes smaller than an opaque one. This crossover

point is estimated based on the selected technologies and the overall costs of the

two architectures.

1.4.1.2 Scalability to Large Port Counts. When optical switches are employed,

capacity upgrades can be readily applied because they only require the replacement

of OEO equipment at the edges of the network and no changes to intermediate nodes

are necessary. In contrast, electronic routers switch data using the individual chan-

nels within a WDM link and this implies that hundreds (or even thousands) of switch

interfaces must be used to terminate a single link with a large number of channels.

Moreover, there can be a significant loss of statistical multiplexing efficiency when

parallel channels are used simply as a collection of independent links, rather than as

a shared resource [47]. As traffic increases, parallel systems have to be deployed,

which raise the system volume and cost [42].

1.4.1.3 Cost Factors. The cost of an optical switch is a flat function of the port

count. Furthermore, the large first cost and service lifetime cost of communication

software and its supporting hardware are present only in the end nodes in an

all-optical network and not in intermediate nodes [43].

1.4.1.4 Functional Simplicity. The lack of bit-level processing can be con-

sidered a disadvantage of optical switches as it complicates the routing and forward-

ing operations as well as network control and management functions. However, this

“cut-through” approach can also be considered advantageous from certain aspects.

Each signal path no longer needs to climb its way through several layers of software

or firmware and back down again at each intermediate node, accumulating in the

process software path length delays and exposure to the many possible failure

modes intrinsic in very-high-speed electronics and all software [43].

1.4.2 Opaque Switching

An opaque network solution may be more expensive in terms of equipment costs

when the core network capacity increases significantly, but it meets the following

key requirements for core mesh networks [46]:

. No cascading of physical impairments. Optical signals can be regenerated

whenever it is considered necessary and physical impairments are eliminated

before they even become an issue; thus, signal quality concerns are not taken
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into account in routing decisions. This means that the lengths of paths are no

longer a restricting factor for lightpaths.

. Multivendor interoperability is guaranteed.

. Wavelength conversion capability is present throughout the network.

. Access to subwavelength (sub-lambda) services is easy, because the signal is

converted at each node.

. The network can be thought of as consisting of point-to-point WDM links.

Therefore, each link can evolve independently and incorporate new technology,

regardless of the status of other links. On the contrary, in an all-optical network

all decisions for upgrades are made on an end-to-end basis [46].

In terms of network control and management operations, access to the optical

signal and overhead bytes (if any) provides the following advantages [46]:

. It allows the unified handling of control and data planes because all signals

are converted to electrical form.

. It allows an opaque switch to run automated neighbor and topology discovery

protocols. The ability of the network autonomously to create and maintain its

resource databases is the fundamental building block for an efficient, flexible,

and manageable network [46].

. It allows an opaque switch to perform fault detection and performance monitor-

ing. Lightpath-based restoration or switch fabric protection switching can be

triggered by a detected failure condition. Fault isolation in such architecture

relies on the alarms generated by the interface cards after a failure is detected.

. It enables the switch to provide service assurances such as performing

connection verification and control to avoid misconnections.

. It allows an opaque switch to generate a keep-alive signal at every idletransceiver

on the switch’s network side to prevent alarms in other equipment connected to

the switch. This feature is required in switch architectures that implement shared

mesh restoration, because the channels have been provisioned but do not carry

any signal until a failure event occurs [46].

Opaque switches are faced with a number of challenges relating mainly to

traffic growth. Scaling issues arise when the signal bit rate and/or the switch

matrix port count increase and lead to increased network cost. It must be noted,

however, that some opaque switches may be preserved in a network that

utilizes transparent switches in order to provide some key network functions:

grooming and multiplexing, service level agreement verification, and control and

management [46].

1.4.3 Challenges for Optical Switching

A network architecture where signals remain entirely in the optical domain guaran-

tees end-to-end bit rate and data format transparency. The following factors,
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however, challenge the applicability of such an architecture in core mesh

networks [46]:

. Network performance heavily depends on the presence of wavelength conver-

sion capability. If wavelength conversion is not possible, a network with W

WDM channels can be thought of as a network with W disjoint layers,

because traffic cannot be transferred between layers [46]. Such inflexible use

of wavelengths in the network leads to increased bandwidth and network

operational cost, and thus negates savings resulting from the elimination of

OE conversions.

. Physical impairments such as chromatic dispersion, polarization mode dis-

persion, fiber nonlinearities, and amplifier noise accumulate over the physical

path of the signal due to the absence of OE conversions [46]. Furthermore,

signal-to-noise ratio concerns may arise, especially for data paths with high

hop counts. In general, fiber impairments need to be taken into account in

end-to-end routing decisions. If signals are to remain in the optical domain

throughout a backbone network that spans for example Europe, an all-optical

3R regeneration function (combining retiming, reshaping, and reamplification)

must be available. Although promising technologies in this direction have been

demonstrated, no all-optical 3R products have reached the market [46].

. Transparent-based restoration is a lower-cost approach than opaque-based

restoration, as it saves a number of opaque interface ports. However, it may

result in slower restoration (possibly on the order of seconds), and it requires

new out-of-band signaling channels between transparent switches, and

between transparent switches and client equipment [46].

. The lack of wavelength conversion capability hampers the application of shared

mesh protection schemes in all-optical networks. This is due to the fact that

in the case of a network fault, a signal that needs to be transferred to an alterna-

tive backup path must remain in the same wavelength because there is no

conversion capability. If the desired wavelength is not free in the shared

backup path, data loss is inevitable. This means that either more backup

paths are needed to achieve performance objectives comparable to shared

mesh protection in opaque networks or dedicated protection schemes need to

be applied [46].

. Operators in an all-optical networks do not have the flexibility to select

the client network elements and WDM vendors independently. This is

because the interface optics at the client network element launch the signals

through the all-optical switch directly into the WDM system without OE

conversion.

Opaque architectures with optical switches also face significant challenges

regarding the support of control and management functionalities that are readily

available when there is access to the electrical signal and to any overhead bytes

[46]. Network control and management features are collectively very difficult to
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achieve in a transparent switch. Important control and management functions

include the following:

. Automatic port/neighbor and topology discovery. This is an important require-

ment for a flexible and manageable network. This function can be implemented

by a transparent switch either by employing a specialized link management

protocol or by using a small number of opaque interface cards providing elec-

trical signal generation functions. These cards conduct neighbor/port discovery

in an automated process by establishing a connection between the opaque

interface cards of two adjacent switches [46].

. Keep-alive signal generation. This feature is useful in shared mesh protection

schemes where a number of channels are provisioned in advance to serve as

backup for primary paths. Until these channels are used for data transmission

(i.e., until a failure occurs), these channels require the presence of a keep-alive

(unequipped) signal. The lack of such a signal results in (1) alarms generated

at the WDM systems that have knowledge of provisioned channels but detect

no light on those channels, (2) lack of monitoring of the restoration chan-

nels to ensure availability when/if a failure occurs, and (3) increased restor-

ation time if a failure occurs, because of the additional time required to

turn on the WDM lasers and perform power adjustments and equalization.

This function is handled in transparent switches by using a limited number

of lasers at the drop side of the optical switches and having each signal

propagate along several idle channels, looping back and forth between the

switches [46].

1.5 OPTICAL SWITCHING PARADIGMS

Chapters 3, 4, and 5 present the three emerging optical switching paradigms,

namely optical packet switching (OPS), generalized multiprotocol label switching

(GMPLS), and optical burst switching (OBS).

Optical packet switching can be thought of as the equivalent of electronic packet

switching. In OPS networks, optical packets are composed of a header and payload,

which are tightly coupled in time. At each node, the header undergoes processing

(electronic processing for the time being and the near future) and routing infor-

mation is extracted. Based on this information, the switching node reconfigures

its (optical) switching fabric and directs the packet to the appropriate output port

transparently and without OEO conversions. Because the packet size can be

almost arbitrarily small, optical packet switching offers bandwidth allocation with

fine granularity and hence guarantees a high degree of statistical multiplexing.

Furthermore, the dynamic manner in which network resources are allocated to

packets (on demand) offers excellent scalability.

For these reasons, optical packet switching is often viewed as the ultimate goal in

optical networks evolution. The application of optical packet switching in practical

systems, however, is hindered by the two fundamental limitations of optics, namely

the lack of bit-level processing and buffering capabilities. Challenges surrounding
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optical packet switching include the synchronization/alignment of headers and

payloads, the processing of optical headers and the resolution of contentions

between packets. As can be seen in Figure 1.7 [48, 49], the applicability of OPS

is placed well into the future compared to the other techniques.

Generalized multiprotocol label switching, as its name suggests, is a generaliz-

ation of the multiprotocol label switching technique, which emerged as a way

to simplify IP-based forwarding and to incorporate support for service differen-

tiation. In GMPLS, bandwidth is provisioned on demand by setting up label

switched paths with the use of signaling and resource reservation protocols

specifically designed for optical networks. In addition, GMPLS facilitates the aggre-

gation of lower-order paths into higher-order ones for more efficient bandwidth

utilization.

Optical burst switching is an approach that combines the advantages of packet

switching and wavelength routing. At the edges of an OBS network, packets are

assembled to form bursts, which will traverse the optical core transparently and

be disassembled into the original packets on the other side. Shortly before the trans-

mission of each burst, a control packet is sent to attempt to reserve the resources

necessary for the burst on all nodes in its path. The burst follows its control

packet without waiting for an acknowledgement that the required resources

have been reserved. Optical burst switching facilitates the statistical sharing of

resources, but with an intermediate granularity (a burst) compared to wavelength

routing and optical packet switching. As a result, the technical issues surrounding

the application of OBS that need to be resolved are fewer than those for optical

packet switching. At the same time, OBS guarantees a more efficient utilization

of resources compared to wavelength routing, in which the holding times of light-

paths need to be much longer than their setup times [50]. On the other side,

because bursts are transported over a bufferless core and without prereservation

of bandwidth, there are no guarantees for successful delivery, and losses are

relatively high.

FIGURE 1.7 The gradual adoption of optical networking paradigms.
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