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1.1 INTRODUCTION

The topic of water desalination is revisited because of the negative impact of the
rising oil price index on the economic environment and the adverse effects of
the increasing carbon footprint on the physical environment. In this introductory
chapter, these negative factors are discussed with respect to their impact on past
and present desalination methods. The impact of these factors on the design and
operation practices of desalination and energy-intensive systems in general is high-
lighted. The energy analysis methodologies developed during the last two decades,
including the methodology discussed in the present study, are summarized. General
references on the subject matter are listed in the Further Reading section at the end
of this chapter.

The software mentioned in this chapter may be downloaded at http://
booksupport.wiley.com.

1.1.1 Past and Present Desalination

Interest in water desalination began in the late 1950s and early 1960s when the
price of oil was only $3 per barrel (bl). A number of desalting processes and
systems were considered that sought to minimize the cost of water production. For
seawater, the leading methods were multistage flash distillation, vapor compression
and freezing. Other processes, such as electrodialysis and reverse osmosis, lagged
somewhat behind. Balancing the cost of the resources utilized in fueling a system
and the resources utilized in making its devices favored moderate efficiency
devices. For example, multistage flash distillation (MSF) in a cogeneration system
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used a maximum temperature of around 190◦F (∼80◦C) in 8–12 stages. Cost
allocated to water was as low as $0.3/m3. Environmental constraints were virtually
absent.

As the oil price index increased to $25/bl, the number of the stages of conven-
tional MSF increased to about 20 and the cost allocated to water rose to about
$1/m3. At the same time, the awareness and concern regarding increased CO2
emissions also increased.

Present desalination methods are facing a continuing increase in oil prices and
a continuing increase of CO2 content in the air. This creates a serious concern to
designers and operators of desalination plants, power plants, and energy-intensive
plants in general. Innovative ideas, along with expanded R&D in certain directions,
will be essential to boost prevailing technological advances to achieve higher-
efficiency devices at lower cost.

Unfortunately, if the efficiencies of these devices are not high enough and their
costs are not low enough, then promoting conservation may be necessary in order
to reduce demand, followed by undesirable rationing.

1.1.2 The Emerged Concern

Early traditional approaches to the synthesis and design of energy-intensive systems
relied on the intuition of experienced engineers and designers. Modest concern was
given to fuel consumption, and no concern was given to the environment or to waste
management.

The continuing rise in oil prices and the continuing increase in the
carbon footprint did, indeed, create a concern. Today the concern is at its peak,
fueled by an increase in world population looking for a higher standard of
living.

The concern regarding the environment did rise to a global level and did pose
a difficult challenge for the designers and operators of energy-intensive systems.
Cost-effective fuel conservation became a focus of attention in the design and in the
operation of these systems. The design aspects became a complex multidisciplinary
process requiring specialized knowledge in each discipline. The operation aspects
became more responsive to any missmanagement of energy, emissions, and waste
disposal. Many research and development (R&D) projects emerged to target a new
generation of energy systems to meet the challenge at both the producer end and
the consumer end.

There was an increased demand for improved methods of system analysis to
achieve lower cost and higher efficiency, to facilitate the work of system designers.
The methods of improved energy analysis influenced the design and the manufac-
ture of energy conversion devices. Devices are now designed for the system as
a whole rather than being selected from lines of preexisting components. Man-
ufacture models are developed for the devices to reduce overall cost. The low
cost of “number crunching” has enhanced the development of energy-intensive
analysis.
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Almost all methods developed involve optimization and seek innovation through
energy-intensive analysis. Common tools are modeling and computational algo-
rithms. However, the tendency for models to involve assumptions and view the
same system from different perspective has created variations in the quality and
reliability of the developed models. It is, therefore, important that models be verified
and also that both designers and operators be aware of the purpose of each model
and its limitations.

1.1.3 The Emerged Energy Analysis Methodologies

The interaction between cost and efficiency has always been recognized qualita-
tively. However, the interest in formulating the interaction was first highlighted in
connection with seawater distillation in the 1960s to gain insight into the interac-
tion between the surface of separation requirement and energy requirement. The
first landmark of the work on thermoeconomics [1] dealt with seawater desalination
processes. Further development followed in 1970 [2,3]. Professor Tribus coined the
word thermoeconomics . Professor Gaggioli [4,5] generated interest in extending the
development to all kinds of energy-intensive systems.

Since then the interest spread nationally and internationally by a large number
of investigators, and the development is still continuing. Various schools of thought
regarding optimal system design have evolved in the last 30 years with the follow-
ing common objectives:

• Increasing the ability to pinpoint and quantify energy inefficiencies.
• Providing further insight into possible improvements in system design and

operation.
• Automation of certain aspects of the search for improvement.

Investigators differ with respect to the techniques of managing system complexity.
Four techniques may be identified, all of which allow changes in system structure
directly or indirectly:

• Construct an internal system economy as a system decomposition strategy.
Most of the work by these techniques falls under the heading of either ther-
moeconomics or exergoeconomics [6–8].

• Consider a composite heat exchange profile of all heat exchange processes
to identify where to add or reject heat and to produce and/or supply work
appropriately. All work performed using this technique is termed “pinch tech-
nology” [9].

• Let the computer automate the analysis by supplying it with a large database of
devices and their characteristics. All the work performed using this technique
is classified as expert systems or artificial intelligence [10].

• Consider evolutionary techniques based on the survival-of-the-fittest theory
[11,12] to identify the desired system.
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The author recommended the references listed in Sections 1.F.1–1.F.7 at the end
of this chapter as useful readings for the preceding material.

1.2 THE METHODOLOGY USED IN THIS STUDY

The methodology discussed in this chapter, termed thermoeconomics , begins with
simple thermodynamic computations of a given system configuration on a trajec-
tory leading to an optimal design via multidisciplinary computations involving the
disciplines of design, manufacture, and economics, in addition to thermodynamics.

In a typical thermodynamic model, the cost factor is absent. Decision variables
are mainly efficiency parameters of the processes involved, along with a few param-
eters such as pressure, temperature, and composition. The computations target fuel
consumption, overall system efficiency, and duty parameters of the system devices.
Evaluating cost involves input resources from the disciplines of design and man-
ufacture in a prevailing economic environment. This, in turn, requires formulated
communications among the participating disciplines.

Thermoeconomic analysis targets minimized production costs and is based on
three main principles:

• Improved thermodynamic analysis, through the concept of exergy, to add
transparency to the distribution of lost work (exergy destructions) throughout
a system configuration.

• Improved costing analysis, by quantifying the manufacturing and operating
costs of the devices of a system, to add transparency to the interaction between
cost and efficiency.

• Enhanced optimization, via reasonable simplifying assumptions, to reach
improved design points for alternative and evolving system configurations.

1.2.1 Improved Thermodynamic Analysis

Improved thermodynamic analysis extends the conventional thermodynamic com-
putations to include the second law of thermodynamics quantitatively rather than
qualitatively . The extended computations are simply entropy balance computa-
tions in addition to property computations and the conventional mass, energy, and
momentum balances. Entropy is conserved in an ideal process and is created in a
real process. The ideal adiabatic work of a compressor or a turbine (isentropic), for
example, is obtained when the entropy remains constant. Actual adiabatic work is
associated with entropy creation. The adiabatic efficiency relates the actual work
to the ideal. The process inefficiency (irreversibility) measured as a lost work
potential = T0 S c, where T0 is an ultimate sink temperature.

The main advantage of extended computations is that they enable assignment of
fuel consumption to each process in a system. Fuel here means the input energy
resource often applied at one location within the system boundaries. The energy
resource may be fossil fuel, power, heat, solar, wind, or any other driving resource.
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Thus, the manner in which a fuel is utilized throughout a system is revealed.
Processes of high fuel consumption are identified. Means of fuel saving are inspired
by a structural change of the system or/and by a design point change. New avenues
of research and development are discovered.

It is important to note that engineers previously did not recognize the need
to perform entropy balances. They could perform the thermodynamic analysis
using property computations, and efficiency-related variables of a process such as
pressure or heat loss, adiabatic efficiency, and heat exchange effectiveness. They
missed the advantage of the distribution of fuel consumption throughout a given
system.

A more complete picture of efficiencies and inefficiencies is obtained by using a
general potential work function known as exergy . For simple chemical systems, this
represents the maximum useful work relative to a dead-state environment defined
by pressure P0, temperature T0, and composition {Xc0}. Exergy also represents
the minimum amount of work needed to create the system from the dead-state
environment.

1.2.1.1 The Exergy Function The exergy function is a general potential
work function for simple chemical systems. The function evolved from the work
of Carnot and Clausius, and is due to Gibbs [13]. The function is expressed as
follows:

E s = U + P0V − T0S −
∑

μc0Nc (1.1)

Here, E s is the maximum work that could be obtained from a sample of matter of
energy U , volume V , number of moles (or mass) of each matter species Nc when
the sample of matter is allowed to come to equilibrium with an environment of
pressure P0, temperature T0, and chemical potential μc0 for each species Nc. The
same expression measures the least work required to create such a sample of matter
from same environment. A form useful to second-law computations for systems in
the steady state is

E f = H − T0S −
∑

μc0Ni (1.2a)

where E f is flow exergy. For convenience, it is often expressed as the sum of
two changes: (1) a change under constant composition {Xc} from the state at
P and T to a state at a reference point between P0 and T0 and (2) a change
under constant P0 and T0 from composition {Xc} to a state at reference {Xc0}. The
state at P0 + T0 + {Xc0} defines the reference dead-state environment for computing
exergy

E f = (H − H 0) − T0(S − S ◦
) +

∑
(μc − μc0)Nc (1.2b)

where (H 0 − T0S ◦
) P0,T0,Xc

= (
∑

μcNc) P0·T0
is used.
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All special forms of potential workfunctions such as Carnot work, Keenam’s
availability, Helmholz free energy, and Gibbs free energy are obtainable from ideal
interaction between a simple chemical system and large dead state environment
using mass, energy and entropy balances as given by El-Sayed [14].

Section 1.A.3 (in the end-of-chapter Appendix) gives some useful forms of flow
exergy in terms of measurable parameters and discusses the selection of the dead-
state environment(s). Two or more dead-state environments may be used whenever
there is no interest in their relative work potential. A known equilibrium chemical
reaction may be introduced to establish the equivalent equilibrium composition of
a missing species in a selected dead state environment.

1.2.2 Improved Costing Analysis

Most engineering activities seek the extreme of an objective function, which is
usually a multicriterion function. Some criteria can be quantified in terms of
monetary values such as fuel, equipment, and maintenance costs. Others involve
nonunique assumptions regarding quantification of economic factors such as envi-
ronmental impact, reliability, safety, and public health. In the design phase of
an energy system, however, concern peaks around two criteria— fuel and equip-
ment —without violating other desired criteria. A closer look at the interaction
between fuel and equipment (products of specified materials and shapes) now
follows to establish an improved costing analysis along with the improved thermo-
dynamic analysis—in other words, to establish a thermoeconomic analysis.

Even when the objective function focuses on fuel and equipment only as costs,
the analysis becomes multidisciplinary in nature. At least four disciplines of knowl-
edge participate in information exchange: thermodynamics, design, manufacture,
and economics. A communication protocol has to be established among the partic-
ipating disciplines to provide cost with a rational basis.

Unfortunately, bidding information and some engineering practices for estimat-
ing the capital costs of major energy conversion devices are not helpful in the
improvement of system design. The estimations are often oversimplified by a duty
parameter for a group of devices such as a simple gas turbine unit costs of $500/kW.
Such costs are not responsive to efficiency changes. The obvious way to recover
missed information is to communicate with designers and manufacturers or to apply
their practices encoded by suitable mathematical models.

1.2.2.1 The Quantification of the Manufacturing and Operation
Resources for a Device Any energy conversion device requires two
resources: those needed to manufacture it, Rmanuf, and those needed to operate
it Roperate. These two resources increase with the device duty (capacity and
pressure–temperature severity) and are in conflict with the device performing
efficiency (one or more efficiency parameters). Since both resources are expensive,
their minimum sum is sought.

1.2.2.1.1 The Manufacturing Resources The leading manufacturing activi-
ties are materials, R&D, design, and construction. Exergy destruction associated
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with the performed activities of these activities are difficult to trace back or evalu-
ate. The capital cost of a device Z in monetary units is an indicator of the performed
activities, if not the best indicator. The capital cost, in turn, may be expressed by
one or more characterizing parameters and their unit-dimensional costs:

Z = �cai Ai + k (1.3)

Usually one characterizing surface Ai of unit surface cost cai is an adequate
quantification of Z . Ai is evaluated by an updated design model. The unit cost cai
is a manufacturing cost evaluated by an updated manufacture model. The rate of
the manufacturing resources then becomes

Rmanuf = Z = cz ca(Vmanuf)A(Vdesign) (1.4)

where Z is the capital cost rate and cz is the capital recovery rate.

1.2.2.1.2 Operating Resources The primary operation resources are related to
fueling and other maintenance materials and activities. The fueling resource is what
the device pulls or draws from the fueling supply point. In other words, it is simply
the exergy destruction performed by the device. Engineers, however, use efficiency
parameters (pressure loss ratio, adiabatic efficiency, effectiveness, etc.) to account
for exergy destruction. All devices destroy exergy for their operation, depending
on their performance efficiency. Only ideal devices (operating at 100% efficiency),
which do not exist, have zero exergy destruction when performing their duties. The
rates of operating resources that do not go to the products are directly quantified
by the rates of exergy destruction. In monetary units, the operating resources can
be expressed as

Roperate = cdD({Vduty}, {Vefficiency}) (1.5)

where D is the rate of exergy destruction of a device depending on its duty and effi-
ciency and cd is the cost of its exergy destruction; cd depends on the cost of the fuel
feeding the system and on the position of the device within the system configuration.
The objective function Ji of a device i to minimize at the device level is

Ji = Rmanuf + Roperate

= czi cai (Vmanufacture)Ai (Vdesign) + cdiDi ({Vduty}, {Vefficiency}) (1.6)

1.2.2.2 Correlating the Manufacturing Resources of a Device in Terms
of Thermodynamic Variables Communication between the thermodynamic
and the design models makes it possible to express Ai as a minimized surface
Ai min({Vduty}, {Vefficiency}), and communication between the design and the
manufacture models allows one to express cai = Zmin(Vmanuf)/A(Vdesign) as a
minimized unit surface price ca min({Vduty}, {Vefficiency}).



10 WATER DESALINATION REVISITED IN CHANGING PHYSICAL AND ECONOMIC ENVIRONMENTS

State-of-the-art or updated design and manufacture models are sought for major
system devices. A conventional thermodynamic model delivers to each device
its respective {Vduty}, {Vefficiency} obtained from one feasible system solution. The
design model of the device minimizes the characterizing surface of the device
by adjusting the design dimensions of the design model that represent its design
degrees of freedom. The minimized surface Amin is sent to the manufacture model
to minimize the manufacturing cost of the device design blueprint by adjusting
the decision variables of the manufacture model, which represent its manufactur-
ing degrees of freedom. The minimized unit surface cost ca min is the minimized
manufacturing cost/Amin.

This process is repeated over a range of feasible system solutions of interest to
optimal system design. A matrix of rows representing feasible system solutions as
related to a device and of columns representing thermodynamic duty and efficiency
variables, design decision variables, and manufacture decision variables allows the
manufacturing cost of a device in terms of design and manufacturing variables to
be correlated in terms of thermodynamic variables.

A device objective function in terms of thermodynamic variables can be
expressed as

Ji = Rmanuf + Roperate

= cz cai min({Vduty}, {Vefficiency})Ai min({Vduty}, {Vefficiency})
+ cdi Di ({Vduty}, {Vefficiency}) (1.7)

where caimn, Ai min, and Di are all functions of {Vduty} and {Vefficiency}, tending, in
general, to increase with duty, and are at conflict with efficiency.

Communication between the system thermodynamic model and the design
models of its devices has been applied to a fair number of any conversion
devices as given in Section 1.A.1. An example of such communication for
forced-convection heat exchangers, in which the manufacturing cost of a heat
exchanger is expressed in terms of thermodynamic variables, is given in Section
1.A.2.

However, the communication between design and manufacture is still lagging.
The unit surface manufacture cost is derived, at the moment, from published cost
information rather than by manufacturing models. The communication between
design and manufacture models of devices is still being formulated.

1.2.3 Enhanced Optimization

1.2.3.1 Two Simplifying Assumptions The optimization of an energy
system configuration is most expedient when the system devices are optimized
one by one with respect to the decision variables of the system. Improved
thermodynamic and costing analyses have two basic features that qualify a system
for device-by-device optimization:

• The assignment of fuel consumption to each device of the system establishes
the operating costs of the system devices.
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• Most of the decision variables are efficiency parameters whose major impact
is on the local manufacturing costs of their respective devices.

Two simplifying assumptions are introduced to allow device-by-device optimiza-
tion with respect to efficiency decisions as explained in the following paragraphs:

• An average exergy destruction cost applies to all devices.
• Efficiency decisions are local to their devices followed by a correction for

their effect on other devices.

1.2.3.2 The Conditions of Device-by-Device Optimization The objec-
tive function of a device is expressed in Equation (1.7). The objective function of
a system configuration, in terms of {Vduty, Vefficiency}, given a sizing parameter for
the production rate and having one fueling resource, is

Minimize Js = cF F +
n∑

i=1

ZT + CR

= cF F +
n∑

i=1

Zi + CR

= cF F +
n∑

i=1

Czi Zi + CR

= cF F ({Vduty, Vefficiency}) +
n∑

i=1

czi caiAi ({Vduty, Vefficiency}) + CR (1.8)

where F is fuel rate; ZT the total capital cost recovery rate; Zi the capital cost
recovery rate of a device; n , the number of devices; and Zi , the capital cost of each
device represented by one characterizing dimension Ai . CR is a constant remainder
cost as far as the system design is concerned. When a design becomes a project,
CR may become a variable with respect to other non-system-design decisions.

To express the cost objective function of a system [Eq. (1.8)] in terms of the
functions of the manufacturing and operating resources of its devices [Eq. (1.7)],
the following condition must apply to a device i after dropping the constant CR:

∂Js

∂Yj
= ∂Ji

∂Yj
= 0 (1.9)

where Yj is a system decision variable, Js is the objective function of the system,
and Ji is that function of a device i in the system:

∂Js

∂Yj
= cf

(
∂EF

∂Di

)(
∂Di

∂Yj

)
+

(
∂ZT

∂Zi

) (
∂Zi

∂Yj

)
= cfKe ji

∂Di

∂Yj
+ Kzji

(
∂Zi

∂Yj

)

= ∂Ji

∂Yj
(1.10)
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where

cFF = cfEF (1.11a)

Ke ji =
(

∂EF

∂Di

)
by a small change in Yj (1.11b)

Kzji =
(

∂ZT

∂Zi

)
by a small change in Yj (1.11c)

IF Ke ji and Kzji are independent of Yj or at least weak functions of Yj , then
Equation (1.9) gives the objective function of a device as follows:

Ji = cfKe ji Di + Kzji Zi (1.12a)

= cd i Di + czi caiAi (1.12b)

Then cd i = cfKeji , and the capital cost rate is modified by Kzji .
The condition that a device can be self-optimized in conformity with the objec-

tive function of its system is that Ke ji and Kzji can be treated as constants.
The major effects of most efficiency decision variables on their respective

devices (Ke ji = Ke ii), converging to the condition of Equation (1.9) with Kzii = 1.
They are denoted as local YL. Few efficiency decisions have their major effect on
more than one device such as heat exchange effectiveness of two heat exchangers in
series. These are identified as global YG. Their values {Ke ji and Kzji } will continue
to change, leading to random fluctuations of the system objective function with no
sign of convergence. A slower optimization routine, often gradient-based, has to
be used for these few global decisions. Because most efficiency decision variables
are designated as local, it is worthwhile to utilize the piecewise optimization of
the system devices, to gain insight into possible improvements and to ensure rapid
optimization.

1.2.3.3 The Form of Ai min and Di of a Device A suitable form to express
Ai min and Di in terms {Viduty} and {Viefficiency}, particularly for optimization, is a
form extracted from geometric programming:

Ai min = ka

n∏
j=1

(Vi duty)
da
j

(Vi efficiency)
ea
j

(1.13)

Di = kd

n∏
j=1

(Viduty)
dd
j

(Vi efficiency)
ed
j

(1.14)

where ka and kd are constants; n is the number of correlating variables, and da, ea,
dd, and ed are exponents. For the local decisions

Ji = cfKei Di (YLi ) + Kzi czi cai Ai (YLi ) (1.15)
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where the exergy destruction price cd i = cfKe i and Kei = δEF/δDi through a
change δYLi and is always a positive quantity. Ke i converges to a constant, and
K zi converges to 1.

Equation (1.15) boils down, as far as the optimization of YLi is concerned, to a
generalized form of a Kelvin optimality equation:

Ji = keYL i
ne + kz YLi

nz (1.16)

where ke and kz are lumped energy and the capital factors, considered weak func-
tions of YLi, and ne and nz are exponents of opposite signs. The Kelvin optimality
equation has the exponents 1 and −1. If ke and kz were precisely constants, then
the optimum is reached in one system computation by the analytical solution

YL i opt =
[−(kz nz )

(kene)

]1/(ne−nz)

(1.17)

1.2.3.4 Convergence to System Optimum The decisions idealized as local
are not in complete isolation from the rest of the system. They influence the duties
passed over from their devices, as mass rates, heat rates, or power, to other devices.
The effect of these duties on cost within the range of system optimization is linear.
To allow for this mild variation to adjust and converge to the system optimum,
system computations are repeated using the analytical solutions of Equation (1.17)
as an updating equation.

Substituting Di and Ai for ke and kz , we obtain the updating equation for
convergence:

YL i new = YLi old

[
(−nm/ne)(czi cai Ai )

cd i Di

]1/(ne−nm)

(1.18)

Equation (1.18) happens to converge to a system’s optimum in seconds (four to
six iterations).

1.2.3.5 Optimization of System Devices by One Average Exergy
Destruction Price According to Equation (1.15), each device i has its own
exergy destruction price cd i . With Kzi converging to 1, we obtain

∑
cd i Di = cfEf = cf

(∑
Di +

∑
Dj +

∑
Ep

)
(1.19)

where {Ep, Ef) are exergies of feeds and products, {D} are exergy destruction by
the devices, and {Ej } exergy of wasted streams and cf is fuel price per unit exergy.
Then, introducting an average cda such that

cda

∑
Di =

∑
cd i Di = cfEf = cf

(∑
Di +

∑
Dj +

∑
Ep

)



14 WATER DESALINATION REVISITED IN CHANGING PHYSICAL AND ECONOMIC ENVIRONMENTS

we obtain

cda = cf(1 +
∑

Dj /
∑

Di +
∑

Ep/
∑

Di ) (1.20)

A slightly higher cd than cda often improves further the desired objective function.

1.2.3.6 Global Decision Variables Few decision variables belong to the
system as a whole and are considered global. Operating pressure and temperature
levels of a system are examples of global decisions. Occasionally a local decision
such as a temperature difference has a global effect. Devices are not decomposed
with respect to these decisions. A nonlinear programming algorithm may be invoked
to solve for the optimum of these decisions simultaneously. If the range of varia-
tion of global decisions is narrow, manual search may be sufficient. For automated
optimization, a simplified gradient-based method that ignores cross second deriva-
tives may also be sufficient. This simplified method avoids singular matrices, which
block solutions and often occur in systems of process-oriented description. It also
converges, if guided to differentiate between a maximum and a minimum, as shown
by the following updating equations for a global decision YG:

YG new = YG old ± �Y (1.21a)

�Y = ABS

[
δY

(g2 − g1)(−g1)

]
(1.21b)

g1 = (J1 − J0)

δY
(1.21c)

g2 = (J2 − J1)

δY
(1.21d)

δY = YG1 − YG0 = YG2 − YG1 (1.21e)

The updating equation [Eq. (1.21)] requires three system computations to obtain
three neighboring values of the objective function assuming, for example,
YG0, YG0 + δY and YGO + 2δY for each global decision. After {�Y } of the
simultaneous solution has been obtained, the ± sign is then assigned to guide the
change in the favored direction because zero gradient represents both maximum
and minimum.

References listed in Section 1.F.8 at the end of this chapter are additional useful
readings for the preceding Section 1.2.

1.3 THE SCOPE OF ANALYSIS

1.3.1 Desalination Related to Physical and Economic Environments

Desalted water is either coproduced with power production where the combined
system is fossil-fuel-driven or self-produced, driven indirectly by fossil fuel
by engines or by power from the grid. Most grid power is fossil-fuel-driven.
The remaining grid power is driven by renewable sources of energy or by
nuclear energy.
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When desalted water is fossil-fuel-driven, two streams are to be dumped in
the environment: an exhaust gas stream and a concentrated brine stream. When
the exhaust is dumped in air CO2 emission occurs. When concentrated brine is
dumped back into the sea, marine life is damaged; and when dumped underground,
the salinity of the underground water rises fast because of the limited amount of
underground water. Dumping waste directly in the physical environment is the
cheapest way to dispose of waste, but at the expense of the environment.

When desalted water is driven by solar, wind, or tidal energy, only the brine
stream needs to be dumped. Exhaust gases are absent as well as CO2 emission.
Thus, in terms of CO2 emission, renewable-energy-driven desalination systems
are the most ecofriendly.1

For fossil-fuel-driven desalination systems, the higher the efficiency of the
system, the lower the fuel burning and hence the CO2 emission for the same
produced product(s). This pattern continues until cost loses its competitiveness in
the market as a limit to the reduction of CO2 emission. The economic environment
imposes the limit.

In view of the points discussed above, a number of desalination systems will
be evaluated in terms of efficiency, cost, and CO2 emission, assuming that direct
dumping of concentrated brine is tolerated.

The avoidance of direct brine dumping will be treated by going to zero liquid
discharge where more desalted water is obtained and solid salts can be safely
transported isolated dumping locations. Predumping treatment is another option to
safe dumping but is not considered in this study.

The idea of generating power by the concentration difference between concen-
trated brine and seawater will be investigated as a source of power though it does
avoid the effect of direct dumping.

1.3.2 The Systems Considered

Systems with nine different configuration types, each intended for a specified
purposes, are considered here. Four configuration types are fossil-fuel-driven
burning natural gas, two are grid-power-driven, two are solar-driven, and one is
concentrated-brine-driven. The purpose is to capture ideas that may help meet
the challenges of diminishing fossil-fuel resources, increased CO2 emissions, and
hazardous-waste dumping.

The methodology of analysis is explained in Section 1.2. Accordingly, each
system is described with respect to its working fluids and their thermodynamic
properties and by its devices and their thermodynamic decision variables. The
decision variables are used to solve mass balance, energy balance, and exergy

1More accurate assessment of energy and environmental impact should include calculation of embodied
energy and emissions, i.e. the energy and emissions associated with the system construction. These
might be rather high when renewable energy such as solar, wind, marine or osmotic is used, because of
the relatively large quantity of hardware needed. These were not included in this chapter, which does
not diminish the value of its conclusions, especially since embodied values are often small relative to
operational ones. The Editor-in Chief.
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balance equations leading to a feasible solution with the lower number of itera-
tive loops. A characterizing surface of heat transfer, mass transfer, or momentum
transfer is identified for each device. The cost of the device is rated per unit
manufacturing cost of the characterizing surface. Decision variables are changed
manually to minimize a cost objective function of the system.

The flow diagrams of the systems considered for their purposes are
Figures 1.1–1.9. Figure 1.1 shows the gas turbine/multistage flash distillation
(GT/MSF) cogeneration system with 100 MW power. Figure 1.2 shows the simple
combined cycle (SCC) at 100 MW power, with compressor pressure 135 psia
and firing temperature 1600◦F. Figure 1.3 shows the vapor compression (VC)
system of 10 migd (million imperial gallons per day) water. Figure 1.4 shows
VC at the same capacity but with zero liquid discharge. Figure 1.5 depicts the
reverse-osmosis (RO) system in one and two stages of 10 migd water. The
two-stage system is a standby system in case one stage fails to deliver potable
product water. Figure 1.6 shows an RO of the same capacity but for zero liquid
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Figure 1.1 Gas turbine/multistage flash distillation cogeneration system.
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Figure 1.2 Simple combined cycle SCC.

discharge. Figure 1.7 shows a 0.2-usmgd solar photovoltaic/reverse-osmosis
(PV/RO) system for small communities of about 1000 people. Figure 1.8 shows a
1-usmgd solar photovoltaic/electrodialysis (PV/ED) system for partial recovery of
irrigation drainage. Figure 1.9 represents a concentrated-brine-driven system for
power generation Delta-Xs-Power (osmosis power). A concentrated brine stream
of 10 usmgd is assumed.

For the systems in Figures 1.1–1.6, the imperial gallon was used. For the systems
in Figures 1.7–1.9, the us gallon was used. (The imperial gallon is 1.2 US gallons.)

For the systems in Figures 1.1–1.3, the optimization is automated for the effi-
ciency decision variables. The design models of the devices of these systems have
many design degrees of freedom to generate preformulated design-based costing
equations for the devices. This, in turn, allows for automated computation of the
minimized characterizing surfaces. Minimization of the cost objective functions the
devices is enhanced given the unit surface costs and the unit exergy destruction
costs of the devices.
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Figure 1.7 The Photovoltaic/Reverse osmosis desalination system PV/RO.

For the remaining systems the optimization is manual since there are not enough
design options (design degrees of freedom), unlike those of the devices of systems
1–3.

Each system has two design points: a reference design point and an improved
design point, by automated or manual optimization. Two economic environments
are also considered. One represents an oil price index of $25/bl (barrel) and the
other one represents $100/bl. Although it is difficult to predict the price structure
under rising oil prices, a simple prediction is assumed. Fuel, power, and steam
costs at a rate of $100$/bl are set at 4 times those at $25/bl. Capital cost of devices
and the cost products are set at a lower rate of 2 times.

The GT/MSF system is designed for two products (power and water) while
being driven by a single fuel resource. Often, the decision variables of the system
permit one product rate as a decision variable. A power of 100 MW is selected as
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Figure 1.8 Current competitiveness of PV/RO system [18]. pW: peak watts.

the decision product rate. The objective of maximizing profitability is considered
for this particular system, in which computed water product rates ranged from 8
to 10 migd.

For cogeneration systems such as the GT/MSF system, various assumptions have
been proposed to allocate the production cost to water and power. The assumptions
are all logical but the allocations differ significantly. The allocation assumed here
uses the capital cost of each subsystem as belonging to that subsystem. The fuel
is allocated in proportion to the exergy destructions and waste streams of each
subsystem. This gives a lower bound to the cost of water since no devices or their
exergy destructions are shared by the two subsystems. Higher water cost is obtained
if the exergy destruction of combustion is shared.

For the GT/MSF and SCC systems a default power load profile that varies from
20 to 100 MW with a load factor of 0.583 is assumed. Both ideal and actual control
features are considered. Ideal control assumes design efficiency at all load fractions
(implying variable geometry devices). The actual control considered keeps the rate
of airflow to the gas turbine compressor at the design value while increasing the
air/fuel ratio. A quadratic equation for system efficiency as function of load fraction
is assumed for design efficiency at maximum load and 20% efficiency at minimum
load. Both GT/MSF and SCC systems are run without and with night products to
evaluate the effects of improved load factor. Both systems considered include an
RO subsystem for the night product. Two time periods are identified. The first lasts
from midnight to 6 A.M. where a power of 80 ± 0.5 MW is available. The second
lasts from 7 P.M. to 11 P.M. where a power of 40 MW ±0.5 MW is available.
For the SCC system, a water electrolysis subsystem producing H2 and O2 as night
products is also considered.
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Figure 1.9 Photovoltaic/electrodialysis (PV/ED) system: (a) integrated PV/ED; (b) sepa-
rated PV/ED (compact design ED).

For the SCC-driven VC and RO desalting systems, two types of rejected stream
disposal are assumed: a conventional brine discharge and a salt discharge (zero
liquid discharge).

For the PV/RO and PV/ED solar systems, a solar intensity profile at 30◦ north
latitude is assumed.

For the �-Xsalt-Power system (osmosis power), sodium chloride ideal solution
is assumed. Salt content 0.04 is assumed for sea and ≤ 0.25 salt content is assumed
for the driving brine.

Sample runs of the various systems considered are given in Tables 1.1–1.7.
Table 1.1 lists data obtained for GT/MSF cogeneration runs; Table 1.2, SCC power
runs; Table 1.3, SCC/VC runs; Table 1.4, SCC/RO runs; Table 1.5, PV/RO runs;
Table 1.6, PV/ED runs; Table 1.7, osmosis power of �-Xsalt.
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Table 1.5 Reverse-Osmosis/Photovoltaic Systems

Runs

Parameter 1 2 3 4 5 6 7 8 9

Input
Awtr, lb/(h · ft2·

psi)
0.04 0.04 0.04 0.04 0.04 0.04 0.01 0.002 0.01

Bsalt, ft/h 0.0005 0.0005 0.0005 0.0005 0.0005 0.0005 0.0005 0.0003 0.0008
Top pressure, psia 900 900 900 900 900 900 1,250 1,800 600
Hbrn flow, in. 0.06 0.06 0.06 0.01 0.06 0.01 0.05 0.015 0.015
PV cell type 1 2 3 1 1 3 1 1 1
Cell lab efficiency 0.13 0.14 0.19 0.13 0.09 0.19 0.13 0.13 0.13
$/peak, W 0.308 6.15 4.34 2.50 5.67 3.53 3.08 3.08 3.08
Solar flux, kW/m2 0.65 0.65 0.65 0.8 0.5 0.8 0.65 0.65 0.65
Operation days per

year
365 365 365 365 240 365 365 365 365

Eff pump/turbine,
each

0.9 0.9 0.9 0.9 0.8 0.9 0.9 0.9 0.9

Xsalt feed, lb/lbm 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.01
Xsalt reject, lb/lbm 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.04
Field 0.85 0.85 0.85 0.85 0.60 0.85 0.85 0.85 0.85

Output
Product salt, ppm 467 467 487 201 467 201 484 489 494
RO surface, ft2 14,809 14,809 14,809 9,491 14,826 9,491 17,892 45,857 35,209
PV surface, ft2 17,109 15,096 11,665 15,885 42,412 10,830 23,767 37,820 10,177
Power, kW 129 120 129 148 174 148 179 286 77
EO dissipation,

kW
102 102 102 120 147 120 152 258 49

PV dissipation,
kW

902 780 573 1,030 1,793 655 1,253 1,993 536

RO process
efficiency

0.32 0.32 0.32 0.28 0.24 0.28 0.23 0.15 0.19

RO mmbr number 1,593 1,593 1,593 4,780 1,591 4,780 1,549 1,732 1,255
Pressure, ϕp 1.2 1.2 1.2 1.6 1.2 1.6 1.8 3.6 2.0
�Pbrn, psi 3.1 3.1 3.1 402 3.1 402 6.5 606 197
Average Hmass, ft/h 0.197 0.197 0.197 0.776 0.197 0.776 0.210 0.345 0.293
$25/bl economy (0.05,0.5)
Capital, $M 0.612 1.017 0.779 0.509 1.212 0.664 0.813 1.536 0.732
PV unit cost $/ft2 23.7 53.7 49.1 23.7 23.7 49.1 23.7 23.7 23.7
Cpwr $/kWh (0.05) 0.107 0.215 0.152 0.087 0.723 0.123 0.107 0.107 0.107
Cwtr $/m3 (0.5) 0.673 0.940 0.783 0.508 1.624 0.610 0.862 1.849 1.126
Competitiveness Near — Near Yes — Near Near — —
$100/bl economy

(0.2,1)
— — — — — — — — —

Capital, $M 1.224 2.035 1.558 1.018 2.424 1.328 1.625 3.071 1.462
PV unit cost, $/ft2 47.4 107.4 98.1 47.4 47.4 98.1 47.4 47.4 47.4
Cpwr, $/kWh (0.2) 0.215 0.430 0.303 0.175 0.602 0.247 0.215 0.215 2.15
Water cost,

$/m3 (1)
1.347 1.879 1.566 1.016 3.248 1.220 1.723 3.698 2.252

Competitiveness Almost — Near Yes — Almost Near — —
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Table 1.6 Photovoltaic/Electrodialysis Systems

Runs

Parameter 1 2 3 4 5 6 7 8 9

Inputs
Feed, ppm 5,000 5,000 5,000 5,000 5,000 5,000 2,000 10,000 10,000
Product, ppm 500 500 500 500 500 500 500 300 500
ED desalting

efficiency
0.3 0.3 0.3 0.6 0.1 0.5 0.3 0.3 0.6

Applied voltage 120 120 120 120 60 120 60 120 60
Current

densityAmp/m2
100 100 100 100 50 100 50 100 50

Brine recycle ratio 0.8 0.8 0.8 0.0 0.85 0.8 0.0 0.8 0.0
PV cell type 11 22 33 11 11 33 11 11 11
Cell lab efficiency 0.1275 0.145 0.187 0.135 0.09 0.187 0.1275 0.1275 0.135
$/peak W 3.077 6.154 4.344 2.361 5.667 3.529 3.077 3.077 2.906
Solar flux, kW/m2 0.65 0.65 0.65 0.8 0.5 0.8 0.65 0.65 0.65
Operation days per

year
365 365 365 365 240 365 365 365 365

Field desalination-
efficiency

0.85 0.85 0.85 0.9 0.60 0.85 0.85 0.85 0.9

Output

Wtheor, Btu/lb
produced

0.19 0.19 0.19 0.12 0.21 0.19 0.18 0.25 0.17

ED surface, m2 55.4 55.4 55.4 17.9 725.6 33.2 207.8 71.6 96.7
PV surface, m2 2,406.6 2,123.4 1,640.8 602.4 14,473.2 801.9 2,257.3 3,106.4 996.2
Power, kW 195.53 195.53 195.53 63.79 638.52 117.61 183.41 252.39 85.70
ED dissipation, kW 202 202 202 29 652 124 150 270 38
PV dissipation, kW 1,365 1,181 867 417 6,585 522 1,289 1,762 560
ED overall

efficiency
0.299 0.299 0.299 0.593 0.100 0.497 0.299 0.299 0.595

ED membrane
number

55 55 55 18 726 33 208 72 97

�P flow, psi 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3
Reject brine Xsalt

ppm
27,511 27,511 27,511 9,502 35,015 27,511 3,501 58,515 1,905

Brine Xsalt, ppm 23,009 23,009 23,009 5,000 30,513 23,009 2,000 48,812 10,000
$25/bl economy

(0.05,0.5)
— — — — — — — — —

Captl $M 0.62 1.23 0.87 0.16 3.78 0.43 0.60 0.80 0.27
PV unit cost $/m2 255 578 528 255 255 528 255 255 255
Cpwr, $/kWh (0.05) 0.107 0.215 0.152 0.082 0.301 0.123 0.107 0.107 0.102
Cwtr, $/m3 (0.5) 0.044 0.089 0.063 0.011 0.406 0.031 0.042 0.057 0.018
Competitiveness Near — — Yes — Near Near Almost Almost
$100/bl economy

(0.2,1)
— — — — — — — — —

Capital, $M 1.24 2.47 1.75 0.31 7.56 0.85 1.20 1.60 0.53
PV unit cost, $/m2 510 1,156 1,056 510 510 1,056 510 510 510
Cpwr, $/kWh (0.2) 0.215 0.430 0.303 0.165 0.602 0.247 0.215 0.215 2.03
Water cost $/m3 (1) 0.089 0.177 0.125 0.022 0.811 0.061 0.083 0.114 0.037
Competiteness Near — — Yes — Near Near Yes Yes
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The results have been presented in tabular rather than graphical format because
of the large number of decision variables. Thermodynamic decision variables are
no less than 15 for any system, and the thermodynamic decisions trigger both
design and manufacture decisions because of the design and manufacture degrees
of freedom involved. Graphs are more transparent in presenting results for cases of
one or two decision variables. The number of two and three-dimensional relations
explodes, however, with a large number of decision variables.

1.4 THE ANALYZED SYSTEMS IN DETAIL

1.4.1 Gas Turbine/Multistage Flash Distillation Cogeneration Systems

1.4.1.1 Flow Diagram Figure 1.1 is a flow diagram showing a steam turbine
both idle and refiring active under less than design power load. Ejector steam and
blowdown are allowed for. Airblade cooling for higher firing temperature is allowed
for but not employed. The system has 63 thermodynamic decision variables, 24
of which can be manipulated to improve its cost objective function of higher
profitability.

1.4.1.2 Major Features of the Results
• A night product raises the load factor from 0.583 to 0.865 and produces

5625 t/h desalted water <500 ppm, assuming an RO power requirement of
5 kWh/t. Profitability is reduced in the absence of a night product and is raised
to 5–10 times the design steady-state value in the presence of a night product,
provided all night product is salable.

• The CO2 emission is slightly reduced from 64 to 56 t/h with higher profitability
since burning fuel by refiring is essential to maintain the steady production of
the MSF distiller. Auxiliary boilers and the throttling of high-pressure steam
are alternatives that maintain the steady production of MSF distiller with the
same weak effect on CO2 emission.

• The cost of water remains around $1/t and the cost of power around
$0.038/kWh for $25/bl economy. For $100/bl economy the costs are ∼ $3/t
for water and ∼ $0.12/kWh for power.

• The first- and second-law efficiencies are raised from their design values of
0.3 and 0.355 to 0.37 and 0.405, respectively, with higher profitability.

• Automated optimization changes all the 24 manipulated decision variables.
For example, the number of MSF stages is raised for its design value of 18
to 28, the pinch point is reduced from 50◦F to around 10◦F, and the level of
adiabatic efficiencies of compressor, gas turbine, and steam turbine is raised
from 0.85 to 0.92 for higher profitability.

• The improved design points differ for each of the two economies considered,
namely, $20/bl and $100/bl oil.
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• The fuel penalty of actual control compared to ideal control (the design
efficiency remains constant at all load fractions) for the reference system is
26 MW with no night product. This corresponds to $260/h for $20/barrel
economy and to $1042/h for $100/bl economy. The penalty for higher
profitability is only about 7 MW with a night product of desalted water.
This corresponds to $70/h for a $25/bl economy and to $280/h for $100/bl
economy

1.4.2 The Simple Combined Cycle Systems

1.4.2.1 Flow Diagram Air-cooling (see Fig. 1.2) of blades is allowed for but
not employed since the firing temperature is only up to 1600◦F. The steam turbine
expands steam to condensing temperature of 100◦F. The power to be delivered after
system needs have been satisfied is set to 100 MW. The number of thermodynamic
decision variables is 34, 18 of which manipulated to lower production cost.

1.4.2.2 Major Features of the Results
• A night product raises the load factor from 0.583 to 0.865 and produces

5625 t/h desalted water <500 ppm during installation of a night RO desalter
of currently attainable power requirement of 5 kWh/t and produces 0.36 t/h
H2 and 2.88 t/h O2 during installation of a night water electrolyzer of power
requirement 78.25 MWh/t H2, which represents �Gf of the water content
divided by an efficiency factor of 0.42 for a direct-current intensity of 1 A/cm2.
Profitability becomes a loss in the absence of night products and is raised to
5–10 times the design steady-state value in the presence of night products,
provided all night products are salable.

• The CO2 emission design value is 45 t/h (compared to 64 t/h of the GT/MSF
case). The emission is reduced to 40 and 36 t/h with improved lower produc-
tion cost.

• The cost of power is ∼ $0.035/kWh for 25$/barral economy and ∼ $0.12/kWh
in $100/bl economy.

• The first- and second-law efficiencies are raised from their design values
of 0.4 and 0.46 to 0.43 and 0.465, respectively, for lower production
cost.

• The fuel penalty of actual control compared to ideal control is 19.5 MW
with no night product. This corresponds to $195/h for $25/bl economy and
to $781/h for a $100/bl economy. The penalty for lower production cost is
only ∼5.5 MW, with a night product of desalted water or of H2 and O2.
This corresponds to $59/h for a $25/bl economy and to $220/h for $100/bl
economy.

• The cost of night product of water is a $0.24/t, and that of H2 and O2 is $228/t
for a $25/bl economy. For a $100/bl economy, the corresponding costs are
$0.74/t and $889/t.
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1.4.3 Vapor Compression Systems Driven by the Figure 1.2 Simple
Combined Cycle

1.4.3.1 Flow Diagrams Figure 1.3 shows a vapor compression (VC) distiller
with 16 thermodynamic decision variables, three of which are manipulated to lower
production cost. The operating temperature is maintained at 160◦F.

Figure 1.4 shows its version of Figure 1.3 for zero liquid discharge (ZLD) with
19 decision variables, none of which are manipulated for lower production cost.
Compressor efficiency is set at 85%, with a of pressure ratio of 2.73 and a suction
pressure of 0.7 psia. This low suction pressure calls for more than 10 compressors
of reasonable inlet area operating in parallel.

Both VC versions are driven by the simple combined cycle shown in Figure 1.2,
with 34 decision variables, 18 of which are manipulated to lower production
cost.

1.4.3.2 Major Features of the Results
• No night product is introduced because the production is at steady state, pro-

ducing 10 migd water by VC desalter.

• The reference design of the VC distiller has a capital cost of $39M for com-
pressor and heat exchange surfaces and requires 44 MW power. The driving
simple combined cycle (SCC) requires, in turn, 109 MW fuel. For a $25/bl
economy, the cost of water is $1.1/t. The cost of power is as delivered
by the combined cycle $0.0364/kWh. For a $100/bl economy, the cost of
water is $3.36/t and the cost of power as delivered by the combined cycle is
$0.1225/kWh.

• The improved design by lower production cost has a capital cost of $210M
and requires 17.5 MW power. The driving SCC requires, in turn, 40 MW fuel.
For a $25/bl economy, the cost of water is $1.1/t and the cost of power as
delivered by the combined cycle is $0.035/kWh. For a $100/bl economy, the
cost of water is $2.44/t and the cost of power as delivered by the combined
cycle is $0.115/kWh.

• The concept of zero liquid discharge is considered using single-stage VC.
The result, so far, has not been cost-effective. Power requirement is almost
doubled (77 MW), and so is CO2 emission (35 t/h). The unit cost of water
almost tripled. However, the high pressure of the RO case is avoided but
large parallel compressors operating under vacuum are needed. Section 1.A.4
explains the large power requirement via the theoretical work of separation
extended to zero liquid discharge.

1.4.4 Reverse Osmosis Desalination Systems Driven by the Figure 1.2
Simple Combined Cycle

1.4.4.1 Flow Diagrams Figure 1.5 shows conventional single- (a) and two-
stage (b) reverse-osmosis desalination systems. The two-stage system is only a
standby system in case product water at concentrations of <500 ppm cannot be
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obtained by the single-stage system. The standby option, however, was not required.
The single-stage system has 18 thermodynamic decision variables, 12 of which are
manipulated to minimize production cost with product quality <500 ppm.

The design model of the RO process [15], which is based on numerous equations
[the model is shown in the following diagram, and the equations include Eqs.
(1.22)–(1.31)], and does not have many design degrees of freedom; moreover,
solutions with quality for product water >500 ppm have to be excluded:

0

Ddc/dx

cbJv cJv

Js = Jvcd

cd

cb

cm

x
δ

Jw

Bulk flow Ju

Membrane wall
between A and B
coefficients

Jw = A(�P − ��) = A[(Pm − Pd) − (�m − �d)]

= A[(Pm − Pd) − ϕRT (cm − cd)] (1.22a)

Js = B(�c) = B(cm − cd) (1.23a)

Jv = hm

[
ln

(
cm − cd

cb − cd

)]
(1.24a)

where

Jv(c − cd) − Ddc/dx = 0 (1.25)

x=0

∫ δ

Jvdx =
cm

∫ cb

Ddc/(c − cd) (1.26a)

Jvδ/D = Jv

hm
= ln

[(
cm − cd

cb − cd

)]
(1.26b)

δ = D/hm (1.27)

Jw = Jv(ρ − cd) (1.28)

Js = Jvcd (1.29)

SRO = Md

Jw + Js
(1.30)

ZRO = CaROSRO (1.31)
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where CaRO is the membrane cost per unit membrane surface area. A multiplier
>1 accommodates care of the balance of plants (default 1.5).

Equations (1.22a)–(1.24a), (1.28), and (1.29) are five equations in five unknowns
Jw, Js, Jv, cm and cd. The number of equations and unknowns can be reduced to 3
by substituting Equations (1.28) and (1.29) in Equations (1.22a)–(1.24a), and the
equations and the unknowns may be reduced to 3:

Jw = A[(Pm − Pd) − ϕRT (cm − cd)] (1.22b)

= B(cm − cd)
(ρ − cd)

cd
(1.23b)

= hm(ρ − cd)

[
ln

(
cm − cd)

cb − cd

)]
(1.24b)

The unknowns are Jw, cm, and cd.
The following equations are needed to compute pressure losses and mass

transfer coefficient hm and hence concentration boundary-layer thickness d .
The equations are based on dimensional analysis. Note that the assumption of
single-thickness boundary layer is often used in the analysis of RO membranes.
Baker [16, p. 176] uses δ = 20 μm. This assumption is relaxed by dimensional-
analysis-based equations, where the thickness responds to geometry changes of
flow conduit.

f = 16/NRE for fully developed laminar flow (1.32)

= 0.078NRE
−0.25 for fully developed turbulent flow, NRE < 30, 000 (1.33)

NSH = 1.85

(
NPE

NV

)1/3

to asymptotic value of NSHNPE = 48 (1.34)

for laminar flow between plates(narrow passages)

= 1.62

(
NPE

NV

)1/3

to asymptotic value of NSHNPE = 16 (1.35)

for laminar in tubes, NRe < 1000

= 0.04N 0.75
RE NSC

0.33 (1.36)

for fully developed turbulent flow, NRE > 10, 000

NRE = Reynolds number = Ud
μ

ρ
(1.37)

NPE = Peclet number = V
d

D
(1.38)
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NSH = Sherwood number = hm
d

D
(1.39)

NSC = Schmidt number = μ/
ρ

D
(1.40)

Nv = permeated/flow velocity geometry = Jv
l

Ju/d
(1.41)

Jv = velocity normal to flow(x direction)

Ju = velocity in flow direction

l = length in brine flow direction

d = equivalent diameter of the brine flow area (hydraulic diameter)

d = 4WHn1/2/(W + H )/n2 (1.42)

n1 = blockage factor of brine flow area

n2 = wetted perimeter increase factor

The factors n1 and n2 depend on the thickness and the shape of feed spacers.
The factors produce an equivalent reduced height He of an empty conduit. The
values assigned to n1 and n2 in this model are 0.25 and 2.0, respectively. An
empty conduit has n1 = n2 = 1.

The diffusion coefficient computed by Wilke–Chang equation [17, Reid p. 598]
= 3.55 · 10−6 cm2/s. The diffusion coefficient quoted from Baker [16, p. 176]
= 10 · 10−6 cm2/s, is used in this model. Density ρ and viscosity μ are computed
by transport properties routine of reference [14].

A membrane relation that guarantees an allowable product salt content (e.g.
<500 ppm) may be derived by introducing a membrane dimensionless number
Nm as follows. First, the wall osmosis pressure difference (�m − �d) may be
written in terms of wall and product salt concentrations (mass or mole per unit
volume):

(�m − �d) = ϕRT (cm − cd) (1.43)

where ϕ = 1 for ideal solution and > 1 to accommodate deviations from ideal
solution. In this study, ideal solution is assumed.

Applied pressure (Pm − Pd) may be written in a similar way by introducing ϕP:

(Pm − Pd) = ϕPRT (cm − cd) (1.44)

Jw

Js
= A(ϕP − ϕ)R

T

B
= NM (1.45)

Equation (1.45) is realized in this model development and is believed to be impor-
tant in RO membrane design. It presents the combined influence of membrane
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coefficients and applied pressure (A, B , and P ). The invested pressure above osmo-
sis is measured by ϕP − ϕ, where ϕ = 1 for ideal solutions.

The following are some features of NM:

• For seawater, NM > 1500 seems to guarantee product <500 ppm.

• The larger the NM, the lower the membrane surface requirement for a given
product rate.

• NM is independent of concentration polarization.

A unit of 200 usgpd is considered (surface ∼1 m2). Its flow path is divided
into five sections. The feed concentration is equal to the bulk concentration to
first section. All the parameters of interest along the flow path of each section are
computed. For each section, the permeated flux Jw and membrane concentrations cm
and cd are obtained by solving Equations (1.22b)–(1.24b) simultaneously. The unit
modules and their pressure shells can be arranged in numerous ways to manage flow
pressure losses and shell diameter. A module of 30 units in parallel is selected.
A shell contains three modules in series. About 18 shells provide the required
product rate of 415 m3/d (0.11 usmgd). This satisfies the domestic water demands
of a community of about 1000 persons (0.3 m3 per day per person).

Figure 1.6 depicts a version of a RO with zero liquid discharge of two stages.
The number of stages depends on the solubility limits of the various salt species.
In the absence of membranes selective to specific salt species, Figure 1.6 assumes
a hypothetical version of two stages: (1) a retainer for species other than sodium
chloride and (2) a retainer to sodium chloride. The system has 27 decision variables,
12 of which are manipulated for production cost minimization.

1.4.4.2 Major Features of the Results Please refer to Table 1.4 for sample
runs

• No night product is introduced because the production is at steady state, pro-
ducing 10 migd water by an RO desalter

• The reference design of the RO desalter has a membrane surface of 402,452 ft2

and requires 12.17 MW power (6.376 kWh/t water product). The driving
simple combined cycle (SCC) requires, in turn, 30.3 MW fuel. For a $25/bl
economy, the cost of water is $0.35/t. The cost of power is as delivered by
the combined cycle $0.0364/kWh. For a $100/barrel economy, the cost of
water is $1.03/t and the cost of power as delivered by the combined cycle is
$0.1225/kWh.

• The improved design by lower production cost has a membrane surface
of 806,080 ft2 and requires 5.6 MW power (2.919 kWh/t water product).
The driving simple combined cycle requires, in turn, 13.86 MW fuel. For a
$25/barrel economy, the cost of water is $0.35/t and the cost of power as
delivered by the combined cycle is $0.035/kWh. For a $100/bl economy, the
cost of water is $0.84/t and the cost of power as delivered by the combined
cycle is $0.1148/kWh.
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• For RO, the reference system main decision variables are water coefficient
0.02 lb/(h.ft2·psi), salt coefficient 0.015 ft/h, and pressure 1500 psia. For CC,
the main decisions are pinch 25◦F, compressor efficiency 0.85, and turbine
efficiency 0.9.

• The concept of zero liquid discharge is considered using two stages in
series. The result, so far, has not been cost-effective. The power requirement
increased about 8 times, and CO2 emission almost doubled. Moreover, high-
pressure membranes (5000 psia), probably ceramic, need to be developed.
The large power requirement via the theoretical work of separation extended
to zero liquid discharge is discussed in Section 1.A.4.

1.4.5 Photovoltaic/Reverse-Osmosis (PV/RO) Solar Systems

1.4.5.1 Flow Diagram Figure 1.7 shows the flow diagram of the solar desalter
of small distributed 0.2 migd desalted water for communities of about 10,000
people along with the main variables of the RO subsystem and of the solar
subsystem. Figure 1.8 shows the future potential of this particular solar desalt-
ing system. Figure 1.9 shows two photovoltaic/electrodialysis (PV/ED) configura-
tions.

1.4.5.2 Major Features of Results Please refer to Table 1.5 for sample runs

• All runs use inputs of attainable membrane water and salt coefficients

• The first eight runs assume seawater feed of 0.04 salt mass-fraction and reject
around 0.07 salt mass fraction. The last assume brackish-water feed of 0.01
salt mass fraction and reject 0.04 mass fraction.

• Solar intensity ranged from 0.5 to 0.8 kW/m2, averaging 0.65 kW/m2.

• All runs assume operation of 365 days per year except run 5, which assumes
240 days per year.

• All runs assume loss of cell field efficiency to 0.85 of that laboratory evalua-
tion.

• For a $25/bl oil price index economic environment, a competitive power cost
of $0.05/kWh and a competitive water cost using RO of 0.5 $/m3 can be
assumed. One run is competitive. A few runs are nearly competitive, utilizing
the advantage of no CO2 emission.

• For $100/bl oil price index economic environment, the competitive power
cost is $0.2/kWh (4 times that of the $25/bl index) and a competitive water
cost using RO of $0.1/m3 (2 times that of the $25/bl index) can be assumed.
Competitiveness increases because the cost of a material product escalates at
a lower rate than does power cost.

• Figure 1.8 indicates a promising potential future for PV/RO desalination tech-
nology [18].
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1.4.6 Photovoltaic/Electrodialysis Solar System

The separated PV/ED is the configuration (Fig. 1.9b) considered for analysis. The
feed is assumed to have zero exergy. A simple analysis model is assumed that
does not reveal the distributions of salt and water through flow passages because
of insufficient information on ion exchange membranes.

1.4.6.1 Major Features of the Results Please refer to Table 1.6 for sample
runs

• Efficiencies are used as decisions rather than being computed whenever the
available characteristics of the active surface (membrane or solar cell) do not
permit computiation of the efficiency.

• All runs use inputs of attainable or near attainable efficiencies. Ion exchange
membrane efficiencies ranged from 0.1 to 0.6. Pump efficiency was set at
0.8. DC–AC conversion efficiency was set at 0.95.

• The first six runs assume feed of 5000 ppm salt content. One run assumes
feed of 2000 ppm and one run assumes feed of 10,000 ppm.

• The brine recycle ratio is 0.8 for most runs. For one run the ratio is 0.85. For
three runs the ratio was set to zero.

• Solar intensity ranged from 0.5 to 0.8 kW/m2 and averaged 0.65 kW/m2.

• All runs assume operation of 365 days per year except run 5, which assumes
240 days per year.

• The first three runs compare the three types of solar cells, each at its upper
efficiency.

• Eight runs assume loss of cell field efficiency to 0.85 of that laboratory
standard test values. One run limits the loss to 0.9 the standard test
value.

• For $25/bl oil price index economic environment, a competitive power cost of
$0.05/kWh and a competitive water cost using RO $0.5/m3 can be assumed.
One run is competitive. A few runs are nearly competitive, utilizing the advan-
tage of no CO2 emission.

• For $100/bl oil price index economic environment, the competitive power cost
is $0.2/kWh (4 times that of the $25/bl index) and a competitive water cost
using ED of $0.1/m3 (2 times that of the $25/bl index) can be assumed. Three
runs show competitiveness. Competitiveness increases because the cost of a
material product escalates at a lower rate than power cost.

1.4.7 Osmosis Power Systems

1.4.7.1 Flow Diagram Figure 1.10 shows the flow diagram of a single-stage
osmosis power system utilizing the chemical exergy difference between two streams
of brines of different salt concentration. The less concentrated brine is assumed to
be seawater of salt mass fraction 0.04. Water mobility through water-selective



THE ANALYZED SYSTEMS IN DETAIL 43

membranes is assumed. The stage is divided into 10 cells. The major controlling
variables of a cell are given in Figure 1.10b.

However, the issue of tapping power from the chemical exergy difference
between two brine streams of different salt concentrations by an electrodialysis
device using the mobility of salt ions through ion exchange selective membranes,

Wph

Wpl 

11

15

Pump 

Power recovery device 

JV(5)

JS(5)

11

10

9

8

7

6

5

4

3

2

1

HCI(5)

HCO(5)

LCI(5)

LCO(5)

LC feed 12,
Xs = 0.04

HC feed 
13

Reject

Pump 

1411

Wtrbn

(a)

Figure 1.10 The osmosis power system: (a) flow diagram; (b) variables controlling the
cell [19].
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remains to be addressed. Consider the following equations:

��bulk = ϕRT
(
ρchigh bulk

XSchigh bulk
− ρclow bulk

XSclow bulk

)
(1.46)

��wall = ��bulk − F − R (1.47)

where F is the fall in the salt content of the high-concentration fluid due to dilution
by the diffusing pure water flux Jw to the high-concentration side of the membrane
causing a polarization effect ∂Xplzn high and R is the rise in the salt content of the
low concentration fluid due to loss of diffusing pure water flux Jw to the high
concentration side of the membrane and the diffusing salt flux Js to the low con-
centration side, causing a polarization effect ∂Xplzn low. Also, Js = 0 for membrane
salt permeability coefficient B ≈ 0:

Work recovered = A(��wall − �P)�P (1.48)

Theoretical work recovery Wtheor = A

4
��2

bulk (1.49)

1.4.7.2 Major Features of the Results Please refer to Table 1.7 for sample
runs

• Table 1.7 shows a sample result of inputs and outputs of the osmosis power
systems of a concentrated feed stream of 10 migd of salt mass fractions
0.07–0.25 relative to seawater with a salt mass fraction of 0.04 for the
economies of $25 and $100 per barrel of oil.
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• Power from conventional salt content of rejected brine (0.06–0.08 lbsalt/lbmix)
due to concentration difference is not cost-effective. A small amount of power
< 0.5 MW is gained by large membrane surface 110M · ft2. For brine with a
salt mass fraction of 0.25, a power as high as 20 MW is gained by a membrane
surface around 12 M ft2. Only for a brine of salt content 0.1 and higher does
power recovery begin to make sense.

• For a $25/bl (oil price index) economy and brine of salt mass fraction <0.1,
power cost is as high as $25/kWh. The power cost for a corresponding
ideal process is $19/kWh. For brine of salt mass fraction 0.25, power cost is
reduced to $0.2–0.4/kWh. The power cost for a corresponding ideal process
is $0.16/kWh. For the $100/bl, economy, the respective costs are doubled.

• The salt mass fraction of brine from oilwells can be as high as 0.25. Power
generation by this brine, when combined with seawater via membranes, can
be cost-effective in some situations.

1.4.8 Future Competitiveness of Combined Desalination Systems

1.4.8.1 Prediction Criteria Efficiency, dumped waste and product cost are
three major criteria that identify the most fit desalination system in the future.
Overall system efficiency, CO2 emission per unit product, and cost/unit product
are considered for the systems analyzed. Dumped brine is assumed to be tolerated
because zero liquid discharge is still far from being cost-effective.

1.4.8.2 Predicted Competitiveness GT/MSF systems show that the case of
variable power demand cogeneration counteracts most of the advantage of cogen-
eration. This widely used cogeneration is likely to loose attractiveness in the future.
The advantage is, however, maintained for base power load cogeneration.

SCC systems for power generation show that power-driven night products of low
storage cost improves the plant load factor and raises its profitability provided the
products are in short supply. The management of power generation by organized
night products may gain competitive advantage in the future.

The CC/RO desalting systems show that the attractiveness of power driven
desalting systems is likely to surpass that of distillation because of higher effi-
ciency, lower emissions and lower product cost. The CC/VC desalting systems
come second to CC/RO. The lower operation pressure and the higher biofouling
resistance are advantages, but the handling of large specific volumes is a disadvan-
tage. The development of strong light material for high-speed low-pressure-ratio
compressors, or the development of scale-free VC operation at atmospheric pres-
sure, reduce the disadvantage as well as the gap between the product cost by RO
and VC. If the disadvantage is reduced, the power-driven VC will gain also achieve
future promise for zero-liquid-discharge (ZLD) desalination.

The PV/RO system has zero CO2 emission and zero fossil fuel consumption but
does not avoid dumping of concentrated brine in the physical environment. Their
future attractiveness is on the rise. The PV/ED system comes second to PV/RO if
it undergoes sufficient development.
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The osmosis system for power production is only a possibility, not a reality,
and requires the availability of brine near saturation to combine with seawater
to obtain power at acceptable cost. If developed, it can be useful for eliminating
product water of oilfields located near a sea.

References listed in Section 1.F.9 at the end of this chapter are additional useful
readings for the preceding Section 1.4.

1.5 RECOMMENDED RESEARCH DIRECTIONS

1.5.1 Avoiding CO2 Emissions

• Desalination systems driven by renewable energy sources, particularly solar,
are recommended if CO2 emission is to be avoided.

• Competitiveness requires high-efficiency desalting systems and high-efficiency
solar conversion systems. RO is in the lead for high efficiency, particularly for
seawater. ED can be in the lead for lower salt content sources. Photovoltaic
desalination is in the lead for higher-efficiency conversion to power.

• Competitiveness is increased by:
◦ RO of higher water and lower salt permeability and lower cost per unit

surface
◦ ED of higher current density and lower electric resistance and lower cost

per unit surface
◦ PV solar cells of higher standard test efficiency and higher field efficiency

and lower cost per unit surface

1.5.2 Reducing CO2 Emissions

• If fossil fuels have to be used, the solutions to lowering CO2 emissions is
to develop higher efficiency energy conversion devices and/or produce more
products for the same emissions.

• Competitiveness is increased by
◦ Cogeneration of power and desalted water by base-load power plants
◦ Producing night low-storage-cost products to improve the load factors of

power plants and of variable-load (non-base-load) cogeneration plants.

1.5.3 Desalination of Zero Liquid Discharge

• Adequate understanding of the feed saturation limits, their sequence, their
dynamics of salt release and the separation of their solids are essential for the
idea of zero liquid discharge.

• Membrane desalting is inherently high efficiency and cost-effective due to its
avoidance of water phase change.
◦ Membranes should be designed to discriminate between salt species with

respect to their solubility limits. Ideally two types are needed; one membrane
retains all species except sodium chloride, and the other one retains sodium
chloride and stands pressures as high as 5000 psia.
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◦ A doping method for longer supersaturation time is needed to avoid the
clogging of membrane passages.

• Vapor compression desalting pays an energy penalty for the presence of phase
change but has the advantages of low-pressure operation, high biofouling resis-
tance, and less severe clogging problems. These advantages are also desirable
for zero liquid discharge
◦ The vapor compressor should be made of a strong lightweight composite to

run efficiently at the desired high speed with lower stresses.
◦ Vapor compression intake at atmospheric pressure helps further increase the

compressor efficiency and reduce its cost if scaling can be avoided.

1.6 CONCLUSIONS

Solar desalination of conventional concentration ratios has a high potential to
replace fossil fuel and avoids its CO2 emission for the production of desalted
water. Supporting research to improve photovoltaic conversion efficiency and the
driven desalting efficiency is worthwhile. Reverse osmosis and electrodialysis are
in the lead for higher desalting efficiency.

Zero liquid discharge desalination to avoid environmental damage due to dump-
ing of rejected brine is far from being cost effective. Further research is needed.

Reverse osmosis driven by a simple combined cycle to produce water pro-
duces much lower CO2 emission than conventional power distillation cogeneration
systems. RO driven by high-firing cooled-blade combined cycle further reduces
CO2 emission.

Power plants and cogeneration plants that burn fossil fuel and operate under
variable power demand can benefit from night products of low storage cost in
short supply. Night products improve the plant load factor, produce more products
for the same CO2 emission and raise profitability.

Increasing the efficiencies of conventional energy conversion devices and reduc-
ing their costs have their limits in meeting the challenge of rising fuel prices and
rising CO2 emission. New processes using new materials and new devices need to
be discovered.

1.7 THE SOFTWARE PROGRAMS DEVELOPED BY THE AUTHOR FOR
SYSTEM ANALYSIS

(The software discussed may be downloaded at http://booksupport.wiley.com).

1.7.1 Four Programs Developed and Their Entries

• DesRvst : handles the systems of the first six configurations. These are the
systems of: GT/MSF, SCC, VC/SCC, VCZLD, RO/SCC, and ROZLD.
Each system has its own results of states, processes and costs displayable
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or printable. An overall energy balance and exergy balance verifies the
consistency of the results. The program has the following entries:
◦ GT/MSF cogeneration systems
◦ Simple combined cycle systems with night RO desalter
◦ Simple combined cycle systems with night electrolyzer
◦ RO rejecting brine driven by simple combined cycle
◦ RO rejecting salt driven by simple combined cycle
◦ VC rejecting brine driven by simple combined cycle
◦ VC rejecting salt driven by simple combined cycle
◦ Change economic environment (default $25/bl)
◦ Change power demand profile
◦ Change units IP/SI (default IP)
◦ Change zero exergy state (default sea)

• SOLRO : handles PV/RO systems and has the following entries:
◦ Design solar-panel-driven RO system
◦ Run sample of up to 10 systems
◦ Display all results
◦ Print all results
◦ Print selected results
◦ Change units IP/SI (default IP)
◦ Change zero exergy state (default sea)
◦ Change economic environment (default $25/bl)
◦ Review software description
◦ Terminate

• SOLED handles PV/ED systems and has the following entries:
◦ Design solar-panels-driven ED system
◦ Run sample of up to 10 systems
◦ Display all results
◦ Print all results
◦ Print selected results
◦ Change units IP/SI (default IP)
◦ Change zero exergy state (default sea)
◦ Change economic environment (default $25/bl)
◦ Review software description
◦ Terminate

• Osmosis handles osmosis power systems and has the following entries:
◦ Compute one-stage osmosis given hs and dP /P



THE SOFTWARE PROGRAMS DEVELOPED BY THE AUTHOR FOR SYSTEM ANALYSIS 49

◦ Design one-stage osmosis given flow passages
◦ Display all results
◦ Print all results
◦ Print selected results
◦ Run sample of 10 systems given hs and dP /P
◦ Print sample runs
◦ Change Units IP/SI (default IP)
◦ Change zero exergy state (default sea)
◦ Change economic environment (default $25/bl)
◦ Review software description
◦ Terminate

1.7.2 Major Ingredients of Each Program

These ingredients are as follows:

• System description in terms of working fluids, devices, and thermodynamic
decision variables

• A routine for changing decision variables manually

• Computational routine in communication with fluid thermodynamic and trans-
port properties and with the connectivity of devices to compute a solution per
a selected reference unit mass. Connectivity may be explicit (handling several
configurations) or embedded in the computational routine (handling one con-
figuration at a time). The speed of computation depends on system connectiv-
ity, system decision variables, and the complexity of the controlling equations.

• A routine to compute parameters of interest, once a solution is obtained, such
as heat, power and mass rates; efficiencies; exergy destructions; costs and
objective function

• For the systems shown in Figures 1.1–1.3, an optimization routine that auto-
mates the optimization of the system

1.7.3 The Software

The software developed for system analysis contains the following properties:

• Installation of the software in the user’s computer is automatic.

• The software contains:
◦ The chapter explained in slides
◦ Executable versions of the four programs
◦ The source code of their master programs
◦ Sample source codes of property and process programs
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APPENDIX

Some Useful Equations and Facts for Water Desalination Modeling as

Employed in this Chapter [14].

1.A.1 Brief Description of the Thermodynamic Model of a System and
the Design Models of Its Main Components

1.A.1.1 Thermodynamic Model The model has a database of fluid prop-
erties and elementary processes that are the building blocks of a fair number of
power generation and cogeneration systems. The fluid property database contains
the equations essential for computation of the thermodynamic and transport prop-
erties of H2O, NH3, R12, and NH3/H2O mixtures, seven ideal gases (O2, N2, H2O,
CO2, SO2, CO and H2) and their combination which can cover air, gas mixtures,
combustion gases dry or wet; and seven liquids (lubricating oil, ethylene glycol,
glycerin, kerosene, sodium, bismuth, mercury, and seawater/brines). Refrigerants
R142a and R153b were also included. The process database contains 22 elemen-
tary processes that allow the description of a large number of systems. The main
elementary processes handle expansion, compression, heat exchange, mixing, com-
bustion, and throttling. Few processes are simple combinations of the elementary
processes, such as a multistage process. Few are purely computational, performing
tasks such as splitting, merging, and tearing. The performance of a main elementary
process is described by its overall efficiency and loading parameters. More than
one set of the essential input parameters is allowed by the thermodynamic model
to enhance system computation with the fewest iteration loops.

The model is also used to express the exergy destruction of a device in terms of
the device efficiency and loading parameters. To compute the exponents {ne} of a
device that correlates its exergy destruction D in terms of its efficiency and loading
parameters, the process model of the device is run with different input variables
covering the range of interest to its system. The computed exergy destruction D is
listed versus its correlating parameters. A curve-fitting procedure gives the value
of {ne} applicable over the range of variation considered.

1.A.1.2 Sample Design Models The purpose of the following design models
is to provide a rational basis for the cost of their devices. For this purpose all design
models target the evaluation of a dominating flow passage surface for which a unit
cost gives a fair prediction of the estimated device cost. The design models represent
some of the current design practices and not necessarily the best ones. They also
need to be updated to accommodate changes in design practices.

1.A.1.2.1 The Axial Air Compressor The basic features are axial, two dimen-
sional analysis at the mean radius, subsonic, 50% reaction, diffusion factor <0.45,
and ideal gas properties. Blade geometry is kept constant. All stages except the
final one experience the same temperature rise. Tip blade speed, axial velocity,
root/tip radius ratio, and work factors are kept constant at 1150 ft/s−1 (250 m/s−1),
500 ft/s−1 (150 m/s−1), 0.5, and. 0.98–0.83 (0.83 after the third stage), respectively.
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A polytropic efficiency is assumed, velocity triangles computed, and the stage
efficiency is evaluated from cascade tests corresponding to the blade geometry.
Computations are iterated until polytropic and stage efficiencies are matched. Mass
rate, pressure ratio, and temperature rise per stage are varied, and the number of
stages, total surface of fixed and moving blades, adiabatic efficiency, speed, and
recommended solidity are computed. An arbitrary value of solidity can also be
entered as input. The total surface of the moving and fixed blades is correlated in
terms of air mass flow rate, pressure ratio, and efficiency ratio η/(1 − η). Ambi-
ent conditions are assumed for air at compressor inlet. A version of the model
accommodates low-pressure ratio axial and radial steam compressors .

1.A.1.2.2 The Gas Turbine The basic features are axial, uncooled blades,
two-dimensional analysis at mean radius, subsonic, 50% reaction, and ideal gas
properties. Blade geometry is kept constant. Loading and flow coefficients ψ ,φ,
mean blade speed, and inlet temperature are kept constant at 1.4, 0.8, 1115 ft/s
(240 m/s) and 1600◦F (870◦C) respectively. The inlet temperature implies uncooled
expansion. The first two values seem to minimize the needed total surface of
blades. Stage efficiencies of nozzle and rotor blades are assumed, velocity triangles
are computed, and stage and tip clearance losses are evaluated from cascade tests
corresponding to the blade geometry. Computations are iterated until the assumed
efficiencies and the losses are matched. Mass rate, pressure ratio, and speed are
varied, and the number of stages, total surface of nozzle and rotor blades, adiabatic
efficiency, and recommended solidity are computed. An arbitrary value of solidity
can be entered as input. The model does not guarantee that the speed matches
that of the compressor. The total blade surface of the fixed and moving blades
is correlated in terms of gas flow rate, expansion ratio, and efficiency parameter
η/(1 − η). Gas pressure at exit is assumed to be ambient.

1.A.1.2.3 The Steam Turbine The steam turbine is similar to the gas turbine
except for a few differences. Actual steam properties were used to compute the
specific heat and the isentropic index instead of the constant values assumed in the
case of air and combustion gases. Inlet temperature and pressure and exit pressure
instead of the pressure ratio became inputs. Exit pressure was changed to cover both
condensing and backpressure turbines. In some cases the blade heights were too
short and high rotational speeds were entered to reduce mean diameter and increase
blade height. The total surface of blades did not change with the change in speed.
The total surface of the blades is correlated in terms of steam mass rate, (T /P ) at
inlet, exit pressure, and efficiency ratio η/(1 − η). Impulse stages are not included.

1.A.1.2.4 Centrifugal Pumps The basic features are centrifugal, axial flow at
inlet and radial flow at exit, with velocity head recovery. Loading (head) and flow
coefficients �, 
, number of impeller blades, root/eye radius ratio, velocity exiting
casing, specific volume, and maximum head per stage are kept constant at 1.4, 0.8,
7, 0.4, 6 ft/s (1.8 m/s), 0.016 cu ft/lb (0.001 m3/kg), and 500 ft (150 m), respec-
tively. Velocity triangles and flow passages are computed given specific speed.
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Mass flow rate, head and specific speed are varied. Speed, surface of impeller,
diffuser surface, and efficiency are computed. Specific speed is changed such that
surface is minimized. One costing equation did not fit all cases. One equation was
used for low flow rates and high-pressure heads (feed pumps) and one for large
flow rates and low-pressure heads (circulating pumps). Extending flow rates to >

500 lb/s need to be implemented. Impeller surface is correlated in terms mass rate,
pressure head, and efficiency ratio η/(1 − η).

1.A.1.2.5 Gas Turbine Combustor The basic features are annular tube and
burning natural gas. Inlet and exit temperatures, air/fuel mass ratio, and number of
cans are kept constant at 1600◦F (870◦C), 500◦F (260◦C), at values of 75, and 7,
respectively. Air mass rate, pressure, and pressure loss are varied and the combustor
surface computed. (60 m/s). The maximum velocity was set at 200 ft/s. Combustion
intensity varied at ∼80 kW (ft3· atm)−1 (2000 kW (m3· atm)−1). The combustor
surface is correlated in terms air mass rate, inlet pressure, and pressure loss.

1.A.1.2.6 Heat Exchangers The basic features are forced convection heat
exchange, single- and two-phase fluids, and three generic types of exchangers
(double-tube, fin-plate, and shell-and-tube). For the shell-and-tube type, flow may
be counter or crosscounter, tubes may be plain or finned on the outside, and shell
may be cylindrical or duct-type. In two-phase procedures, more than one equation
is used for film coefficients and friction factor multipliers. Pressure losses were
based on the worst-case multiplier. The plate-fin type consists of layers of plates
with straight parallel fins on each side of each plate. The fins on one side are per-
pendicular to those of the other side. Two sets of layers may be connected in series
to allow for mixing. A surface geometry is selected. For shell and tube geome-
try, tube length, diameter, and pitches, and shell diameter or width and depth are
entered. For the plate-fin geometry, the number of plates, fins per inch on either
side, and their heights and thickness are entered. Two groups of boundary param-
eters can be entered: mass rates and temperature and pressures at all inlets and
exits or mass rates and inlet pressures and temperatures and effectiveness. With
both entries, film coefficients of heat transfer and pressure drops are computed.
The heat exchange surface is computed in either of two ways: surface by geometry
or surface = Q/U �T . With the first entry computations are iterated until the two
areas are matched and the two pressure drops are accommodated. With the second
one, only the surface iteration is needed. The pressure drops are output parame-
ters. The iterations are both manual and automated to minimize the heat exchange
surface. This program, evolved in parallel with the thermodynamic model.

The superheater, the boiler, and the economizer of the heat recovery steam gen-
erator assumed duct- type shell and tubes with outside circular fins. Fin geometry
on the outside of the steam generator tubes and fouling factors in heat exchange
are kept constant. The brine heater and the flash stages are assumed to have plain
tubes. The brine heater is assumed to have a cylindrical shell. The flash stages are
assumed to have a duct-type shell. A constant temperature drop is assumed for all
the stages and a chamber at a temperature of 150◦F (65◦C) is assumed to represent
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all the stages. A heat transfer temperature difference correction is introduced for
the rejection stages. Two types of air preheater are considered: shell-and tube with
circular fins on the outside or a plate-fin type. For the evaporator/condenser a ver-
tical shell-and-tube type with plain tubes is assumed. The heating steam condenses
in the tubes, and the liquid is sprayed on the outside at a rate 10 times the vaporized
liquid. In all the exchangers fouling factors are kept constant. Inlet parameters are
varied. The temperature profile is first computed and checked for crossings and
pinch point. Rate of heat exchange, effective temperature difference of heat trans-
fer, and heat exchange surface are computed among other detailed heat transfer
outputs. Pressure drops, if outputs, are computed. Given the inlet pressure temper-
ature and mass rate for the two fluids, all heat exchange surfaces are correlated in
terms the rate of heat exchange, a temperature difference (terminal or logarithmic
mean) and hot and cold side pressure losses. In a flash stage, any temperature drop
induced by flashing is used instead of a pressure loss. The effect of pressure and
temperature levels is accounted for in the unit cost (severity of operation).

1.A.1.2.7 Radiant Heat Exchange in Boiler A simple model is assumed.
The basic features are square vertical duct type, forming water walls combined
with reflectors and backed with insulation. The water boils in the tubes, and the
vapor formed is separated in an upper drum. The total radiation exchange between
the entire gas volume and the walls is based on the mean beam length. The
absorption bands of H2O and CO2 of the hot gases are factored in. The effect
of temperature variation along the duct is accounted for by dividing the gas path
into five sections, each with a uniform temperature. The gas is assumed to enter
at the adiabatic flame temperature. The effect of convective film coefficients and
wall resistance is included. The height of the duct and its width were observed
to control both the gas-side and the steam-side pressure losses, beside the heat
exchange surface. The gas-side pressure loss was not significant because of the
significant change in gas temperature and the associated lowering of gas veloci-
ties. The tube-side pressure drop progressively increased as the height is increased
relative to the width with negligible effect on the heat transfer coefficient. The
heat exchange is expressed by an overall heat transfer coefficient ranging from 30
to 50 Btu (h · ft2 · F)−1 [0.170–0.284 kW (m2· K)−1], while convection-induced
heat exchange was lower by only one order of magnitude. The surface of the
wall tubes is correlated in terms of the rate of heat transfer and the conventional
logarithmic mean temperature difference. An equivalent temperature driving force
�Tr = (Tgas/Tflame)

4 − (Tsteam/Tflame)
4 was used in earlier applications with a dif-

ferent correlation (A = 0.39Q�T −2
r ).

1.A.1.2.8 Curve-Fitting Costing Equations and Exergy Destruction Various
mathematical procedures are available for curve fitting by minimizing the deviations
around a fit. The number of the surfaces A or exergy destructions D generated
should be much larger than the correlating parameters, which usually vary from 2
to 4. One simple procedure is to use sets of number equal to the number of the
correlating parameters plus one, to obtain the coefficient k and exponents {n}. The
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ratios of the computed A generated by a set to the corresponding one generated by
the design model are computed. The process is repeated with different sets until a
set is found where the ratios deviate the least from one. The same rule of thumb
applies to D . The correlating parameters of the costing equations and their range
of applicability are given in Section 1.A.2.

Deviations in curve fitting were within ±10%, and in very few cases of a wide
range of applicability deviations of ±20% were found. It is important to note that
improved correlations depend on improving the quality of models and reducing
their range of applicability.

References listed in Section 1.F.10 at the end of this chapter are additional useful
readings for the preceding Section 1.A.1.

1.A.2 The Capital and Fuel Costing Equations of some common
Devices (Tables 1.A.1 and 1.A.2)

For illustration, let the device be a forced-convection heat exchanger. It is assumed
to be the superheater, component 7 of the heat recovery steam generator of the
simple combined cycle of Figure 2. A duct shell-and-finned tube type is assumed.
The fins are assumed circular on the outside that is, on the gas side. The design
model of heat exchangers described in Secion 1.A.2 is used.

The boundary parameters P , T , {x}, M at inlets and exits of the exchanger as
embedded in the system at a design point for the system are used. The exchanger
physical surface and its geometry are defined by length, diameter, spacing, number,
material, material thickness and fin geometry of the tubes. These parameters are
usually more than sufficient to allow for adjustment to match the computed surface
and pressure drops by film coefficients and friction factors for the given heat load
and its temperature profile. Any extra design degrees of freedom are used to min-
imize the surface and/or to satisfy reliable design practices. The design process is
thus a matching/minimizing process.

The minimized surface as a function of performance is generated by repeating
this design process for different boundary parameters within a range relevant to the
optimization of the system. A specific geometry of minimized surface is obtained
for each set of boundary parameters. The surface is then expressed by an appro-
priate set of performance parameters such as heat loads, mass rates, heat exchange
temperature differences, effectiveness, and pressure losses. In this example, the
surface of the fins and tubes is expressed in terms of the heat load, the logarithmic
mean temperature difference and pressure losses on the shell side and on the tube
side. The following form is used:

A = kQn1�Tm
n2�Pn3

t �Ps
n4 (1.A.1)

where A is converted to a costing equation by

Z = caA (1.A.2)
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Table 1.A.2 Generated and Gathered Off-Design Performance Equations

Component Equations

By Design Models
6) Combustor �P = �Pd(Mg/Mgd)

1.75

7) Superheater η = ηd(Mh/Mhd)
0.2(Mc/Mcd)

−0.15

�Ph = �Phd(Mh/Mhd)
1.75

�Pc = �Pcd(Mc/Mcd)
1.8

8) Boiler η = ηd(Mh/Mhd)
−0.05(Mc/Mcd)

0.01

�Ph = �Phd(Mh/Mhd)
1.75

�Pc = �Pcd(Mc/Mcd)
1.75

9) Economizer η = ηd(Mh/Mhd)
0.15(Mc/Mcd)

−0.05

�Ph = �Phd(Mh/Mhd)
1.75

�Pc = �Pcd(Mc/Mcd)
1.1

10) Condenser η = ηd(Mh/Mhd)
−0.05(Mc/Mcd)

−0.35

�Ph = �Phd(Mh/Mhd)
1.41

�Pc = �Pcd(Mc/Mcd)
0.6

By Generalized Correlations
11) Compressor (axial) Mr = M /Md

ηr = a1 + a2Mr + a3Mr
2

Mr ≥ 0.5, ηr = 0.9
η = ηdηr/ηrd
PR = PRdMr

12) Adjustable IGV a1 = −0.7508, a2 = 3.2414, a3 = −1.5906
Adjustable IGV + 5 stators a1 = 0.3337, a2 = 1.0917, a3 = −0.5254
Gas turbine PRr = PR/PRd, Mr = NM/NMd

ηr or Mr = (a1 + a2PRr + a3PR2
r )

NM = M /P(T )0.5, a correlating flow number
η = ηdηr/ηrd
ηrd = 0.9, a1 = 0.6164, a2 = 0.6179, a3 = −0.3343
For PRr ≥ 0.53, Mr = 1
For PRr < 0.53, Mr has

a1 = 0.1228, a2 = 2.8283, a3 = −2.2145, Tfiring =
(MrNMdPi/Mair)

2 to match rpm (r/min)
Steam turbine Mr = M /Md, PRr = PR/PRd

η/ηd = A1 + A2Mr + A3M 2
r

Ai = ai1 + ai2PRr + ai3PR2
r

Reaction turbine aij =
0.247917, 0.128125, −0.0101042
1.23125, −0.221875, 0.0215625
−0.479167, 0.09375, −0.0114583

Impulse turbine aij =
0.425833, 0.001875, 0.00302083
0.882500, 0.066875, −0.01031250
−0.308333, −0.068750, 0.00729167

Feed pump Mr = M /Md, 
r = 0.1
�r = 0.52, ηr = 0.85

 = 
rMr, 
 ≤ 0.15
� = 0.595 − 0.3
 − 4
2

η = (14
 − 56.9
2)/ηrηd
P = Pd�/�r

Cooling-water pump Mr = M /Md, 
r = 0.13,
�r = 0.3, ηr = 0.9

 = 
rMr, 
 ≤ 0.18
� = 0.55 − 1.83
 − 0.667
2

η = (12.167
 − 43.3
2)/ηrηd
P = Pd�/�r
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The unit cost ca depends on the type of material and the manufacture process
and is also dependent on time and location. It is expressed thermodynamically
as function of pressure, temperature and composition (severity of operation). In
this example, ca is assumed per unit total surface of fins and tubes. Ten minimized
surfaces were generated by changing inlet P , T and M ; the allowed pressure losses
and effectiveness were also included. Heat load, exit conditions, and logarithmic
mean temperature difference are recorded. The parameters that remain fixed are the
fin geometry, tube thickness, tube arrangement (staggered), fouling factors, flow
directions (gas horizontal, steam with gravity). In this particular example, the effect
of gravity on pressure losses is negligible. Table 1.A.3 lists the recorded parameters
of the 10 minimized surfaces and the quality of the correlation.

The constant k and the four exponents n1, n2, n3 and n4 of Equation (1.A.1)
are computed by using the surfaces of five cases simultaneously. These five cases
are selected randomly from the total number of cases. The computed constant and
exponents that best fit the surfaces of all the cases is selected. The simultaneous
solution involves the inverse of a 4 × 4 matrix. When the matrix determinant is
relatively small, unreasonable exponents are obtained and have to be rejected.
Also, some selections may give rise to singular solutions and fail to give any
values altogether. There are, however, many sets that give solutions. There is also
opportunity to round off the best-fit exponents along with a modified value of the
constant k such that the quality of the fit is not changed. The best fit is selected by
comparing various sets. No formal regression approach is used to seek the best fit.

The constant and exponents obtained were k = 30.71, n1 = 1, n2 = −1,
n3 = −0.15, and n4 = −0.14. The equation is applicable in the range Q = 8 to
66 MW, �Tm = 38 to 130◦C, �Pt = 20 to 90 kPa, and �Ps = 0.2 to 1.2 kPa
with average scatter ±8%, max +10%. Inside tube surfaces covered the range
110 to 975 m2.

1.A.3 Some Useful Forms of Flow Exergy Expressions

1.A.3.1 Equations

E = H − T0S −
∑

μi0Xi (1.A.3)

where E is the flow exergy per unit matter. Then we can, either use

[H0d − T0S0d]T0,P0,{Xi0} =
∑

μi0Xi (1.A.4)

or introduce

[H0 − T0S0]T0,P0,{Xi } =
∑

μi Xi (1.A.5)

Equation (1.A.4) uses the dead-state enthalpy and entropy directly by the subscript
od. Equation (1.A.5) introduces an intermediate state at T0, P0 without changing
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composition using the subscript o. In fact, any intermediate state convenient for
property computations can be introduced. Using Equation (1.A.5), we obtain

E = (H − H0) − T0(S − S0) +
∑

(μi − μi0)Xi (1.A.6)

where the thermal mechanical part of exergy is

E tm = (H − H0) − T0(S − S0) (1.A.7)

and the chemical part is

E c =
∑

(μi − μi0)Xi (1.A.8a)

= RT0

∑
Xi ln

(
ai

ai0

)
(1.A.8b)

where

ai = γi Xi = fi
f 0

(1.A.9)

• For Ideal-Gas Mixtures . The Thermal Mechanical component may be further
divided into the Thermal part:

E t = Cp(T − T0)

(
1 − T0

Tm

)
(1.A.10)

where

Tm = T − T0

ln(T/T0)
(1.A.11)

and the Mechanical part

E m = RT0 ln

(
P

P0

)
(1.A.12)

In terms of mole fractions, the Chemical part becomes

E c = RT0

∑
Xi ln

(
Xi

Xi0

)
(1.A.13)
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• For Nonideal Mixture Excess Gibbs Function

Gx = RT
∑

Ni ln γi (1.A.14)

Differentiation gives

γi = (∂Gx/∂Ni )

(RT )
(1.A.15)

Hx = −T 2 × ∂

(
Gx

T

)
/∂T (1.A.16)

Sx = (Hx − Gx )/T (1.A.17)

Vx = ∂Gx/∂P (1.A.18)

• Changes in Terms of Measurables

dh = CpdT + [V − T (∂V /∂T )P)dP ] (1.A.19)

dS = Cp
dT

T
−

(
∂V

∂T

)
P

dP (1.A.20)

f vi = φi Yi P (1.A.21)

f li = γi Xi PsiφsiF (1.A.22)

F = exp

(∫
V lidP

RT

)
(1.A.23)

f vi = f li (1.A.24)

• Two-Component Mixture, the Gibbs Excess Function is

Gx = X1X2[A + B(X1 − X2)] (1.A.25)

ln γ1 = [(A + 3B)X 2
2 − 4BX 2

3]

RT
(1.A.26)

ln γ2 = [(A − 3B)X 1
2 + 4BX 1

3]

RT
(1.A.27)

where A and B are particular constants for the two components

• Using More than One Dead-State Composition

∑
(μi − μi0)Xi =

∑
i1

(μi − μi0)Xi +
∑

i2

(μi − μir)Xi

+
∑

i2

(μir − μi0)Xi (1.A.28)
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Another dead state, denoted here with the subscript ir (e.g., sea), is assumed
for species (e.g., salts) having traces in the usually assumed dead state denoted
here with the subscript io (e.g., air) but is relatively abundant in ir. The last
term is a constant of no interest in exergy change beyond the dead state ir.

• Introducing Known Intermediate Chemical Changes

�GR =
∑

R

(μi − μi0)XiR −
∑

P

(μi − μi0)XiP (1.A.29)

Let μj be a reactant (e.g., a hydrocarbon fuel) of minute equilibrium mole
fraction in the assumed dead state (e.g., air); then μj 0 is determined by

(μj − μj 0)Xj = �GR +
∑

P

(μi − μi0)XiP −
∑

R

(μi − μi0)XiR,i �=j (1.A.30)

1.A.3.2 Balances
1.A.3.2.1 Exergy Balance∑

in

Eb =
∑
out

Eb +
∑

D (1.A.31)

where

D = exergy destruction (1.A.32)

Eb = E q + E w + E f (1.A.33)

E q = Q(1 − T0/Tb) (1.A.34)

E w = Ws (1.A.35)

E f = ME

1.A.3.2.2 Entropy Balance∑
out

Sb −
∑

in

Sb = S cr (1.A.36)

where

Sb = S m + S q (1.A.37)

S q = Q/Tb (1.A.38)

S m = MS (1.A.39)

D = T0S cr (1.A.40)
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1.A.3.2.3 A Note on the Dead State Environment An absolute dead state
of zero exergy does not exist, but a reference one can be set. Arbitrary ref-
erence states have long been used. In thermodynamic properties zero enthalpy
and entropy differ for different working fluids. In chemical reactions, elements
are selected as reference to compute the energy and free energy of formation of
compounds.

A reference dead state for zero exergy is defined by a pressure P0, a temperature
T0 and a set of chemical species of composition {Xio} suitable for analyzing the
utilization of energy in a particular situation. The composition {Xi0} is preferred
to resemble a natural state in which the chemical species of interest are not traces
in order to establish chemical exergies. Atmospheric air is an appropriate dead
state to use for work with a number of gases, including combustion products,
although the pure species may be used as reference. Seawater is appropriate for
work with desalination. Bauxite is appropriate when dealing with the purification
of aluminum. More than one dead state may be assigned as shown by equation
(26), so long the potential work between the two dead states is not of immediate
interest.

A selected dead state implies a large environment of constant values for P0,
T0 and {Xi0}. In most natural environments, P0 and {Xi0} remain more or less
constant but T0 may exhibit daily and seasonal variations. When the change has
significant effect on the value of exergy, exergy analysis is repeated as function of
time periods of different dead state temperatures.

1.A.4 Theoretical Separation Work Extended to Zero Liquid Discharge

Theoretical work of separation may shed light on the thermodynamics and partly on
the economics of zero liquid discharge. Conventional desalination approximately
doubles the dissolved salt concentration of the feed. In other words, conventional
desalination produces half of the feed as does desalted water product. Zero liquid
discharge produces all the water in the feed as desalted water product. A theoretical
work about double that of conventional desalination would hence be encouraging
to the idea of zero liquid discharge.

The thermodynamic computations here assume sodium chloride as the ideal
solution. Deviations from ideal solution are expected as concentration increases
and the theoretical work is expected to be even higher.

Assuming an ideal NaCl solution, let X = mass fraction and x = mole fraction,
T = 80◦F. We can then calculate the theoretical power at infinite feed per unit
product as follows:

wmin =
(

∂G

∂Mw

)
feed=∞

= RTln

(
1

xw

)
(1.A.41a)
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wmin Btu/lb pure, feed = ∞(xb ≈ xf)

X x RT ln(1/xw) ≈ RTxs(xs ≤ 0.3)

0.95 0.854 115 50.90
0.75 0.480 39.0 28.61
0.50 0.235 16.0 14.00
0.28 0.1069 6.74 6.37
0.27 0.1022 6.42 6.09
0.25 0.0930 5.82 5.54
0.15 0.0515 3.15 3.07
0.07 0.0226 1.37 1.35
0.04 0.0127 0.76 0.76
0.035 0.0114 0.68 0.68

The theoretical work with finite feed per unit product is obtained by integrating
equation (1.A.41a) from initial xf to final concentration xb:

wmin = 1

Mw

∫ xb

xf

∂G

∂Mw
dMw = RT

Mw

∫ xb

xf

ln

(
1

xw

)
dMw

Integrating and noting that dMw = d(Mf(xb−xf)/xb) = Mfxfdxb/x2
b and letting

ln(1/xw) = xb we obtain

wmin ≈ RTxbxf

(xb − xf)
ln

(
xb

xf

)
(given Mf and xf) (1.A.42)

The theoretical work of separation taking in consideration the saturation limits of
the salt species are a consequence of water separation by equation 1.A.42 for an
ideal concentrator and of water and salt separation [obtained by Eq. (1.A.42)] in
an ideal crystallizer.

The theoretical work taking in consideration the saturation salt content of NaCl at
80◦F = 0.27lbs/lbsoln, is obtained as follows. From feed Xf to Xsat = 0.27, Equation
(1.A.42) applies, producing Md1. The work of salt separation in an actual pro-
cess requires a departure from saturation. Letting the departure for estimating the
theoretical work be zero, meaning an infinite feed of equation (1.A.41a), we obtain

wsmin ≈ RTxsat (1.A.41b)

The separated water and separated salt occur at the same xsat; this means that

Ms/(Md2 + Ms) = xsat

where Md2 is determined by the separated salt and vice versa.
For a given feed Mf

Wmin,Mf ≈ Md1RTxsat
xf

(xsat − xf)
ln

xsat

xf
+ Md2RTxsat (1.A.43a)
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where

Md1 = Mf(xsat − xf)/xsat
Md2 = Ms(1 − xsat)/xsat

Per unit product water

wmin = Wmin,M f

Mf − Mfxf
(1.A.43b)

Four initial and final concentrations lbs/lbsoln of NaCl aqueous solution are of
interest to saline water desalination:

Xf xf Xsat xsat Xb xb

0.035 0.0114 — — 0.07 0.0226 represents conventional seawater
desalting

0.035 0.0114 0.270 0.1022 1.00 1.00 represents ZLD seawater desalting
0.070 0.0226 0.270 0.1022 1.00 1.00 represents ZLD retrofit seawater

desalting
0.250 0.0930 0.270 0.1022 1.00 1.00 represents ZLD oil field water

desalting

At T = 80◦F Per lb feed eqn (3) Per/lb product Eq. (1.A.43b)
Md1 Wmin Md2 Ws,min wmin

1 0.94 0 0 0.94/1.00 = 0.94 usual seawater desalting
0.8704 1.68 0.0945 6.092 2.03/0.965 = 2.1 ZLD seawater desalting
0.7407 2.61 0.189 6.092 3.09/0.930 = 3.3 ZLD retrofit seawater
0.0741 5.81 0.675 6.092 4.54/0.750 = 6.1 ZLD oil field water

The preceding theoretical analysis shows the trend of desalination theoretical
energy requirement in terms of the salt content of the feed and the reject assuming

Msalt n Msalt 1 

Mfeed = 1
Xf = xsat0

MdnMd1sMd1

1 1s 2 2s n ns

Msalt 2 

Md2 Mds2 Mdns

1, 2, n concentrator 

1s, 2s,,,,ns crystallizer at xsat 

W1smin Wnsmin Wnmin Ws2min W2min W1min 

Figure 1.A.1 Theoretical processing of a feed of n salt saturation limits.
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Wmin1

Wmin n

Wmin s1

Eqn.2

Eqn.1

Wmin
Btu/lb
pure

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 Xb

Xf = 0.035 Xsat1 Xsat2 Xsat3,,,,,,,,Xsatn

Wmin sn

Figure 1.A.2 Feed of n Saturation limits on wtheor –xsat coordinates.

sodium chloride aqueous solution as feed. Zero-liquid-discharge desalting is 2 times
the conventional seawater theoretical requirement for seawater salt content as feed.
It is 3 times the conventional reject brine salt content as feed, and it is 6 times
that with oilfield product–water salt content as feed. Without improved desalting
efficiency, a similar trend is expected for actual work requirement and for cost since
the cost of energy is a major part of the desalination processes. Improved desalting
efficiency may be sufficient to justify competitive zero liquid discharge of seawater
or its conventional reject brine. For produced water as feed, a net environmental
benefit is also needed to justify competitiveness.

The theoretical work described above is derived assuming sodium chloride aque-
ous solution as an ideal solution. A factor >1 is often used to accommodate the
deviation from ideality.

Any saline water contains more than one salt species. Depending on composition
and the solubility limits of the individual salts in water, a sequence of precipitations
peculiar to the saline water is expected.

Let n be the number of saturation limits occurring one after the other (consec-
utively), and let the feed be denoted by xsat(0) of Md(0) = 0. The minimum work
per unit feed becomes

Wmin,fd=1 =
i=n∑
i=0

Md(i )RT
xsat(i ) xsat(i − 1)

xsat(i ) − xsat (i − 1)

ln

[
xsat(i)

xsat(i − 1)

]
(1.A.43c)
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where

Md(i ) =
i=n−1∑

i=1

(
1 − Md(i )

xsat(i ) − xsat(i − 1)

xsat(i )

)
(1.A.44)

Figure 1.A.1 shows the theoretical processing of a saline water of n saturation lim-
its by a sequence of concentrators where the work defined by Equation (1.A.42)
applies, and for crystallizers where the work by equation (1.A.41a) applies at sat-
uration limits. Figure 1.A.2 shows the same information on work-concentration
coordinates.

Please refer to Tables 1.A.4–1.A.7. for selected useful properties

Table 1.A.4 Constant-Pressure Specific Heats of Ideal Gases

Temperature Maximum
Gas Cp(τ ); τ = T K/100 Range, K error, %

O2 Cpo = 37.432 + 0.020102τ 1.5 −178.57τ−1.5 + 236.88τ−2 300–3500 0.30
N2 Cpo = 39.060 − 512.79τ 1.5 +1072.7τ−2 − 820.40τ−3 300–3500 0.43
H2O Cpo = 143.05 − 183.54τ 0.2.5 +82.75τ 0.5 − 3.6989τ 300–3500 0.43
CO2 Cpo = −3.7357 + 30.529τ 0.5 −4.1034τ + 0.024198τ 2 300–3500 0.19
CO Cpo = 69.145 − 0.70463τ 0.75 −200.77τ−0.5 + 176.76τ−0.75 300–3500 0.42
H2 Cpo = 56.565 − 702.74τ−0.75 +1165.0τ−1−560.7τ−1.5 300–3500 0.60
OH Cpo = 81.546 − 59.35τ 0.25 +17.329τ 0.75 − 4.2660τ 300–3500 0.43
NO Cpo = 59.283 − 1.7096τ 0.5 −70.613τ−0.5 + 74.889τ−1.5 300–3500 0.34
NO2 Cpo = 46.045 + 216.10τ−.5 −363.66τ−0.75 + 232.55τ−2 300–3500 0.26
CH4 Cpo = −672.87 + 439.74τ 0.25 −24.875τ 07.5 + 323.88τ−0.5 300–2000 0.15
C2H4 Cpo = −95.395 + 123.15τ 0.5 −35.641τ 07.5 + 182.77τ−3 300–2000 0.07
C2H6 Cpo = 6.895 + 17.26τ −0.6402τ 2 + 0.00728τ 3 300–1500 0.83
C3H8 Cpo = −4.042 + 30.46τ −1.571τ 2 + 0.03171τ 3 300–1500 0.40
C4H10 Cpo = 3.945 + 37.12τ −1.833τ 2 + 0.03498τ 3 300–1500 0.54

Table 1.A.5 Critical Constants

Molecular Temprerature, Pressure, Volume,
Substance Formula Weight K MPa m3/kmol

Ammonia NH3 17.03 405.5 11.28 0.0724
Argon Ar 39.948 151 4.86 0.0749
Bromine Br2 159.808 584 10.34 0.1355
Carbon dioxide CO2 44.01 304.2 7.39 0.0943
Carbon monoxide CO 28.011 133 3.50 0.0930
Chlorine Cl2 70.906 417 7.71 0.1242
Deuterium D2 4.00 38.4 1.66 —
Helium He 4.003 5.3 0.23 0.0578
Hydrogen H2 2.016 33.3 1.30 0.0649
Krypton Kr 83.80 209.4 5.50 0.0924
Neon Ne 20.183 44.5 2.73 0.0417
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Table 1.A.5 (Continued )

Molecular Temprerature, Pressure, Volume,
Substance Formula Weight K MPa m3/kmol

Nitrogen N2 28.013 126.2 3.39 0.0899
Nitrous oxide N2O 44.013 309.7 7.27 0.0961
Oxygen O2 31.999 154.8 5.08 0.0780
Sulfur dioxide SO2 64.063 430.7 7.88 0.1217
Water H2O 18.015 647.3 22.09 0.0568
Xenon Xe 131.30 289.8 5.88 0.1188
Benzene C6H6 78.115 562 4.92 0.2603
n-Butane C4H10 58.124 425.2 3.80 0.2547
Carbon tetrachloride CCl4 153.82 556.4 4.56 0.2759
Chloroform CHCl3 119.38 536.6 5.47 0.2403
Dichlorodifluoromethane CCl2F2 120.91 384.7 4.01 0.2179
Dichlorofluoromethane CCl2F 102.92 451.7 5.17 0.1973
Ethane C2H6 30.070 305.5 4.88 0.1480
Ethyl alcohol C2H5OH 46.070 516 6.38 0.1673
Ethylene C2H4 28.054 282.4 5.12 0.1242
n-Hexane C6H14 86.178 507.9 3.03 0.3677
Methane CH4 16.043 191.1 4.64 0.0993
Methyl alcohol CH3OH 32.042 513.2 7.95 0.1180
Propane C3H8 44.097 370 4.26 0.1998
Propene C3H6 42.081 365 4.62 0.1810
Propyne C3H4 40.065 401 5.35 —
Trichlorofluoromethane CCl3F 137.37 471.2 4.38 0.2478

Table 1.A.6 Enthalpy and Gibbs Free Energy of Formation and Absolute Entropy of
Some Substances at 25◦C and 0.1 MPa

Molecular Hf, Gf, S, kJ/
Substance Formula Weight State kJ/kmol kJ/.kmol (kmol.K)

Carbon monoxide CO 28.011 gas −110,529 −137,150 197.653
Carbon dioxide CO2 44.011 gas −393,522 −394,374 213.795
Water H2O 18.015 gas −241,827 −228,583 188.833
Water H2O 18,015 liquid −285,838 −237,178 70.049
Methane CH4 16.043 gas −74,873 −50,751 186.256
Acetylene C2H2 26.038 gas +226,731 +209,234 200.958
Ethene C2H4 28.054 gas +52,283 +68,207 219.548
Ethane C2H6 30.070 gas −84,667 −32,777 229.602
Propane C3H8 44.097 gas −103,847 −23,316 270.019
Butane C4H10 58.124 gas −126,148 −16,914 310.227
Octane C8H18 114.23 gas −208,447 +16,859 466.835
Octane C8H18 114.23 liquid −249,952 +6,940 360.896
Carbon (graphite) C 12.011 solid 0 0 5.795
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Table 1.A.7 Logarithms to Base e of the Equilibrium Constant K a

H2O = H2O = CO2 = 0.5N2+
T, K H2 = 2H O2 = 2O N2 = 2N H2 + 0.5O2 0.5H2 + OH CO + 0.5O2 0.5O2 = NO

298 −164.005 −186.975 −367.480 −92.208 −106.208 −103.762 −35.052
500 −92.827 −105.630 −213.372 −52.691 −60.281 −57.616 −20.295

1000 −39.803 −45.150 −99.127 −23.163 −26.034 −23.529 −9.388
1200 −30.874 −35.005 −80.011 −18.182 −20.283 −17.871 −7.569
1400 −24.463 −27.742 −66.329 −14.609 −16.099 −13.842 −6.270
1600 −19.837 −22.285 −56.055 −11.921 −13.066 −10.830 −5.294
1800 −15.866 −18.030 −48.051 −9.826 −10.657 −8.497 −4.536
2000 −12.840 −14.622 −41.645 −8.145 −8.728 −6.635 −3.931
2200 −10.353 −11.827 −36.391 −6.768 −7.148 −5.120 −3.433
2400 −8.276 −9.497 −32.011 −5.619 −5.832 −3.860 −3.019
2600 −6.517 −7.521 −28.304 −4.648 −4.719 −2.801 −2.671
2800 −5.002 −5.826 −25.117 −3.812 −3.763 −1.894 −2.372
3000 −3.685 −4.357 −22.359 −3.086 −2.937 −1.111 −2.114
3200 −2.534 −3.072 −19.937 −2.451 −2.212 −0.429 −1.888
3400 −1.516 −1.935 −17.800 −1.891 −1.576 0.169 −1.690
3600 −0.609 −0.926 −15.898 −1.392 −1.088 0.701 −1.513
3800 0.202 −0.019 −14.199 −0.945 −0.501 1.176 −1.356
4000 0.934 0.796 −12.660 −0.542 −0.044 1.599 −1.216
4500 2.486 2.513 −9.414 0.312 0.920 2.490 −0.921
5000 3.725 3.895 −6.807 0.996 1.689 3.197 −0.686
5500 4.743 5.023 −4.666 1.560 2.318 3.771 −0.497
6000 5.590 5.963 −2.865 2.032 2.843 4.245 −0.341

a For the reaction naA + nbB = ncC + ndD , the equilibrium constant is defined as K =
(aC

ncaD
nd)/(aA

naaB
nb).

Symbols (some additional symbols definitions are in the text where
they are mentioned, and in the associated software)

A membrane water permeability coefficient lb/(h · ft2· psi) [or
m/(h.bar)]; surface area, Amin surface area minimized by design
degrees of freedom

B membrane salt permeation coefficient ft/h (or m/h)
c salt concentration per unit volume, lb/ft3 (or kg/m3); cb of bulk; cm of

high-pressure-side membrane wall; cd of diluted product
cd unit cost of exergy destruction $/kWh, cda, system average
Ca cost per unit characterizing surface (area)
CaED cost per unit surface of ion exchange electrodialysis membranes
CaPV solar cell module cost per unit surface
C ◦

aPV solar cell module cost per unit surface under standard test conditions
CaRO cost per unit membrane surface under reverse-osmosis (R conditions)
Cf fuel price per kWh exergy
CF fuel price per kWh higher heating value
Cpwr unit power cost, $/kWh
Cwtr production cost per unit product, $/m3
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Cz capital recovery rate $/$·y: CzM for membranes, CzRO for remaining
RO devices, CzPV for solar cells

Cap capital cost, Cap+, added capital
d Diameter or equivalent diameter, ft
D diffusion coefficient, m2/s; dissipation, kW (exergy destruction rate)
D th10 temperature difference in the condenser, F
E exergy; E s, of system; E f, of flow
f friction factor
F fuel; Fpenalty for fuel penalty, Fidealc for fuel of ideal control, Npfuel

for fuel of night product, Frefired for fuel of refiring
Fms PV cost multiplier accounting for added cost from module to system
hm RO mass transfer coefficient, ft/h (or m/h)
hhv fuel higher heating value
H enthalpy; height of flow passage, in. (or mm); Hb, of RO membrane

feed side; Hd, of its product low-pressure, side; Hhc, Hlc, osmosis
high- and low-concentration sides, respectively

J objective function, $/h; mass flux, lb/(h·ft2) [or kg/(h · m2)] Jw, of
pure water; Js of salt; Jv, volume flux, ft/h (or m/h)

LF power load factor
mgd million gallons per day; migpd, Imperial; usmgd, American
Md PV/RO water product rate usmgd (m3/d)
N dimensionless number; NV, velocity/geometry number; NM, a

membrane number [Eq. 4.24]
OP variable-load operation, OPpen, operation cost penalty
P Applied pressure, psia (or bar); P0, dead-state pressure
Pw Power, kW; Pload, power required; Pdlvrd, power delivered
ppm RO product water salt content, parts per million; ED feed parts per

million
Pzn RO concentration polarization ratio xsm/xsb (salt at membrane

wall/bulk)
R universal gas constant; resources, Rmanuf, manufacturing resources of a

device, Roperate operating resources of a device
Reff Ratio of PV expected solar cell field efficiency to standard test

conditions top cell efficiency η/η
◦

Rsol the ratio of design solar intensity to the standard test intensity sol/sol◦

S entropy
SPV solar cell surface, m2; S ◦

PV, of standard test conditions
SRO RO membrane surface, m2

Sol design solar intensity, kW/m2; Sol◦: of standard test conditions
(1kW/m2 = 1 sun)

T temperature; To dead-state temperature
V device decision variables, Vefficiency, thermodynamic; Vdesign design

Vmanufacture manufacture
X dependent variable, Xduty, for a device
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xs Salt mass fraction; xsf, of feed, xsj, of reject brine; xsm, at membrane
wall; xsb, of bulk flow; xsd, of product water

Z capital cost, $; ZRO, for RO subsystem; ZPV, for PV module; ZPVS for
solar subsystem; ZVC, for VC subsystem; ZED, for electrodialysis
subsystem; ZGT, for gas turbine subsystem; ZMSF, multistage flash
distillation subsystem

Z capital cost rate
δ concentration boundary-layer thickness, μm (10−6m)
�Ph pressure loss, psi (or kPa), high-pressure side of RO membrane
φ departure from ideal solution; 1 for ideal solution; φP, of RO applied

pressure
η efficiency; ηRO, of separation process; ηPV, of solar-to-power

conversion; ηo
PV, of standard test conditions; ηpmp, adiabatic

efficiency of pressurizing pump; ηtrb, adiabatic efficiency of work
recovery turbine or device

ρ density
μ viscosity; chemical potential; μc0, chemical potential of species at

dead state P0 and T0

Abbreviations

ED electrodialysis desalter
EL water electrolysis system
GT/MSF gas turbine/multistage flash distillation cogeneration system
PV photovoltaic (solar cells)
RO reverse-osmosis desalter
SCC simple combined cycle
VC vapor compression (distiller)
ZLD zero liquid discharge
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