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Two Challenges of Systems Biology

William S. Hlavacek

Theoretical Division, Los Alamos National Laboratory, Los Alamos, USA

1.1 Introduction

Articulating the challenges faced by a field, or rather the problems that seem worthy of pursuit, can be a useful
exercise. A famous example is Hilbert’s problems (Hilbert 1902), which profoundly influenced mathematics.
This entire handbook can be viewed as an attempt to define challenges faced by systems biologists, especially
challenges requiring a statistical approach, and to provide tools for addressing these challenges. This particular
chapter provides a personal perspective. If the editors had invited someone else to write it, I am sure it would
have materialized in a very different form, as there are many challenges worthy of pursuit in this field.

Much has been written about systems biology, and excellent overviews of the field are available (for
example, see Kitano 2002). For many years, I believe one of the challenges faced by systems biology has been
community building. In recent years, thanks in part to events such as the International Conference on Systems
Biology (Kitano 2001) and the q-bio Summer School and Conference (Edwards et al. 2007), a community of
systems biology researchers has established itself. This community identifies with the term ‘systems biology’
and broadly agrees upon its loose definition and the general goals of the field. If one is looking for a definition
of systems biology, the work presented at the meetings mentioned above serves the purpose well.

A characteristic of systems biology is the systems approach, which is aided by modeling. In systems
biology, there has been special interest in the study and modeling of cellular regulatory systems, such as
genetic circuits (Alon 2006). This chapter will be focused on a discussion of challenges faced by modelers. Of
course, modeling would be aided by technology development, the generation of new quantitative data and in
other ways, but I will be concerned mainly with the practice of modeling. Moreover, I will focus on modeling
of cell signaling systems, although I believe the discussion is relevant for modeling of other types of cellular
regulatory systems.

We need models of cellular regulatory systems to accelerate elucidation of the molecular mechanisms
of cellular information processing, to understand design principles of cellular regulatory systems (i.e. the
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relationships between system structures and functions), and ultimately, to engineer cells for useful purposes.
Cell engineering encompasses a number of application areas, including manipulation of cellular metabolism
for production of desirable metabolic products (Keasling 2010), such as biofuels; identification of drug targets
for effective treatment or prevention of diseases (Klipp et al. 2010), such as cancer; and creation of cells with
entirely new functions and properties through synthetic biology approaches (Khalil and Collins 2010). In
each of these areas, predictive models can be used to guide the manipulation of cellular phenotypes through
interventions at the molecular level (e.g. genetic modifications or pharmacological perturbations). In traditional
engineering fields, predictive models play a central role, and I believe predictive modeling will be just as central
to cell engineering efforts in the future. Another more immediate reason to seek models of cellular regulatory
systems is that model-guided studies of the molecular mechanisms of cellular information processing can
accelerate the pace at which these mechanisms and their design principles are elucidated (Wall et al. 2004;
Alon 2006; Novák and Tyson 2008; Rafelski and Marshall 2008; Mukherji and van Oudenaarden 2009). A
model of a cellular regulatory system essentially represents a hypothesis about how the system operates and
such a model can be used to interpret experimental observations, to design experiments, and generally to
extend the reach of human intuition and reasoning. A model can be constructed in a systematic step-by-step
fashion and the logical consequences of a model, no matter how complicated, can usually be determined.
Although models are useful because they make predictions, models are also useful for other reasons, which
are sometimes overlooked, as recently discussed by Lander (2010).

It is often assumed, presumably because of the long tradition of modeling in science and engineering and
the many successes of modeling (e.g. celestial modeling), that modeling of cell signaling systems should be
fairly straightforward and that all the necessary tools (e.g. numerical methods and software implementations
of these methods) should be more or less readily available. I do not believe that this is the case or even close
to the case. I believe that predictive modeling of cell signaling systems will require the solution of unique and
difficult problems and that there is much work to be done.

1.2 Cell signaling systems

Cell signaling (Hunter 2000; Scott and Pawson 2009) controls the phenotypes and fates of cells. By conveying
information through a signal-initiated cascade of molecular interactions, a cell signaling system enables a
cell to sense changes in its environment and respond to them. Cell signaling is mediated in large part by
complex networks of interacting proteins, each of which is itself complex. A signaling protein may contain a
catalytic subunit that is tightly regulated, such as a tyrosine kinase (Bradshaw 2010; Lemmon and Schlessinger
2010), as well as other functional components, including modular protein interaction domains [e.g. a Src
homology 2 (SH2) domain] (Pawson and Nash 2003), short linear motifs (e.g. a proline-rich sequence that
can be recognized by an SH3 domain) (Gould et al. 2010), and sites of post-translational modification (e.g.
substrates of kinases and phosphatases) (Walsh et al. 2005). Many of the components of signaling proteins
enable and regulate interactions with binding partners, and regulated assembly of protein complexes plays an
important role in cell signaling by co-localizing enzymes and substrates, which affects both enzyme activity and
specificity (Ptashne and Gann 2001). Although many of the molecular-level properties of specific cell signaling
systems have been elucidated and characterized, we are only now beginning to investigate system-level
properties, i.e. how the parts work together to process information (Aldridge et al. 2006; Kholodenko 2006;
Kholodenko et al. 2010).

A systems-level understanding of cell signaling is central to a basic understanding of cell biology. This
type of understanding is also relevant for finding better treatments for a number of diseases involving dysreg-
ulation of cell signaling systems, such as cancer. The malignancy of cancer cells is driven and/or sustained
in part by mutations that affect signaling proteins, many of which are the products of oncogenes and tumor
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suppressor genes (Hanahan and Weinberg 2000). We can hope to reverse the effects of deleterious mutations
by understanding the system-level properties of cell signaling systems (Kreeger and Lauffenburger 2010; Xu
and Huang 2010). However, the complexity of cell signaling systems poses a formidable barrier to under-
standing and rational manipulation of system-level properties. There is a pressing need to find better ways to
reason about cell signaling, so that we can relate the molecular interactions in cell signaling systems to the
higher level phenomena that emerge from these interactions (Nurse 2008). Addressing this need now seems
timely, given recent advances in proteomics that allow quantitative multiplex assays of the molecular states
of cell signaling systems (Gstaiger and Aebersold 2009; Choudhary and Mann 2010; Kolch and Pitt 2010)
and opportunities to take advantage of molecular therapeutics (Gonzalez-Angulo et al. 2010), i.e. drugs that
specifically target signaling proteins, such as imatinib (Deininger et al. 2005; Hunter 2007).

A fairly standard aid for reasoning about a cell signaling system is a network wiring diagram, which is
used to provide a visual representation and summary of available knowledge about a system, in particular
the molecules involved and their interactions. Wiring diagrams come in many forms, from simple cartoons to
elaborate depictions that make use of formalized iconography (Kohn 1999; Kitano et al. 2005). A testament
to the importance of wiring diagrams is the Systems Biology Graphical Notation (SBGN) project, an effort to
develop standardized conventions for diagrammatic representation of biological knowledge (Le Novère et al.
2009). Although diagrams are clearly useful, they lack predictive power.

A more powerful aid for reasoning about a cell signaling system is a mathematical model (Kholodenko
et al. 2010; Kreeger and Lauffenburger 2010; Xu and Huang 2010). Models of cell signaling systems are
less commonly used and less accessible than network wiring diagrams, but modeling provides a means to
cast available knowledge in a form that allows predictions to be made via computation. Once a model has
been formulated, computational procedures can usually be applied to elucidate the logical consequences
of the model. We can expect modeling to be useful for understanding cell signaling systems, especially
given emerging capabilities in synthetic biology (Bashor et al. 2010; Grünberg and Serrano 2010; Lim 2010),
which present opportunities for model-guided cell engineering. However, it is becoming clear that traditional
modeling approaches, such as the formalism of ordinary differential equations (ODEs), will not be entirely
adequate. Modeling of cell signaling systems presents unique challenges for which new approaches are needed.
Two of these challenges are discussed below.

1.3 The challenge of many moving parts

To address many interesting questions, we need large models (Hlavacek 2009). The reason is twofold. First,
we need models of entire cell signaling systems and indeed models that encompass sets of connected cell
signaling systems and other regulatory systems (e.g. metabolic circuits) to understand how the molecular
states of cells affect their fates and phenotypes. The molecular state of a cell can be perturbed and potentially
rationally manipulated. For example, pharmacological inhibition of a receptor tyrosine kinase might be used
to impact cell-cycle control and reduce proliferation. However, the effect of a perturbation must generally
propagate through a network of regulatory systems to bring about a change in phenotype, and these systems
are rife with interconnections and feedback loops (Tyson et al. 2003; Brandman and Meyer 2008). The effects
of some perturbations can be intuited. Others can be predicted with greater accuracy on the basis of simple or
coarse-grained models or on the basis of mechanistically detailed but circumscribed models (Tyson and Novák
2010). However, at some point, to obtain deep understanding and/or exquisite control, we will seek to develop
models that are large in scope and heavy in detail. Such models may only promise minor improvements in
understanding or controllability, but even minor improvements, given the potential benefits, could provide
strong motivation to pursue ambitious modeling efforts. In the United States, the annual cost of treating cancer
is estimated to now be greater than US $100 billion and rising (Mariotto et al. 2011). This cost could perhaps
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be reduced and/or care could be improved with greater predictive capabilities with regard to the effects of
perturbations on cell signaling.

The second reason we need large models is that a cell signaling system typically comprises a large number
of proteins and other signaling molecules (e.g. lipids), as well as a larger number of molecular interactions. For
example, documentation of a cell signaling system in NetPath (netpath.org) includes, on average, information
about >80 different molecules (counts from ‘Molecules Involved’ fields) and >150 molecular interactions
(counts from ‘Physical Interactions’ and ‘Enzyme Catalysis’ fields) (Kandasamy et al. 2010). This problem
can be dramatically exacerbated when one attempts to translate biological knowledge of a cell signaling system
into mathematical form because the number of formal elements in a conventional, or traditional, model (e.g.
variables or equations) is typically much larger than the number of molecules or interactions considered in the
model. For example, a recent model encompassing only about 30 proteins is composed of nearly 500 ODEs
(Chen et al. 2009).

Models that are far more comprehensive than available models, such as models that couple receptor signaling
to cell cycle control, can be developed, evaluated, and incrementally improved through an iterative process,
including parameter estimation, experimental tests of model predictions, and model refinement. This iterative
process is often discussed, but the process is difficult to implement. It will continue to be difficult to implement
until certain types of resources and conventions are developed to aid modelers. In addition, methods are needed
to make modeling more automatic, such as methods for data-driven model specification [for an example of
inference of network structure in the context of cell signaling, see Ciaccio et al. (2010)], automated comparison
of model predictions to known, formalized system properties (Batt et al. 2005; Calzone et al. 2006; Gong et al.
2010), and automated model-guided design of experiments (Bongard and Lipson 2007). The resources I have
in mind would provide the type of information available at the Tyson Lab website (mpf.biol.vt.edu), where
for example, one can find an impressively long list of budding yeast mutants and their cell cycle phenotypes.
This collection of information, which would be time consuming to reproduce, serves to document the basis
of the model of Chen et al. (2004) and also provides a set of known system properties, which can be used to
validate any new model for the budding yeast cell cycle or to compare alternative models. There is a wealth
of information in the primary literature about system properties, which are mostly qualitative in nature. This
information could perhaps be better used by modelers to (tightly) constrain the values of parameters in models.

The information available about a cell signaling system is often so abundant that only a fraction of the
available information can be held in memory at a time. In fact, it may be impossible to even enter into memory
all the available information. Available information must be systematized (ideally in the form of reusable and
extensible models), reporting of new knowledge must be made more formal, and protocols and standardized
conventions for accomplishing these tasks are needed. Translating available knowledge into formal elements
of a model specification or into benchmarks for validating a model is currently a rate-limiting step in the
modeling process, and it requires an unusual combination of skills. (It also requires a rare temperament.)
With the adoption of conventions for reporting observed system properties, this burden could be lifted from
modelers. A standard language for specifying dynamical system properties could perhaps be developed on
the basis of a temporal logic (Calzone et al. 2006; Gong et al. 2010). An important element of such a language
will be a capacity to represent system perturbations, such as mutations. Progress on formal representation of
perturbations has been made by Danos et al. (2009).

It should be noted that a common concern about the development of a large model is the difficulty of
estimating the many parameters in such a model. Recently, Apgar et al. (2010) demonstrated, via an assumed
ground truth model and synthetic data, that the parameters of a model can be identified via fitting to mea-
surements from an unexpectedly small number of experiments if the experiments are well chosen and under
the assumptions that model structure is correct and all variables of the model are observable in the form of
time-series data. Despite these caveats, this study suggests cautious optimism. The parameters in large models
may be more identifiable than conventional wisdom suggests, and new statistical methods could perhaps be
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developed for better addressing the problem of parameter estimation in the the context of large models for
cell signaling systems. One need in this area is the development of parameter estimation methods that respect
thermodynamic constraints, which are easily enforced in the case of a small model but not so easily enforced
in the case of a large model (Yang et al. 2006; Ederer and Gilles 2007, 2008; Vlad and Ross 2009; Jenkinson
et al. 2010).

1.4 The challenge of parts with parts

The parts of cell signaling systems (e.g. proteins) themselves have parts (e.g. sites of post-translational mod-
ification). To faithfully represent the mechanisms of cell signaling, we need models that account for the
site-specific details of molecular interactions (Hlavacek et al. 2006; Hlavacek and Faeder 2009; Mayer et al.
2009). A signaling protein is typically composed of multiple functional components or sites. Tracking infor-
mation about these sites is critical for modeling the system-level dynamics of molecular interactions because
protein interactions are context sensitive, i.e. they depend on site-specific details. For example, many protein–
protein interactions are regulated by phosphorylation (Pawson and Kofler 2009). It is difficult to document
and/or visualize the contextual dependencies of molecular interactions in a way that is both clear and precise.
Online resources, such as NetPath (Kandasamy et al. 2010), Phospho.ELM (Dinkel et al. 2011) and Reac-
tome (Matthews et al. 2009), provide (limited) information about the site-specific details of protein–protein
interactions through combinations of illustrations, lists (e.g. a list of sites of phosphorylation), comments, and
literature citations. It is also difficult to incorporate the site-specific details of molecular interactions into a
conventional or traditional model (e.g. ODEs) (Hlavacek et al. 2003). Nevertheless, our mechanistic under-
standing of site-specific details is fairly advanced and such details can be monitored experimentally (Gstaiger
and Aebersold 2009; Choudhary and Mann 2010; Kolch and Pitt 2010), which encourages a consolidation of
this knowledge in the form of models.

As mentioned above, ODEs are traditionally used to model the kinetics of (bio)chemical reaction systems,
and many models of cell signaling systems take the form of a system of coupled ODEs (Kholodenko et al.
1999; Schoeberl et al. 2002). Another commonly used modeling approach involves using Gillespie’s method,
or kinetic Monte Carlo (KMC), to execute a stochastic simulation of the kinetics of a given list of reactions
(Gillespie 2007; Voter 2007). This approach is typically applied in preference to the ODE-based approach when
one is concerned about stochastic fluctuations that arise from small population sizes (McAdams and Arkin
1999). Both approaches require a listing of the reactions that are possible and the chemical species that can
be populated in a system. The approach of using ODEs to represent the kinetics of chemical reaction systems
was first applied by Harcourt and Esson (1865), long before we understood how cells process information.
Cell signaling systems have features that distinguish these systems from other reaction systems, such as
many reaction systems of importance in the chemical processing industry. In a typical commercial reactor
or test tube, there are large numbers of molecules that can populate a relatively small number of chemical
species. In contrast, in a cell signaling system, because of the combinatorial potential of protein interactions,
relatively small numbers of molecules populate a tiny fraction of a large, possibly astronomical or even
super astronomical number of possible chemical species (Endy and Brent 2001; Bray 2003; Hlavacek et al.
2003, 2006). This feature of cell signaling systems has been called combinatorial complexity. Combinatorial
complexity hinders application of traditional modeling approaches, because in these approaches, one must
write an equation for each chemical species that could be populated in a system, or the equivalent.

To overcome the problem of combinatorial complexity, the rule-based modeling approach has been devel-
oped (Hlavacek et al. 2006). In this approach, graphs are used to model proteins, and graph-rewriting rules
are used to model protein interactions. Rules can be specified using a formal language, such as the BioNet-
Gen language (BNGL) (Faeder et al. 2009) or Kappa (Feret et al. 2009; Harmer et al. 2010), which is closely



8 Handbook of Statistical Systems Biology

related to BNGL. The two basic ideas underlying the rule-based modeling approach are to treat molecules
as the building blocks of chemical species and to model the molecular interactions that generate chemical
species as rules rather than to specify a list of reactions connecting the chemical species that can be populated,
which is equivalent to specifying a set of ODEs under the assumption of mass action kinetics. A rule can
be viewed as implicitly defining a set of individual reactions, which involve a common transformation. A
rule includes a specification of the necessary and sufficient conditions that a chemical species must satisfy
to undergo a transformation defined by the rule and a rate law for the transformation. If the conditions are
minimal, the number of individual reactions implied by the rule is maximal. For example, if ligand–receptor
binding is independent of receptor signaling, then a rule can be specified that captures ligand–receptor inter-
action without considering the interaction of the receptor with cytosolic signaling proteins. However, there
is no free lunch. The cost of the rule-based modeling approach is that the reactions implied by a rule are all
assumed to be characterized by the same rate law. Thus, the approach relies on a coarse-grained description of
reaction kinetics, because each individual reaction in a system may truly be characterized by a unique rate law.
Although it is important to keep this limitation of rule-based modeling in mind, the reliance on coarse-grained
reaction kinetics is not onerous, as the granularity of a rule can be adjusted as needed. At the finest level
of granularity, a rule implies only a single reaction, i.e. a rule is equivalent to a reaction in the traditional
sense. Thus, the rule-based modeling approach can be viewed as a generalization of conventional modeling
approaches. Rule-based modeling provides a practical solution to the problem of combinatorial complexity.

A number of methods for simulating rule-based models have been developed and these methods have been
implemented in various software tools (Blinov et al. 2004; Lok and Brent 2005; Meier-Schellersheim et al.
2006; Moraru et al. 2008; Colvin et al. 2009, 2010; Lis et al. 2009; Mallavarapu et al. 2009; Andrews et al.
2010; Gruenert et al. 2010; Ollivier et al. 2010; Sneddon et al. 2010). A few recently developed tools are briefly
discussed below to point to newly available modeling capabilities and to identify capability gaps. The tools
discussed below all implement statistical methods. Once a rule-based model has been specified, it can be
simulated in a number of different ways. For example, the set of ODEs for mass action kinetics corresponding
to the list of reactions implied by a model can be derived from the rules of the model (Blinov et al. 2004; Faeder
et al. 2005), or a smaller set of ODEs for the dynamics of collective variables can be derived from the rules
(Borisov et al. 2008; Conzelmann and Gilles 2008; Koschorreck and Gilles 2008; Feret et al. 2009; Harmer
et al. 2010). However, statistical methods are particularly well suited for simulation of a rule-based model,
because tracking individual molecules in a stochastic simulation can be easier than tracking the population
levels of chemical species in a deterministic simulation (Morton-Firth and Bray 1998; Danos et al. 2007; Yang
et al. 2008; Colvin et al. 2009, 2010).

The stochastic simulation compiler (SSC) of Lis et al. (2009) implements a ‘next subvolume’ method for
simulation of spatial rule-based models, in which subvolumes of a reaction volume are considered to be well
mixed but transport between subvolumes is included to capture the effects of diffusion. Within a subvolume,
KMC is used to simulate reaction kinetics, i.e. Gillespie’s method is applied. SSC uses a constructive solid
geometry approach, in which Boolean operators are used to combine primitive shapes/objects, to define
surfaces and objects. A limitation of SSC is its reliance on the computationally expensive procedure of
network generation, as SSC implements a ‘generate-first’ approach to simulation (Blinov et al. 2005). In this
approach, a rule set is expanded into the corresponding reaction network (or equivalently, the list of reactions
implied by the rules) before a simulation is performed. Network generation is expensive and impractical for
many rule-based models. It is also unnecessary, as various ‘network-free’ approaches are available (Danos
et al. 2007; Yang et al. 2008; Colvin et al. 2009, 2010). In these approaches, rules are used directly to advance
a stochastic simulation. In fact, network-free simulation can be viewed as an extension of Gillespie’s method
in which a list of reactions is replaced with a list of rules. A number of software tools implement network-free
simulation methods, including DYNSTOC (Colvin et al. 2009), RuleMonkey (Colvin et al. 2010) and NFsim
(Sneddon et al. 2010), which are all compliant with BNGL. None of these tools have a spatial modeling
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capability, i.e. the methods implemented in DYNSTOC, RuleMonkey and NFsim all rely on the assumption
of a well-mixed reaction compartment. Network-free simulation tools compliant with Kappa with similar
capabilities and limitations, such as KaSim, are available at kappalanguage.org/tools.

Another software tool for simulation of spatial rule-based models is Smoldyn (Andrews et al. 2010), which
performs particle-based reaction-diffusion calculations. These types of calculations are well suited for dealing
with complex geometrical constraints, such as a reconstructed 3D surface (Mazel et al. 2009). Smoldyn
implements an ‘on-the-fly’ approach to simulation (Faeder et al. 2005; Lok and Brent 2005), which limits
network generation by expanding a list of reactions as chemical species become populated during the course of
a simulation. However, on-the-fly simulation still relies on network generation, and because of this, on-the-fly
simulation is impractical for many rule-based models (Hlavacek et al. 2006; Yang et al. 2008). Interestingly,
the network-free simulation approaches implemented in DYNSTOC, RuleMonkey, NFsim and KaSim are
particle-based methods, and it should be straightforward to extend any of these methods to include molecule
positions (spatial coordinates) and propagation of molecules in space, on or off a lattice. Powerful tools are
available for specifying model geometry and visualizing results in 3D (Czech et al. 2009), and such tools
could perhaps be coupled to rule-based simulation capabilities.

Finally, I wish to call attention to the simulation capability provided by the SRSim package (Gruenert et al.
2010), which couples BNGL (Faeder et al. 2009) to LAMMPS (Plimpton 1995), a package for performing
molecular dynamics (MD) calculations. The MD simulation capability provided by SRSim allows molecules
and their binding sites to be modeled as patchy particles and molecular interactions to be modeled in terms
of force fields. This capability could be used to study the effects of orientation constraints on molecular
interactions, molecular size (i.e. volume exclusion), and both translational and rotational diffusion. A wealth of
structural information is available about the modular domains of signaling proteins, other molecules involved in
signaling, and biomolecular complexes (Rose et al. 2011). Structures or models for protein signaling complexes
could perhaps be built and used to identify potential steric clashes and other factors that potentially impact
protein–protein interactions involved in signaling. Relating such structural information to function could
perhaps be aided by system-level modeling of the dynamics of protein–protein interactions. A model for a
signaling complex is static, whereas assembly of a signaling complex during the course of cell signaling is
dynamic. Tools such as SRSim could provide a bridge for connecting structural data available about signaling
proteins to system-level dynamics of protein–protein interactions, i.e. to protein function. The study of Monine
et al. (2010) provides another example, but no general-purpose software, of how structural constraints on
molecular interactions can be considered within the framework of rule-based modeling.

1.5 Closing remarks

Interest in modeling of cellular regulatory systems has increased dramatically in recent years, especially
interest in stochastic modeling. In 2010, the classic paper of Gillespie (1977) was cited over 300 times, which
is more than the number of times the paper was cited in the 20 years before Gillespie’s method was applied
by McAdams and Arkin (1997) to study gene regulation. Although modeling of cellular regulatory systems
is more commonplace now than ever, the models being considered are usually small models, which also
tend to incorporate little of the known mechanistic details (e.g. the site-specific details of protein–protein
interactions). Much can be learned from small models, but cellular regulatory systems are large, and there are
interesting questions that can be addressed with large and mechanistically detailed models. I am reminded of
the saying attributed to Einstein, ‘everything should be as simple as it can be, but not simpler.’

It will not be easy to develop useful large models of cell signaling systems for a variety of reasons. One
reason is that there is no biological expert available to help the ambitious modeler, who may be a physicist
or mathematician by training, with formalization of the known biology. I could be wrong, but I do not
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believe there is a person alive today who has what can be considered a complete command of the known
facts about any well-studied cell signaling system. One could be discouraged by this situation or motivated
by it, as the systematization of knowledge provided by a model could help us make better use of available
knowledge. Another difficulty for the ambitious modeler is the lack of support that can be expected from
colleagues through the peer review process. Once an ODE-based model, for example, crosses some threshold
of complexity, a modeler can expect little proofreading of equations, questioning of model assumptions,
or helpful suggestions on how to improve parameter estimates. This situation points to a need to develop
methods for better communicating the content of large models. Finally, one should keep in mind that models
should be formulated to address specific questions, not for the sake of modeling. Finding the right questions
to ask, the ones that can be answered with the help of large models, is the crux of the matter. Whether, or
rather when, these questions can be found will determine when large modeling efforts become commonplace
in the future.
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