
  CHAPTER 1 

INTRODUCTION TO DIGITAL 
SIGNAL PROCESSING     

   INTRODUCTION 

 Signal processing refers to the art and science of creating, modifying, manipulating, 
analyzing, and displaying signal information and attributes. Since the dawn of time, 
man has been the quintessential signal processor. Human signal processing was 
performed using one of the most powerful signal processing engines ever developed: 
the 25 - W human brain that commits about 10   W to information processing. In that 
context, this biological processor is comparable to the Intel mobile Pentium III 
processor. As humans evolved, other agents were added to man ’ s signal processing 
environment and repertoire, such as information coding in the form of intelligible 
speech, art, and the written word. In time, communication links expanded from local 
to global, global to galactic. It was, however, the introduction of electronics that 
enabled the modern information revolution. Analog electronics gave rise to such 
innovations as the  plain old telephone system  ( POTS ), radio, television, radar/sonar, 
and a host of other inventions that have revolutionized man ’ s life and landscape. 
With the introduction of digital technologies over a half century ago, man has wit-
nessed a true explosion of innovations that has facilitated the replacement of many 
existing analog solutions with their digital counterparts. In other instances, digital 
technology has enabled solutions that previously never existed. Included in this list 
are digital entertainment systems, digital cameras, digital mobile telephony, and 
other inventions. In some cases, digital technology has been a disruptive technology, 
giving rise to products that were impossible to envision prior to the introduction 
of digital technology. An example of this is the now ubiquitous personal digital 
computer.  

  ORIGINS OF DIGITAL SIGNAL PROCESSING ( DSP ) 

 Regardless of a signal ’ s source, or the type of machine used to process that informa-
tion, engineers and scientists have habitually attempted to reduce signals to a set of 
parameters that can be mathematically manipulated, combined, dissected, analyzed, 
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or archived. This obsession has been fully realized with the advent of the digital 
computer. One of the consequences of this fusion of man and machine has been the 
development of a new fi eld of study called  digital signal processing , or DSP. Some 
scholars trace the origins of DSP to the invention of iterative computing algorithms 
discovered by the ancient mathematicians. One early example of a discrete data 
generator was provided in 1202 by the Italian mathematician Leonardo da Pisa 
(a.k.a. Fibonacci  *  ). Fibonacci proposed a recursive formula for counting newborn 
rabbits, assuming that after mating an adult pair would produce another pair of 
rabbits. The predictive Fibonacci population formula is given by  F n      =     F n       −    1     +     F n       −    2  
for the initial conditions  F  0     =    1,  F   − 1     =    0, and produces a discrete - time sequence that 
estimates the rabbit population {1, 1, 2, 3, 5, 8, 13, 21, 34, 55,    . . . } as a function 
of discrete - time events. However, those who promote such action as evidence of 
DSP are overlooking the missing  “ D - word. ”  DSP, at some level, must engage digital 
technology in a signal processing activity.

  *      Fibonacci is short for  fi lius Bonacci , son of Bonacci, whose family name means  “ good stupid fellow. ”  

       Harry Nyquist (1889 – 1976)            Claude Shannon (1916 – 2001  )    

 The foundations of DSP were laid, in fact, in the fi rst half of the 20th century. 
Two agents of change were Claude Shannon and Harry Nyquist. They both formu-
lated the now celebrated sampling theorem that described how a continuous - time 
signal can be represented by a set of sample values. Such representations were found 
to be so mathematically perfect that the original signal could be reconstructed from 
a set of sparsely distributed samples. Nyquist conjectured the sampling theorem in 
1928, which was later mathematically demonstrated by Shannon in 1949. Their work 
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provided the motivation and framework to convert signals from a continuous - time 
domain to and from the discrete - time domain. The sampling theorem, while being 
critically important to the establishment of DSP, was actually developed prior to the 
general existence of digital technology and computing agents. Nevertheless, it was 
the sampling theorem that permanently fused together the analog and discrete - time 
sample domain, enabling what is now called DSP. 

 During the 1950s, and into the 1960s, digital computers fi rst began to make 
their initial appearance on the technology scene. These early computing machines 
were considered to be far too costly and valuable to be used in the mundane role of 
signal analysis, or as a laboratory support tool by lowly engineers. In 1965, Cooley 
and Tukey introduced an algorithm that is now known as the  fast Fourier transform  
( FFT ) that changed this equation. The FFT was indeed a breakthrough in that it 
recognized both the strengths and weaknesses of the classic von Neumann general -
 purpose digital computer architecture of the day, and used this knowledge to craft 
an effi cient code for computing Fourier transforms. The FFT was cleverly designed 
to distribute data effi ciently within conventional memory architectures and perform 
computation in a sequential manner. Nevertheless, early adopters of the FFT would 
not necessarily have considered themselves to be DSP engineers since the fi eld of 
DSP had yet to exist. 

 Since the introduction of the FFT, digital computing has witnessed a continu-
ous growth, synergistically benefi ting from the increasing computing power and 
decreasing cost of digital technologies in accordance with Moore ’ s law.  *   The digital 
systems available in the 1970s, such as the general - purpose minicomputer, were 
capable of running programs that processed signals in an off - line manner. This 
process was often expensive, time - consuming, required considerable programming 
skills, and generally remained compute bound, limiting the type of applications that 
could be considered. During this epoch, early attempts witnessed the use of dedi-
cated digital logic to build rudimentary digital fi lters and radar correlators for 
national defense purposes. These activities caused engineers and scientists to recog-
nize, for the fi rst time, the potential of DSP even though there was no formal fi eld 
of study called DSP at that time. All this, however, was about to change. 

 In 1979, a true (albeit quiet) revolution began with the introduction of the 
fi rst - generation DSP microprocessor (DSP  μ p) in the form of the Intel 2920, a device 
called an  “ analog signal processor ”  for marketing reasons. The 2920 contained on -
 chip analog - to - digital converter (ADC)/digital - to - analog converter (DAC), and a 
strengthened arithmetic unit that was able to execute any instruction in 200    μ s. 
While initiating a fundamentally important chain of events that led to the modern 
DSP  μ p, by itself, the 2920 was a marketplace disappointment appearing in a few 
300   b/s modems. It was, nevertheless, warmly embraced by a small but active group 
of digital audio experimenters. With the second generation of DSP  μ p (e.g., Texas 
Instruments TMS320C10), DSP technology exposed its potential value in a host of 
new applications. For the fi rst time, products with embedded DSP capabilities 
became a practical reality establishing DSP as an enabling technology. The fi eld, 

  *      Moore ’ s law   ( )( ) ( )( ) . ( )Nt A t Nt a t t t/ /1 0 1 58 1 0= × −  predicts that semiconductor density will double every 
18 months. 
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now called DSP, rapidly developed in the form of academic programs, journals, and 
societies, and developing infrastructure technology. These beginnings swiftly gave 
way to a third and fourth generation of general - purpose DSP  μ p as well as custom 
DSP devices. Even though DSP remains a relatively young science, being only a 
few decades old, it has become both a major economic and technological force. DSP 
solutions are now routinely developed using  commercial off - the - shelf  ( COTS ) soft-
ware and DSP  μ ps and fi eld programmable gate arrays (FPGAs), along with 
application - specifi c integrated circuits (ASICs).  *   There is now an abundance of DSP 
software design and development tools that serve this industry. Through the intel-
ligent use of these resources, DSP has become an enabling technology for high -
 speed, low - cost data communications (modems), digital controllers, wireless 
solutions including cellular telephony and other personal communications services, 
video compression, multimedia and entertainment (audio and video solutions), plus 
a host of other applications. At the core of this revolution are the tens of thousands 
of scholars and technologists who now refer to themselves as DSP engineers and 
scientists. These engineers are hybrids in that they need to have competence in the 
application area they serve, to possess strong computer hardware and/or software 
skills, plus to have an understanding of the theory and practice of DSP. They, like 
DSP technology itself, are still in the formative stage. All that can be accurately 
predicted at this time is that DSP will be one of the principal technological driving 
forces of the 21st century economy.  

  SIGNAL DOMAINS 

 Signals are abundant in both the natural and artifi cial worlds. Nature, in particular, 
is rich in signals, from cosmic rays, bird trills, and the proverbial tree falling in the 
woods. Signals found in the natural world are produced by a variety of mechanisms. 
An example is a biological electrocardiogram (EKG) signal illustrated in Figure  1.1 . 

       Figure 1.1     Typical EKG model (top) showing the P, Q, R, S, and T phases. Shown also is 
a typical EKG recording (bottom).  
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P–R interval: 0.12–0.20 second
QRS duration: 0.04–0.12 second
Q–T interval: <0.4 second
Rate: 60–100 bpm

  *      ASICs are defi ned by the solution provider, not the manufacturer. A variation on this theme is the 
application - specifi c standard parts (ASSPs), which are essentially ASICs developed for high - volume 
commercial sale. 
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Others include man - made signals such as those generated by musical instruments 
or the human voice. Artifi cial signals can be created without a natural production 
mechanism but using algorithms and electronic sound reproduction equipment. 
Signals from these domains can be classifi ed as being one - , two - , and M - dimensional. 
A simple one - dimensional sinusoid  x ( t )    =    cos( ω  t ) that can be expressed as an ampli-
tude versus time trajectory. Images are often classifi ed as being two - dimensional 
signals that can be expressed as a function of two spatial parameters, such as 
 f ( x  1 , x  2 )    =    cos( ω  x  1     +     ω  x  2 ). A simple black and white image can be represented as an 
array of image values  i ( x , y ), where  i ( x , y ) is the image intensity at coordinates ( x , y ) 
(see Fig.  1.2 ). Signals of higher dimension also exist. The Dow Jones industrial 
average, for example, is a function of 30 economic variables and represents a mul-
tidimensional signal.   

 Causality is also an important signal property. Causal signals are produced by 
causal systems (nonanticipative systems) where the output signal output  y ( t ), at some 
specifi c instant  t  0 , depends only on the system input  x ( t ) for  t     ≤     t  0 . Signals that are 
not causal are called noncausal, anticausal signals, or anticipatory.  *   While noncausal 
signals are not products of a physically realizable signal generation mechanism, they 
will play a signifi cant role in the mathematical study of signals and systems or in 
performing off - line simulations. For example, the signal  x ( t )    =    cos( ω  0  t ) technically 
persists for all time (i.e.,  t     ∈    ( −  ∞ ,  ∞ )) and is therefore noncausal. It is also recog-
nized that  x ( t )    =    cos( ω  0  t ) represents a mathematically important signal even though 
it could not have been created by a physical signal generator.  

  SIGNAL TAXONOMY 

 Any meaningful signal taxonomy needs to recognize that signals can live in different 
domains. Specifi cally, there are three important signal domains, and they are devel-
oped below. 

       Figure 1.2     Two - dimensional image  “ Lena ”  as a 512    ×    512    ×    8   bit/pixel image on the left 
and JPEG compressed image on the right.  

  *      He who answers before listening — that is his folly and his shame — Proverbs 18:13. 
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  Continuous - Time Signals 

 Continuous - time or analog signals  x ( t ) are defi ned as a continuum of points in both 
independent and dependent variables. Both the signal ’ s amplitude  x ( t ) and time 
instance  t  are numbers known with infi nite precision. Continuous - time signals can 
be further portioned into differentiable, analytic, piecewise differentiable, continu-
ous, piecewise constant, as well as others.  

  Discrete - Time Signals 

 A discrete - time signal  x [ k ] is obtained by sampling a continuous - time signal  x ( t ) 
with an ideal sampler. Specifi cally, if  T  s  denotes the sample period, then  f  s     =    1/ T  s  is 
called the sample rate or sample frequency and is measured in sample per second, 
denoted  “ Sa/s, ”  although  “ Hz ”  is commonly used interchangeably with Sa/s. The 
sample value at the sample instance  t     =     kT  s  is denoted  x ( t     =     kT  s )    =     x [ k ]. A collection 
of such sample values is called a time series. A discrete - time series consists of 
sample values that are continuously resolved along the dependent axis (amplitude) 
and discretely resolved along the independent axis (time). Whereas the sample 
instances are discrete (in time), the sample value  x [ k ] is an infi nite precision real or 
complex number. Discrete - time signals can be physically created by passing a con-
tinuous signal through an electronic device called an impulse sampler or ideal 
sampler. The sampled value  x [ k ] can be used to construct a continuous - time signal 
 y ( t ) using an inverse process called interpolation. An example interpolator is a called 
sample - and - hold (S/H) circuit, as shown in Figure  1.3 . S/H circuits are commonly 
found in the design of DACs. Other forms of interpolation are possible.   

 Computing algorithms, such as those studied in discrete mathematics, can be 
used to produce discrete - time signals. In addition, discrete - time series also arise in 
the fi elds of economics, biology, calculus, statistics, physics, plus others. The engi-
neering importance of discrete - time signals can be traced back to a post - World War 
II era in the form of sampled data control systems and telephony. During the early 
days of the Cold War, strategic bombers were fl ying missions having long time 
durations while attempting to navigate with a high degree of accuracy. This was a 
challenging problem for the day ’ s analog control systems. Small drifts in the control 
surface signal values could accumulate over time, resulting in large positional errors. 
What was required was a more precise autopilot technology. It was discovered that 
if the control signal was sampled and modulated, drift - free alternating current (AC) 
amplifi ers could replace the troublesome drift prone direct current (DC) amplifi ers. 
The simplest modulation scheme is an alternating sign periodic analog pulse train 
using a device that was called a  “ chopper. ”  The modulated signal was then transmit-

       Figure 1.3     Discrete - time signal sampler and sample - and - hold circuit.  
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ted to a receiver where it was demodulated, returning all the samples to their original 
sign. This gave rise to a technology called sampled - data control, which had a strong 
following in the 1950s and 1960s. 

 The most enduring technology emerging from this era is found in telephony. 
It was discovered that a number of distinct discrete - time time series could be inter-
laced (i.e., time - division multiplexed) onto a common channel, thereby increasing 
the channel ’ s capacity in terms of the number of subscribers per line per unit time. 
The result was that the telephone company could bill multiple clients for using a 
single copper line. Claude Shannon developed the mathematical framework by 
which these signals can be time multiplexed, transmitted along a common line, and 
reconstructed at each individual receiver. Shannon ’ s innovation, known as Shannon ’ s 
sampling theorem, has been a driving force behind most DSP techniques and 
methodologies.  

  Digital Signals 

 Digital signals are discrete - time signals that are also quantized along the dependent 
axis (amplitude). Digital signals can be produced by a digital computer using fi nite 
precision arithmetic or by passing an analog signal  x ( t ) through an ADC or A/D, 
also producing a fi nite precision approximation of a discrete - time signal. In either 
case, quantizing the amplitude of the original signal introduces an uncertainty called 
quantization error. Controlling and managing such errors is often critical to the suc-
cessful design of a DSP solution. 

 A general signal taxonomy is presented in Figure  1.4 . Contemporary signal 
processing systems typically contain a mix of analog, discrete, and digital signals 
and systems. A signal ’ s original point of origin is often the continuous - time or analog 
domain. Digital signals, however, are becoming increasingly dominant in this mix. 
Applications that were once considered to be exclusively analog, such as sound 

       Figure 1.4     Signal hierarchy consisting of an analog, discrete - time or sampled signal, and 
digital or quantized signal process.  
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recording and reproduction, have become digital. The wireless communications 
industry are replacing analog components in radios, as well as back - end audio and 
signal decoding sections, with digital devices. Images and video signals are now 
routinely coded and decoded as digital signals. Discrete - time systems, as defi ned, 
are rarely found in use today except as part of the sampling subsystems (samplers) 
found in ADCs. The reason for this paradigm shift from analog signal processing to 
DSP is primarily due to two breakthroughs. The fi rst is the sampling theorem and 
the second is the product of the fruitful digital semiconductor industry. Once this 
bridge was crossed, it became logical to replace everything possible with digital 
technology.     

   DSP : A DISCIPLINE 

 Signal processing is a gift of the sampling theorem and formidable armada of com-
panion theories, methodologies, and tools, such as the celebrated FFT. Initially DSP 
was envisioned simply as an analog replacement technology. It is now clearly appar-
ent to many that DSP will move into new areas and become the dominant signal 
processing technology in the 21st century. DSP has matured to the point where it 
can claim to be an academic discipline replete with a rich infrastructure industry. 
DSP continues to gain semiconductor market share mainly because it can deliver 
solutions. The DSP advantage is summarized below. 

  Digital Advantages 

 The attributes of a digital solution are as follows:

    •      Both analog and digital systems can generally be fabricated as highly 
integrated semiconductor systems. Compared with analog circuitry, digital 
devices can take full advantage of submicron technologies and are generally 
more electronically dense, resulting in both economic and performance 
advantages.  

   •      As semiconductor technologies shrink (deep submicron) and signal voltages 
continue to decline (1.25   V and lower), the intrinsic signal - to - noise ratio found 
at the transistor level decreases. Digital systems are far more tolerant of such 
internal noise. These devices, however, are essentially useless as an analog 
system (e.g., equivalent 3 - bit precision per transistor).  

   •      Digital systems can operate at extremely low frequencies, which would require 
unrealistically large capacitor and resistor values if implemented as an analog 
solution.  

   •      Digital systems can be designed with increased precision with only an incre-
mental increase in cost, whereas the precision of an analog system precision 
is physically limited (10   bits    ∼    60 - dB dynamic range typical).  

   •      Digital systems can be easily programmed to change their function whereas 
reprogramming analog systems is extremely diffi cult.  
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   •      Digital signals can be easily delayed and/or compressed, an effect which is 
diffi cult to achieve with analog signals.  

   •      Digital systems require no external alignment, while analog systems need 
periodic adjustment (due to temperature drift, aging, etc.).  

   •      Digital systems do not have impedance - matching requirements, while analog 
systems do.  

   •      Digital systems, compared with analog devices, are less sensitive to additive 
noise as a general rule.     

  Analog Advantages 

 There are, however, a few analog attributes that resist the digital challenge. They 
are as follows:

    •      Analog systems can operate at extremely high frequencies (e.g., microwave 
and optical frequencies) that exceed the maximum clock rate of a digital device 
or ADC.  

   •      Analog solutions are sometimes more cost effective (e.g., fi rst - order resistor -
 capacitor [RC] fi lter) compared with solutions fashioned with digital compo-
nents (e.g., ADC, digital fi lter, plus DAC).    

 Driven by advancements in semiconductors, software, and algorithms, DSP will be 
a principal enabling and facilitating technology in the following areas:

  Audio 

  Audio - video 
receivers  

  Computing  

  Digital radio  

  Home audio  

  Flat panel displays  

  Internet audio  

  Pro audio  

  Speech  

  Toys   

  Transportation 

  Chassis sensors  

  Power train  

  Driver displays  

  Security systems  

  Safety systems   

  Broadband 

  Wireless local area network 
(LAN)  

  Cable  

  Digital subscriber line (DSL)  

  Voice - over Internet protocol (VoIP)   

  Control 

  Digital power supplies  

  Embedded sensors  

  Industrial drives  

  Motors  

  Instrumentation   

  Medical 

  Automated external defi brillators  

  Monitoring  

  Hearing aids  

  Imaging  

  Prosthetics   

  Military 

  Avionics  

  Countermeasures  

  Imaging  

  Munitions  

  Navigation  

  Radar/sonar   

  Wireless 

  Handsets  

  Infrastructure  

  Radiofrequency 
tagging  

  Security  

  Biometrics  

  Smart sensors   

  Telecom 

  High - frequency 
radios  

  Infrastructure  
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  Navigation  

  Telecom accessories  

  Wire systems   

  Video and Imaging 

  Still cameras  

  Digital TV  

  Digital video  

  Digital recorders  

  Internet protocol (IP) video phones  

  Media devices  

  Set - top boxes  

  Streaming media  

  Surveillance  

  Video conferencing  

  Vision  

  Infrastructure    

 DSP engineers and technologists continue to invent new products based on preexist-
ing and emerging DSP theory and technology. Based on what has been witnessed 
over the brief history of DSP, one can only view in awe the possibilities of the future.   
    
 
 

 

   
  
 
 
    
 


