
CHAPTER 1

Fundamental Concepts
and Background

INTRODUCTION

In this chapter, we would like to illustrate a few fundamental concepts related to
communication systems, circuits, devices, and electromagnetics to serve as a back-
ground for the materials to be illustrated in the later chapters. Any integrated system
solution is a combination of the following functionalities: (1) data acquisition (sensor/
analog interface), (2) signal processing, (3) communication (wireless or wired), and
(4) powermanagement. Irrespective ofwhether the end prototype is intended forwired
or wireless communication applications, these four broad functionalities would be
present in some form. Although each of these domains is diverse in nature,we illustrate
only the fundamental concepts that are used in development of integrated communi-
cation microsystems. We start with communication systems, with an illustration of
mathematical and physical tools that are necessary for understanding the principles of
communication systems. Such tools can be used for design and analysis of systems
architecture, circuits, and so on in an analytical, as well as intuitive manner.

1.1 COMMUNICATION SYSTEMS

Although diverse in their nature, wired and wireless communication systems work
together to provide end-user services. Figure 1.1 illustrates this aspect. Let us consider
the following situation: A user located in a cell in geographical area A needs to
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communicate to another user in a geographical area Bwhilemoving on the highway, at
the endofwork.Call from themobile phone is accurately received by thebase station in
area A and communicated to the Mobile Terminal Switching Office (MTSO). Various
MTSOs are connected to the central switching office by optical fiber backbone; they
communicate with the central office, which communicates with its counterpart in B
through optical fiber links laid underneath oceans or through geostationary satellites
(with somecommunicationdelay).Modern communication systemsmostly useoptical
fibers.As themessage is received by the central office inB, it then diverts the traffic to a
specific city, and the specific user gets the call from a telephone exchange. In case the
end user is also mobile, the central office then communicates with another MTSO,
which is responsible for delivering the message to the appropriate mobile user.

Theentireprocess iscomplicated, in termsofits switching, traffichandling, andother
network management issues. The above example has been used to illustrate the basic
mechanism of a voice communication. Other types of high-data-rate communications
are also feasible. For example, transferring large files, or multimedia movies, from one
wireless device to another falls in the same category of high-speed wireless commu-
nications. Many times it is difficult to lay fiber optic cables because of geographical
problems (rough terrains, mountains, etc.), and a direct line-of-sight wireless commu-
nicationmay be preferred. Our focus in this book is to provide an understanding of how
todevelop the physical-level hardware solution to enable such communication systems.

Our focus in this chapter is on the physical layer of these communication systems, in
order to develop insight toward developing miniaturized hardware. A single chip,
which can perform the functionalities ofwireless communications at a desired data rate
and frequency within a required power and area is the subject of this book. As the two

Figure 1.1. Coexistence of wired and wireless communication systems.
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communication systems are essentially diverse in nature, we focus on the various
considerations toward wireless and wired communication systems. First we illustrate
the nature of each of these communication systems and their fundamental aspects.
Thenwecover the key backgroundneeded for appreciation anddesign of such systems.
This background is essential for developing any type of systems, wireless or wired.

1.2 HISTORY AND OVERVIEW OF WIRELESS COMMUNICATION
SYSTEMS

The basic developments in the area of wireless communication date back to the early
twentieth century. Since those early years, wireless engineering has come a long way.
Most of the basic principles of the sophisticated radio architecture, as we see it today,
were developed using vacuum tubes around 1930. Starting with the basic foundation
provided byMaxwell (1883), andwith subsequent inventions inwavepropagation and
wireless telegraphy by Hertz, Bose, Marconi, and others, wireless technology was
born around 1900 in a very primitive form. Demonstration of a superheterodyne
receiver by Armstrong dates back to as early as 1924. Various illustrations of
Armstrong�s superheterodyne receiver were reported during the 1920s and 1930s.
At this time, radio pioneers considered the use of homodyne (/direct conversion)
architectures for singlevacuum tube receivers. For over twodecades, the standard low-
end consumer AM-tunable radio used a system of five vacuum tubes. A major
milestone was set by the invention of the transistor by Bardeen, Brattain, and
Schockley in 1948, which changed the world of vacuum tubes. However, implement-
ing radioswas a farsighted vision at that time. As semiconductor technologies became
moremature,more circuit integration took place. Startingwith small-scale integration
in the standard integrated circuits, the trendmoved towardmore integration and high-
speedmicroprocessors.With the tremendous growth in digital signal processing, very
large-scale integration (VLSI), demands for ubiquitous computing and wireless
applications increased.

During the 1990s, the maturity of digital electronics and signal processing hard-
wares led to the perception that a single-chip implementation of the front end could be
feasible. This belief led to various developments of integrated filters, radio archi-
tectures based on frequencyplanning [super heterodyne to low intermediate frequency
(IF) to direct conversion], and modulation techniques (such as DC-free spectrum) to
combat known problems associated with direct conversion and so on.

Two fundamental operations of a receiver/transmitter include down/upconversion
and demod(/mod)ulation. However, this is different in the case of coherent versus
noncoherent radios. In the downconversion function, the desired signal is filtered and
separated from the interferers, and it is converted from the carrier frequency to a
frequency suitable for the demodulator for low signal processing power. Demodula-
tion is performed at a lower frequency, either by a simple in-phase and quadrature
phase (I/Q) demodulator or digitally sampled and performed by a digital signal
processor (DSP). The latter allows for the use of complicatedmodulation schemes and
complex demodulation algorithms. The demod(/mod)ulator and the other signal
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processing functionalities are usually performed using a digital signal processor, and
its power consumption can be reduced by using advanced process technology nodes
(which reduces the supply voltage and area). However, the down/upconversion
functionality is not easily scalable, and the power consumption is a function of
operating frequency, bandwidth, as well as intermediate frequency (which is depen-
dent on blockers). Thus, numerous radio architectures are considered. Modern
communication devices provide more and more integration on chip. The use of
lower IF or elimination of IF from the frequency plan has many implications on the
receiver/transmitter architecture. Low IF receivers combine the advantages of zero IF
and IF architectures. It can achieve the performance advantages of an IF receiver,
reaching the high level of integration as in a zero IF receiver.

1.3 HISTORY AND OVERVIEW OF WIRED COMMUNICATION SYSTEMS

Advanced wired communication systems today require transfer of multi-Gb/s data
rate across bandlimited channels. Even computer hardware requires clock speeds of
more than 2GHz to be sent over motherboards. Overall, 10Gb/s serial data have been
transferred over FR-4-based backplanes, which were originally designed for 1-Gbps
Ethernet applications. Advances in optical links and supporting electronics have
dramatically increased the speed and amount of data traffic handled by a network
system.Bandlimited channels continue to be a critical bottleneck for deliveryofmulti-
gigabit serial data traffic.

The primary physical impediments to high data rates in legacy backplane channels
are the frequency-dependent loss characteristics of copper channels. Above rates of
2Gbit/s, the skin effect and dielectric loss in backplane copper channels distort the
signal to such a degree that signal integrity is severely impaired. This dispersive
forward channel characteristic contributes to the Inter-Symbol Interference (ISI).

Meanwhile, amajor limiting factor to increasing transmission speeds and distances
in fiber-optic communication links is modal dispersion causing ISI. Modal dispersion
is caused as the numerous guided modes are transmitted in different paths in the
multimode fiber (MMF) resulting in different receiving times at the receiver side of the
fiber communication system. Modal dispersion becomes a severe factor as the length
of the MMF is extended or the data rates are increased.

A brief comparison/contrast between wireless and wired systems can be repre-
sented as follows:

Electrical
Characteristics Wireless Wired

Impact of channel Mostly attenuation, and fading
caused by path loss

Mostly dispersion caused
by group delay variation

Bandwidth Inherently narrowband Inherently broadband
Effect of interferences More interferers Less interferers
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Electrical
Characteristics Wireless Wired

Synchronization
problems

Very significant issue A major issue to be considered

Modulation A variety of modulation tech-
niques are present
starting from BPSK,
QAM etc.

Mostly OOK, and some
multilevel signaling in the
electrical domain

Noise Device noise plays a major role,
as the signal is quite weak

Device noise is not an issue, as
the signal levels are quite
high

Architectures Differ with each other in terms
of frequency shift, up or
down

Differ with each other in terms
of synchronization schemes,
half-rate/full-rate clock-data
recovery systems, etc.

External components Usually filter, balun, switch,
duplexer (all electric/
electromagnetic in nature)

Usually photodiodes, VCSEL,
other lasers, and electronic
couplers

1.4 COMMUNICATION SYSTEM FUNDAMENTALS

In a wireless communication system, communication channel characteristics are
defined by the environment in which we decide to operate, and this may vary among
rural, urban, suburban, hilly area, and so on. In the case of wired communication, the
choice of channel is dependent on the distance wewant to communicate over, and the
overall cost of the material (usually multimode or single-mode optical fiber). Once
again, our target is on the channel capacity and the Signal-to-noise ratio (SNR)
degradations associated with it.

1.4.1 Channel Capacity

The capacity of the channel is defined by Shannon–Hartley theorem, which is defined
as

C ¼ B log2ð 1þ S

N
Þ ¼ B log2 ð 1þ Eb

N0
Þ � ð C

W
Þ

whereC is the channel capacity (bits/s), SN is the SNRobtained from average signal and
noise powers, and Eb

N0
is the energy ratio of the bit to noise energy, also known as “bit-

energy per noise-density.”
This theorem shows the achievable limit on the transmission bit rate, whereas the

accuracy is given by whether the transmission bit rate, R�C. With this condition, the
probability of error could be sufficiently small by using some channel coding,whereas
in the region of R>C, no channel coding would lead to a sufficiently small error rate.

(Continued)

COMMUNICATION SYSTEM FUNDAMENTALS 5



1.4.2 Bandwidth and Power Tradeoff

The above equation also leads to interesting consequences in terms of two aspects, a
bandwidth-limited transmission scenario and a power-limited transmission scenario.
In a bandwidth-limited situation, the transmission bandwidth is higher than the
channel bandwidth, and we use symbols to represent several bits, along with some
channel coding. This is possible, however, with a compromise in higher bit energy per
noise density. It is certainly possible to consider a situation in which one may be
interested in transmitting a lower bit rate through a higher capacity channel, while
operating in the power-limited region of the capacity Eb

N0
plane. This situation is

illustrated in Figure 1.2, and it leads to fundamental considerations while determining
radio architectures. For example, it a spectrally efficientmodulation scheme,morebits
would be packed in a symbol, which leads to the requirements of moderate to high
accuracy for the signal processingnecessary.Todesign such systems, a certain amount
of power should be consumed to ensure the accuracy of the signal processing. In
power-limited modulation techniques, low spectral efficiencymodulation techniques
are usually preferred. These techniques are used for low/moderate data rate systems,
where battery longevity is the prime consideration.

One can also conclude from the above equation that, in the regime of low SNR
communication systems, the logarithmic nature can be expressed as

W ¼ C � ð S

N
Þ

which implies that one can extend the bandwidth significantly while using a low
SNR. This is particularly applicable to ultrawideband systems. Communication is
performed by embedding information in the amplitude, frequency, and/or phase of
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the transmitted signal. Any communication system design is a tradeoff between
the bandwidth and power usage. The task of the receiver is to recover the
transmitted information successfully, which has discrete states w.r.t amplitude
and time.

Radio architectures also evolve around these fundamentals. In a bandwidthlimited
modulation scheme, spectral efficiency is a key factor, and the target is to “pack” a
maximum number of bits into a symbol, in order to achieve high data rates. However,
this process requires high signal processing accuracy. On the other hand, power
efficient modulation schemes lead to low-power hardware, at the expense of low
spectral efficiency. Depending on the application, each scheme should be chosen to fit
the needs.

1.4.3 SNR as a Metric

Given a wireless environment, operating frequency, and distance, one can easily
calculate the path loss, and the SNR degradations caused by multipath and
shadowing effects. One can identify various geographical regions and map the
associated SNR with them. Once these are determined, then, it is calculated how
much SNR degradation is obtained from the RF/analog front end. After the signal
processing at the RF/analog front end is performed, the demodulator obtains a
specific SNR. We would then refer to the waterfall curve of the bit error rate in
order to obtain a suitable modulation scheme. Thus, SNR is the major performance
parameter that determines the choice of modulation scheme.

From an RF/analog perspective, a certain modulation scheme, bit error rate,
and channel coding scheme defines the available bandwidth. The SNR degrada-
tion resulting from RF/analog blocks is contributed by the regular noise phenom-
ena such as thermal noise, flicker noise, as well as intermodulation distortion
product. These effects are further complicated in the case of wideband systems.
The SNR improvements and, hence, the signal processing accuracies in the RF/
analog front end are dependent on the power consumption.

The operating frequency is an important parameter in deciding the feasibility and
cost of a communication system to be deployed. The propagation characteristics in a
free space (path loss) is a function of frequency and the distance, and they are given
by

L ¼ 4pd

l

� �2

Thus, the path loss is lower at low frequencies, which leads to better signal
propagation. However, the antenna size is inversely proportional to frequency of
operation. However, it should be kept in mind that the above equation is a free space
loss only. In an office environment or a home environment, the path loss assumes a
much different profile, and the losses are usually much higher. In the case of mobile
devices, the Doppler effect occurs between mobile devices, which needs estimation
and compensation algorithms.
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1.4.4 Operating Frequency

Although the above arguments hold good, choice of operating frequency is strongly
motivated by licensed free frequency spectrum.Several frequencybands are dedicated
for industrial, scientific, andmedical applications under the FCC regulations.Medical
applications usually operate in dedicated frequency bands because of the high
reliability considerations of these devices. Such ISM bands are located in the
315M/433M/868M/915M/2400M bands. Associated with these center frequencies,
there are various interference patterns from adjacent frequency bands. All ISM band
devices have restrictions on maximum transmitter power as well. These restrictions,
almost always determine the usable frequency band and the maximum distance
achievable. The frequency allocation of various bands is shown in Figure 1.3 along
with their applications.

Choice of frequency is amajor decisionpoint in the implementationofan integrated
system.At lower frequencies, the data rate is lower,medium propagation is better, and
a large antenna would be required. At higher frequencies, data rates are higher,
medium propagation is worse, and a smaller antennawould be required for a low form
factor solution. To trade off these constraints, most of the commercially available
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frequency bands range from 1Ghz to 10Ghz in present state-of-the-art cellular and
wireless local area network (LAN) systems. Several emerging applications tend to
operate in higher frequency bands as shown in Figure 1.4.

1.4.5 The Cellular Concept

Within the allocated frequency band of interest, multiple users can be accommodated
by providing various frequency channels. It is the basis of the cellular radio system, as
illustrated in Figure 1.5. A specific geographical area can be divided into multiple
such cells, with frequency reuse planning. In practice, the individual cells are not

D

R

Figure 1.5. Cellular communication: frequency reuse, cell splitting.
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hexagonal. In case of heavy traffic in an individual cell, it can be further divided into
multiple smaller cells, and each one of the smaller cells operates at lower powers. Such
allocations are dynamic in nature, which leads to increased flexibility of the cell-
allocation scheme. This flexibility is illustrated in Figure 1.5, where different shades
represent individual frequencies.

In analog communication systems, both the message signals as well as the time at
which they are sent can assume continuous values. However, in a digital communica-
tion system, the information used and processed is discrete in time and amplitude. The
fundamental aspects of any communication system design include (1) bandwidth,
(2) power, and (3) error correction capability.

Obvious as it may seem, the bandwidth usage is specific to the FCC restrictions in
specific countries under consideration.The taskof the communication systemdesigner
is to select a specific frequency band and determine a modulation scheme such that the
information transfer can bemaximized at a given time.Depending on the situation, one
canoperate in the license-free ISMbandsor the licensedbandswith proper permissions
from the governing agencies. Once the frequency is chosen, one should consider how
much bandwidth is to be used, and what modulation technique is to be used.

1.4.6 Digital Communications

Our emphasis is on digital communication. In a digital communication system,
information is arranged in a set of discrete amplitude as well as at discrete time
instants. Such a signal, evenbeing simplyupsampled by a clockwaveform,would lead
to a digital waveform, which would lead to spectral spillover at the front end. At the
same time, the antenna would need to be infinitely broadband in nature in order to
accommodate all the useful information that is obtained. This would be highly
inefficient, and we simply cannot transmit a digital waveform, however delicately
it has been processed using careful techniques.

This issue is solved by using the concept of symbols. Symbols are formed from
the sets of raw bits in the system, and as the information is discrete in amplitude and
time, the symbols assume discrete states, and a diagram illustrating this is shown in
Figure 1.6.Hence, one symbolmay representmultiple bits at a time, and depending on
the number of bits, the digital modulation is named. In binary notation, for anM ary
communication, we obtain log2M symbols. Even symbols are digital in nature, so we
have not really solved the spectral spillover problem.

The answer comes in constructing specific analog waveforms, which are bandlim-
ited innature.Thesewaveformscanbeobtained as a combinationof three fundamental
factors in information communication through waveforms by changing its (1)
amplitude, (2) frequency, (3) phase, or a combination of them. Hence, we associate
a specific analog waveform governed by our prespecific rule with each symbol. This
process provides spectral containment. As the numberM increases, we can associate
more bits per symbol, and per analog waveform, or in other words, one waveform
would contain the same information as so many raw bits. The nature of analog
waveforms essentially determines the bandwidth, so the bandwidth in a digital
communication is always associated with symbol duration.
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1.4.7 Power Constraint

A communication system may be viewed as a combination of signal processing
operations, which consume a certain amount of power. The signal processing can be
continuous or discrete time in nature. If power consumption restriction is not present,
the signal can be made arbitrarily large, and the individual symbol amplitudes can be
made much differently from one another, which leads to their easy detection in case
there is an error. However, we want to obtain the highest amount of information
transfer in a given power budget. Hence, we need to obtain a proper choice of the
modulation scheme. If the modulation order (M) is higher, the symbol constellation
wouldbecomedenser, and thedistancebetween twosymbolswould reduce. In the case
of a low order modulation scheme, the reverse is true. In the two cases, we have
assumed the overall symbol power to be the same. Thus, for the same power, the higher
M constellation symbols appear closer to one another, which leads to tolerance of the
lower amount of impairment from noise, or require “higher SNR.” Noise can appear
from (1) quantization, (2) analog impairments, and (3) channel.

After the transmission is performed, the signal goes through several impairments in
terms of channel characteristics and RF nonlinearity in the receiver. The digital
receiverwould then retrieve the correct state from the received impaired signal. There
are several ways in which the transmitted signal can be distorted, including (1)
intersymbol interference and (2) carrier offset.

Let us assume that the transmitted symbols are x1; x2; x3; . . . xn. Assuming a linear
superposition behavior, the received signal may obtain a value of 0:1� x1 þ 0:9� x2,

θ I

Q

Figure 1.6. Signal constellation: illustration in polar/rectangular format.
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instead of the second symbol x2. This change may be caused by intersymbol interfer-
ence, and in reality, it is a complex function of channel impulse response. At the same
time, the carrier frequency generated from the VCO may provide a constant offset
frequency, and the received symbols may appear to be as x1; x2ejf; x3e2jf; x4e3jf . . .. If
the rotationof the symbols is larger, thensymbols cangetwoundup inamanner inwhich
the rotated symbols can significantly impact the detection of the received signal. A
system designer always wants these degradations to be lowest, and comes up with the
right selection of architectures and algorithms to mitigate these impairments.

1.4.8 Symbol Constellation

All of the impairments can be characterized in terms of symbol constellation, which is
a graphical representation of symbols in a communication system with an orthogonal
set of vectors (usually termedas in-phase andquadrature).Constellation represents the
finite set of symbols in a digital communication systemusing a set of predefined states,
using orthogonal axes.An example of orthogonal representationwouldbe to represent
symbols using amplitude and phase (I andQ), and it can beverywell used in the case of
BPSK, QPSK, QAM, etc. As the constellations become denser, which is the case of
bandwidth-limited modulation, the SNR requirements become increasingly higher
from RF/analog front ends. In the receiver, the digital demodulator delivers a reliable
set of bits given distorted, quantized received signals at an oversampling factor N.

From theviewpoint of a communication system engineer,wewould like to transmit
the maximum possible bit rate while achieving the minimum probability of error with
minimum available bandwidth and minimum SNR. We would also like to design the
system for minimum complexity and maximize the number of users with a good
quality of service in terms of delay and interference immunity. As these demands are
contradictory to each other, a compromise needs to be obtained. Unlike the analog
system, which works on reproducing original waveforms, digital communication
sends waveforms to represent digits obtained by sampling the original waveform.
Analog systems contain infinite energy, but finite power, whereas digital communi-
cation waveforms are of zero average power, with a finite energy. For this reason, the
digital communication systems are better represented in terms of bit energy, with Eb/
N0 leading to bit error rate performance. From the above argument, it is clear why a
communication system designer is always concerned with signal-to-noise degrada-
tions (SNR) in various signal processing blocks.

Currently, there have been various reports of communication system standards:
architecture proposal. Key aspects of these standards include (1) communication
channel under consideration; (2) center frequency, data rate, and distance; (3)
modulation scheme; (4) connection protocol; and (5) targeted application.

1.4.9 Quadrature Basis and Sideband Combination

A specific way to understand transmitter and receiver architectures is by means of
frequency translation and phase rotation. Let us consider direct conversion architec-
ture as an example. In the transmitter, baseband signals are processed using a
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high-speed digital signal processor (depending on the data rate) to generate two
streams of signals, in phase and quadrature. These streams are implemented by
interleaving the original message sequence in in-phase and quadrature components
and adjusting the delay between the two streams. This signal is then processed using a
digital-to-analog converter (DAC), and finally up-converted by the LO frequency
using quadrature phases, and combined at the output to obtain a single sideband. The
mathematical synthesis can be represented as

STXðtÞ ¼ ABBcosvBBt � cosvLOt�ABBsinvBBt � sinvLOt ¼ AcosðvLO þvBBÞt;

variations of this trigonometric formulation are also shown in Appendix A(1).
The frequency translation is illustrated in Figure 1.7.

1.4.10 Negative Frequency

In the frequency domain representation, the spectrum is symmetrically arranged
around the LO frequency. The downconversion can be represented as a frequency
translation in order to obtain the original signal centered around DC. Both sidebands
contain adifferent amount of information.Both situations are consistent only if there is
a “negative” frequency at the baseband. However, all along we are using real signals
for illustration, and there is not a concept of negative frequency, we cannot generate it,
and we cannot perceive it.

To understand this aspect,we represent signals asS(t)¼ I(t) þ jQ(t),where I(t) and
Q(t) are real valued functions and “j” simply represents a “rotation” (or it could be
thought about a transformation to construct a new variable). Thus, the frequency
domain representation of this signal in frequency domain would contain I(v) þ Q(v)

Figure 1.7. Frequency translation and negative frequency concept.
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for positive v and I(v)�Q(v) for negative v values. This is now upconverted at the
transmitter and downconverted at the receiver. From I(v) þ Q(v) and I(v)�Q(v),
we can easily reconstruct I(v), and Q(v), and their time domain waveforms.

1.5 ELECTROMAGNETICS

Almost all developments in the area of communication systems, devices, and circuits
can be correlated to some aspects of electromagnetics. Electromagnetic principles can
well explain the propagation of waves, basis of wireless communication, skin effects
of integrated inductors, Kirchoff�s laws governing all areas of circuit design, standing
waves formation, and the nature of electric field in scaled semiconductor devices.

1.5.1 Maxwell�s Equations

Time-varying electrical and magnetic fields and their relationship with one another
can be governed byMaxwell�s equations, which is a generalized form of experimental
results obtained bymany researchers. In terms of generalized spatial coordinates, they
can be stated as E(x, y, z, t) for electric field and B(x, y, z, t) for magnetic field. In free
space, they are governed by the following four fundamental equations:

r�B ¼ 0
r�D ¼ 0

rXH ¼ Jþ @D

@t

rXE ¼ � @B

@t

where B¼m0H and D¼ «0E in free space. These equations uniquely determine the
nature ofmagnetic and electric fields at any spatial point as a function of time. The last
two equations imply the inherent coupling between electric and magnetic fields
(change in electric field produces change inmagnetic field and viceversa).Hence, two
coupled first-order differential equations lead to formation of a second-order differ-
ential equation in individual variables, and they form the basis of a standing wave,
which is used in the context of almost all electromagnetic phenomena. The first
equation implies the absence ofmagneticmonopoles, and the second equation implies
that the divergence of electric field is dependent on the net electric charge.

1.5.2 Application to Circuit Design

As a first application of the above equations, we consider the circuit design principles.
Theassumption is that there is nocouplingbetweenelectric andmagnetic fields,which
is obtained by setting m0¼ 0, and «0¼ 0, leading to

rXH ¼ JYr�ðrXHÞ ¼ r�J ¼ 0
rXE ¼ 0Y

Þ
E�dl ¼ 0Y

Þ �ðr�VÞ:dl ¼ 0
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Divergence of curl of a vector is zero, andwe use Stoke�s theorem of line integral to
obtain the second formulation. The first one implies that there is no divergence of
current, implying that the sum of all the currents flowing to a nodewould be zero. The
second one implies that in a loop, the sum of all the voltages along the loop would be
zero. These form the basic theory of any circuit operation (Kirchoff�s laws). The
assumption of decoupled electric and magnetic fields is valid under the assumption
that the lengths of the loop under consideration are much smaller than thewavelength
under consideration. This is related to the physical dimension of the circuit under
consideration, and in a semiconductor substrate, the wavelength is reduced by the
relative dielectric constant.

1.5.3 Signal Propagation in Wireless Medium

In the above discussion, we have obtained the fundamentals of circuit theory under
the assumption that electric and magnetic fields are uncoupled. In a coupled
relationship, the wave propagation can be illustrated. A loop of wire carrying
time-varying electric current causes a time-varying magnetic field around it. This
changing magnetic field causes a continued time-varying electric field, and this
happens in a three-dimensional fashion and with speed of light in the medium under
consideration. Figure 1.8 illustrates this concept, which is the fundamental basis of
radio propagation through air.

Maxwell�s equations related to divergence the of electric field (!�D¼ r) provides
fundamental equations related to device physics in the case of semiconductor
junctions, maximum electric field, and so on, and they lead to a discipline well
known as “electrostatics.” Similarly the first equation related to magnetic fields
(magnetostatics, also knownasBiot–Savart�s law) leads to understanding the nature of
magnetic field lines resulting from inductors and so on. Hence, the generalized
Maxwell�s equations explain almost all the aspects, including circuit design, wave
propagation, electromagnetic field lines, and so on. In modern integrated systems,
these can be used to solve various problems, and in many cases, they are solved
numerically in the case of practical problems in order to maintain computation speed
and accuracy.

))(cos( tmtI RFRF +ω ))(cos( tmtI RFRF ++ω

)(~ λOl

Figure 1.8. Propagation of waves from an antenna.
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1.6 ANALYSIS OF CIRCUITS AND SYSTEMS

Severalmethods canbeused to represent communication circuits and systems.Wewill
illustrate a few of the analysis tools, which are used to obtain numerical efficiency,
spectral information, as well as physical insights.

The first in this category of tools are a few transformations and signal
processing components. The mathematical nature of signals in any communication
systems can be represented in time or frequency domain. Transformations help
with the conversion of complicated differential equations to linear equations,
subject to the initial conditions, for simplified mathematical analysis. These
processes were originally developed to analyze partial differential equations with
boundary value problems, and later they were adopted in a variety of engineering
disciplines.

1.6.1 Laplace Transformation

Laplace transformation is defined as FðsÞ ¼ Ð1
0

e�stf ðtÞdt: This integral exists when f
(t) grows slower than ebt, such that convergence is obtained. f(t) need not be a
continuous function, and it may be simply a piecewise linear function. If the
transformation exists, it is uniquely determined. This transformation can be applied
to convolution of two functions, which provides the multiplication of individual
Laplace transforms. Laplace transformation can be used to provide impedances of
inductance and capacitance, which are obtained under the conditions that the current
through an inductor remains the samebefore and after an event occurred at time instant
t, while the voltage across a capacitor remains the same before and after a time instant
t. In the case ofa simple example,weassume the initial current and chargevalues are 0,
respectively. Since inductor and capacitors are represented by differential equations in
the time domain, their voltage and current waveforms are represented as follows:

VLðtÞ ¼ L
di

dt

VCðtÞ¼ 1

C

ð
di

dt

The Laplace transformation implies that VL(s)¼ (sL)I(s), and VCðsÞ ¼ 1
sC IðsÞ;

hence, inductor and capacitors are represented by frequency-dependent impedance
values of sL, and 1/sC, respectively.

1.6.2 Fourier Series

Analysis of periodic waveforms can be represented by Fourier series expansions. We
first start with the analysis of periodic signals in the time domain. Periodic functions
occur in numerous places, such as theLOdrive of themixer,which can assumevarious
waveform types (sinusoidal, square, etc.). On the other hand, the input RF signal has a
sinusoidal waveform shape. For a time domain waveform with period p¼ 2T, the
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Fourier series can be represented as follows:

sðtÞ ¼ a0 þ
X1
n¼1

ancos
np

T
tþ bnsin

np

T
t

� �
and the Fourier coefficients are determined by

a0 ¼ 1

2T

ðT
�T

f ðtÞdt

an ¼ 1

T

ðT
�T

f ðtÞcos npt
T

dt; n ¼ 1; 2; 3 . . .

bn ¼ 1

T

ðT
�T

f ðtÞsin npt
T

dt; n ¼ 1; 2; 3 . . .

For a different period, T can be replaced accordingly in order to obtain the desired
Fourier series representation. As an example, a periodic square waveform, and a half-
wave rectifier, can be considered, which are classical waveform shapes in electrical
systems.The squarewaveformcontains oddharmonicsof the period,whereas thehalf-
wave rectifier contains even harmonics of the period. The Fourier transform of the
square waveform illustrated in Figure 1.9 is given by

sðtÞ ¼ A

2
þ 2A

pT
cos

pt

2T
� 1

3
cos

3pt

2T
þ 1

5
cos

5pt

2T
� . . .

� �

which contains only the odd harmonics of the waveform frequency under
consideration.

A phase shift (or delay) in the original signal s(t) would lead to integralmultiples of
phase shift, depending on the harmonic tone under consideration, as phase is

T

π
A

π3
AA

π3

2A

π5

2A

π5
A

π
A2

f f3 f5

π
A

π3
A

π5
A

0f−f3−f5−

Figure 1.9. Spectral contents of a square waveform.
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multiplied along with frequency. In the case of the half-wave rectifier waveform, the
expansion is provided as follows:

sðtÞ ¼ A

p
þ A

2
sinðvtÞ� 2A

p

1

3
cosð2vtÞþ 1

15
cosð4vtÞþ . . .

� �

1.6.3 Fourier Transform

Amore generalized case can be formulated by analyzing aperiodic signals, which can
be formulated as signals limited in the time domain with a period of 1. For a time-
limited signal, we are interested in the equivalent frequency domain characteristics of
the same signal, and the frequency spread is attributed to the bandwidth of the signal.
When the signal is limited in time, the frequency spread increases and vice versa. For
an aperiodic signal, the Fourier transform is given as follows:

Sðf Þ ¼
ð1

�1
sðtÞe�j2pftdt

and the existence of Fourier transform requires: (1) s(t) to have a minimum number
of maximum andminimum and a single value, (2) an finite number of discontinuities,

and (3) absolute integrability
Ð1

�1
jsðtÞdtj<1.

Some frequently encountered signals can be evaluated in terms of the Fourier
transform at this stage. A rectangular pulse, strictly limited in time, would lead to a
“sinc” shape in the frequency domain;, similarly, a “sinc” shape in the time domain
represents a rectangular waveform in the frequency domain. Various properties of a
Fourier transformareillustratedinAppendixA(2),Figure1.9. Itcanalsobeshownthat for
pulse signal families, the product of signals duration and the bandwidth is a constant. The
energy contained in the signal can be evaluated from either frequency or in time domain

representations, Es ¼
Ð1

�1
jSðf Þj2df ¼ Ð1

�1
jsðtÞj2dt (also known as Rayleigh�s

energy theorem). The concept of bandwidth can be also explained from the frequency
spread of the signals, and it is determined as a frequency range within which maximum
signal energy is contained. Common methods of indicating bandwidth include when
the signal power is 3 dBbelow its peak value and can be used as a performancemetric for
low-pass,band-passsystems.Inthecaseof“sinc” typepulses,“null-to-null” spacinginthe
frequency domain contains maximum energy (almost 92%), and it can be used as a
measure of bandwidth.

Fourier transformation of standard functions are shown in Appendix A(2).

1.6.4 Time and Frequency Domain Duality

Analysis of convolution occurs in the samemanner as illustrated before, in the case of
Laplace transformations. Fourier transforms can be very powerful in analyzing
complicated functionalities in the time domain. In nonlinear circuits and systems,
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often a square and cubic law characteristics are common, and they can be obtained as a
result of time domain multiplication. A time domain multiplication leads to a
convolution in frequency domain. The relationship is shown as follows:

s1ðtÞs2ðtÞ ()
ð1

�1
S1ðuÞS2ðf�uÞdu

where S1(f) and S2(f) denote the Fourier transformation of s1(t) and s2(t), respectively.
To evaluate the convolution of two signals in the frequency domain (the same
procedure is true for the time domain as well), we first flip the frequency axis of
one signal while keeping the other intact. Then the flipped axis variable is moved
toward the right, and as it moves, integration of the product is performed.

In a practical case, consider the blocker scenario in aWCDMA standard, where we
are toevaluate the impactof second-order nonlinearityupon theSNRrequirementat the
demodulator. The frequency domain representation of the blockers, as well as the
desired tone, is shown in Figure 1.10. Instead of performing this complicated
multiplication, we simply obtain the frequency domain representation of the input
signals to the amplifier (a modulated signal, a continuous wave blocker, an amplitude
modulatedblocker).Thenweperforma flip in the frequencyaxis and slide the “flipped”
terms to the right of the frequency axis (starting from an infinite offset from the center),

Figure 1.10. Analysis of modulated signal in the presence of blockers in nonlinear systems.
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and we obtain the frequency domain representation of the nonlinear signal. As can be
observed from the graphical illustration, the degradation is more when a modulated
blocker with certain bandwidth is present, as opposed to a single tone. The convolution
clearly illustrates the “spectral spreading” of the nonlinear terms in the desired
bandwidth, and SNR degradation caused by the same. It can be easily observed that
the evaluation in the time domain would be difficult, as themodulated blocker needs to
be representedwith time domain nonlinearity, leading tomany terms,which are, hence,
difficult to handle. At the same time, the graphical representation provides easily
interpretable insights. For a cubic nonlinearity, convolution can be performed once
more by flipping the frequency axis. Convolution-based evaluation becomes very
effective in the case of multicarrier signals with uniform power distribution [a case for
multicarrier orthogonal frequencydevisionmultiplexing (OFDM)signals]. In this case,
the frequency domain profile is rectangular and the time domainwaveform isGaussian
in nature (because of presence of many carriers) with a high crest factor. Second-order
nonlinearity leads to a cubic profile in the frequency domain, and cubic order
nonlinearity leads to the parabolic shape of the frequency domain profile. When two
sequences of bandwidth v1 and v2 are convolved with each other, the result would
provide a frequency component up tov1 þ v2.Hence,when a signal is convolvedwith
itself, it “spreads” in frequency, which leads to SNR degradation throughout the
bandwidth under consideration. In the case of unmodulated tone, no “spreading” is
observed, providing a lower amount of SNR degradation.

1.6.5 Z Transform

In mixed signal systems, often Z transforms are useful in order to represent the
operation of sampled signals. This is especially the case when the signal processing
occurs at different time instants. It is true for a switched capacitor circuit, which stores
charge at time t1 and transfers at time instant t2. These discrete time systems are well
represented using Z transforms. Z transform is convenient in analyzing discrete time
systems; e.g., digital filters and switched capacitor circuits.Z transforms are especially
helpful inanalyzingsystemswhicharediscrete invalue(amplitude)and time(sampled).
Analog/digital converters, especially sigma-delta type ones, are extensively analyzed
usingZ transforms.Analogous to thecontinuous timecase, a–Z transformrepresents the
frequencycontentandshapingfunctionin thecaseofsampleddatasystems.Theycanbe
correlated to the continuous time counterparts with appropriate analog sampling
frequencies. The transform can be represented by

FðZÞ ¼
X1
�1

f ðnÞz�n

where f(n) is a discrete sequence, which can assume any amplitude values (usually
determined by the quantization of the system). Z is usually represented as Z ¼ e�jWn .
Most of the properties ofZ transforms are similar to the Laplace andFourier transforms
discussed before.
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1.6.6 Circuit Dynamics

Although the transformations illustrated above provide computation flexibility and
speed, we need to be careful not to forget the true nature of the circuit dynamics. For
example, a large signal charging/discharging of capacitor and time domain depen-
dence of current/voltage waveforms can be easily forgotten by representing the
capacitor by an impedance 1/vC. We can use the transformation of impedances in
frequency domain in order to relate voltage and currents through them in the steady
state. We must use these transforms to solve complicated networks, but under a given
situation, theymust clarify them from circuit dynamics,which are capturedwell in the
charging/discharging behavior of components.

1.6.7 Frequency Domain and Time Domain Simulators

Circuits and systems can be analyzed in the time or frequency domain. Both
approaches are common, and for a given circuit complexity (number of components,
feedback loops, etc.), the time domain proves efficient when many harmonics are
involved in thewaveform(e.g., a squarewaveform).Thismaybe the situation in digital
circuits, wheremixers are drivenwith a large signal squarewaveform shape.However,
a difficulty, which is often faced with time domain simulators, is the presence of
multiple time constants that arevarying by orders ofmagnitude fromone another. This
is often the case for integrated transceivers where a low-frequency signal is upcon-
verted to an RF signal and an RF signal is downconverted to a low frequency signal. In
both cases, the systemwould be allowed to settlewithin the limits of the time constant
of the circuit. Frequency domain simulators prove efficient in these cases, as knowing
the nature of harmonic tones and their placement along the frequency axis would
require few iterations for simulation convergence. Such techniques are well known as
“harmonic balance,” and the signals are treated as a combination of DC and a finite
number of harmonics of the signal. It solves for magnitudes and phases of all spectral
lines in the frequency domain simultaneously. The frequency domain current and
voltages are adjusted w.r.t. their amplitude and phase characteristics until their sum
equals the input current and voltages according to Kirchoff�s laws. Currently,
frequency domain analyses are becoming computation efficient by incorporating
“envelope simulation” techniques,whereasthe timedomain simulators tend to analyze
various parts of the circuitsw.r.t different timesteps, and by correlating the resultsw.r.t.
sampling techniques.

1.6.8 Matrix Representation of Circuits

In this section,wewill discuss thevarious forms of circuit representations using matrix
form. Usually such representations are generic in nature, and they are applicable to
transistors also. Modern technologies use many parameters to represent a transistor
model, and theymay appear as a complicated circuit themselves.Most commonly used
under this category are the Z (impedance), Y (admittance), S (small signal), and
H(hybrid) Matrices. These representations assume a “black-box” representation of
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the circuit element, assuming a two terminalmodel, inwhich one is input (terminal 1)
and another is output (terminal 2). The matrix relationships are represented
as follows.

V1

V2

� �
¼ Z11 Z12

Z21 Z22

� �
� I1

I2

� �
I1

I2

� �
¼ Y11 Y12

Y21 Y22

� �
� V1

V2

� �
B1

B2

� �
¼ S11 S12

S21 S22

� �
� A1

A2

� �
V1

I2

� �
¼ H11 H12

H21 H22

� �
� I1

V2

� �

Each one of these representations is capable of describing the performance of
two-port networks completely. Z and Y parameters are homogeneous, whereas
H parameters combine voltage and currents. The fundamental difference in the
case of S parameters is that they tend to use wave reflection methodology to
represent a network. Each of these parameters can be interconverted as illustrated in
Appendix A(3), and they can be used in appropriate scenarios. Although the other
matrices do not require a standard reference impedance, any conversion from/to S
parameters requires a reference impedance (50W can be used assuming that
characteristic impedance is not frequency dependent). All of these parameters
capture the linear behavior of a network.

1.6.8.1 S Parameters. S parameters are widely used in microwave frequencies
because of easy measurements (measurements are based on signal reflection and
transmission), and convenience in using them for modeling purposes. In the power
domain, they can be represented as follows:

jB1j2
jB2j2

 !
¼ jS11j2 jS12j2

jS21j2 jS22j2
 !

� jA1j2
jA2j2

 !

where |Bi|
2 denotes the reflected power, |Ai|

2 denotes the incident power, |S11|
2 denotes

the reflected power at port 1, |S21|
2 denotes the transmitted power fromport 1 to 2, |S12|

2

denotes reverse isolation, and |S22|
2 denotes the output reflectance. To obtain the

individual S parameters, the other terminal is terminated using characteristic imped-
ance Z0. To obtain S11, port 2 is terminated. The accuracy of these parameters depends
on the termination quality (how close Z0 is to 50W). Themagnitudes of S11 and S22 are
always less than 1, whereas S21 can have a magnitude greater than 1 (gain) and S12 is
usually less than 1 (reverse isolation). S parameters also provide the phase shift
information through the network, as they are essentially complex numbers. In the case
ofpassivedevices, reciprocity holds good,which leads toS21¼ S12.Themagnitudes of
the following cases can also be observed:
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Sii¼�1: Amplitudes are inverted and reflected (0W)

Sii¼ 0: No reflections terminated at (50W)

Sii¼ 1: Voltage reflections without inversion

In the case of passivecircuits, all values ofSmn are between�1and1, and ingeneral,
this implies that m is the output port and that n is the input port.

Impedancematching is an important consideration indesigning integrated systems,
and two critical examples occur in the termination of clock distribution networks in
high-speed digital system and in the input of the low noise amplifier (LNA) in the case
of wireless systems. Unterminated lines in digital systems result in reflections, which
lead to significant distortions of the square waveform. A typical input matching of
15 dB can be adopted for narrowband wireless standards.

S parameters are important at a high frequency. At low frequencies, the voltage and
current waveforms are the same at all points along the line. As frequency increases,
line lengths are comparable with thewavelengths, and when the line is not terminated
inZ0, an entire signal is not absorbed by the load and reflected back to the source. In the
case of a short-circuited termination, reflected and incident voltagewaveformswould
be equal in magnitude but oppositely phased. In the case of an open-circuit configu-
ration, reflected and incident voltage waveforms are in phase, whereas the current
waveforms are oppositely phased. In the case of a perfect termination, no standing
wave is formed, and the energy flows from the source to the load in one direction. In the
case of reflections, the ratio of maximum to minimum values of the RF envelope is
termed the voltage standing wave ratio (VSWL). In the case of a perfect termination,
VSWR¼ 1 and infinity for full reflection.

1.6.8.2 Smith Chart. A graphical representation of impedances can be made via a
Smith chart, which can be effectively used in the case of designingmatchingnetworks.
It startswith computing the reflection coefficientG,which is defined asG ¼ ZL�Z0

ZL þ Z0
, and

for load impedance variation in the range of 0 < ZL < 1,�1 < G < þ 1. Hence,
in the Smith chart, we can plot a set of impedances conforming to certain constraints,
and the Smith chart essentially would contain the impedance states, which determines
the reflection coefficient. This transformation is graphically illustrated in Figure 1.11.
A polar plot can be represented as well.

From the impedance transformation, the rightmost point in the Smith chart denotes
infinite impedance, and the leftmost point (diametrically opposite) denotes zero
impedance. The center point of the Smith chart denotes the characteristic impedance
Z0, and for a perfect match, the impedancewould coincidewith the center. In practical
cases, however, the matching levels are determined by the distance of the impedance
from the center. The upper half of the Smith chart contains inductive impedance states,
and the lower half contains capacitive impedance states. With increasing frequency,
the impedances always traces clockwise.

Impedance states provide important graphical information for circuit designers,
and they are traditionally used in designing high-performance stand-alone RF circuits
such as LNA, power amplifier (PA), as well as matching networks. For example, a set
of impedances can be plotted in a Smith chart, which optimizes the noise figure of the
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amplifier, and simultaneously, the impedance states for maximum available gain can
also be plotted. The locus of such impedances usually results in circles in the Smith
chart (constant noise, gain, and stability circles can be plotted in the Smith chart as
well) and the intersection of these circles would determine the optimum impedance
states for circuit performance. In the case of power amplifiers, a load pull technique is
commonly used to provide the designers realizable impedance states to maximize
power transfer.

Impedance matching can also be graphically realized by Smith charts. The output
impedance of a transistor is usually capacitive, and for maximum power transfer, we
require an inductive impedance match. We first plot the device output impedance and
its conjugate in the same Smith chart. Then we consider the 50W load impedance and
work backward. A series capacitor with the 50W impedance provides an impedance
state that is capacitive and is represented in the lower half of the Smith chart. This
capacitive impedance is then considered in its admittance domain by flipping the
Smith chart along its real axis. Finally, an inductive admittance takes it to the desired
conjugate impedance. This simple graphical illustration suggests the use of an L-type
matching network, which is commonly used at the output of the circuit. In practice,
however, these components have finiteQ, and thequality ofmatching is affected by the
achievable Q from the components.

1.6.8.3 Practical Applications of S Parameters. S parameters are useful in device
modeling. In the modeling step, the first part consists of an S parameter measurement,
and then it converts to the appropriate parameters for better interpretation.
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Figure 1.11. Rectangular, polar, and Smith chart representation of impedances.
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Critical performance parameters such as fT and fMAX can be easily interpreted from S
parameters.

1.6.8.3.1 Amplifier Design. S parameters are commonly used in classic amplifier
designs. A few illustrations include

S011 ¼ S11 þ S12�S21�GL

1�S22�GL
, input reflection coefficient with arbitrary load

impedance ZL

S022 ¼ S22 þ S12�S21�GS

1�S22�GS
, output reflection coefficient with arbitrary source

impedance, ZS

Av ¼ S21�ð1þGSÞ
ð1�S22�GLÞ�ð1þ S011Þ, voltage gain with arbitrary ZS and ZL

K ¼ 1þ jDj2�jS11j2�jS22j2
2�jS12�S21j , stability factor, where D ¼ S11 � S22�S12 � S21

In the case of obtaining the unity current gain cutoff frequency fT, we first obtain the
S parameter measurement data and convert it to H parameters using the following
relationship.

H21 ¼ �2S21
ð1�S11Þ � ð1þ S22Þþ S12 � S21

Usually transistors behave as a single-pole, low-pass filter, and fT is determined by
the frequency where |H21|¼ 1.

1.6.8.3.2 Modeling of Passive Circuits. S parameters can be useful in
constructing models of passive circuits. Since our target is to obtain the lumped
element representation of such networks and to obtain thevalues of each of the lumped
element components, a transformation to either Yor Z parameters should be applied.
From these parameters, the individual lumped element components can be extracted.
The networks are usually represented by a series and a parallel combination of lumped
elements, which can be accurately extracted from the Y or Z parameters. This
procedure is applicable in the case of package models and spiral inductor models.

Inductormodels at high frequency can be obtained using S parametermeasurement
as well. In this case, the S parameters are first obtained using a two-port or one-port
measurements. In RF circuits, often a differential inductor is employed for area
efficiency, and a two port S parameter is most appropriate. From two-port S parameter
measurement data, one-port S parameter data can be obtained (as shown in Appendix
A) and subsequently converted to Z parameter data using

Z11;1p ¼ 1þ S11;1p
1�S11;1p

� Z0

and the Q factor given as

Q ¼ imagðZ11;1pÞ
realðZ11;1pÞ
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w.r.t. Y parameters, it is given as

Q ¼ �imag ðY11;1pÞ
real ðY11;1pÞ

A few commonly used networks, and their S, Y, and Z parameters, are provided in
Appendix A(5). Many of these networks can be interpreted as a combination of Torp
configurations.

1.7 BROADBAND, WIDEBAND, AND NARROWBAND SYSTEMS

The small signal response of any transistor-based circuit is usually broadband (deter-
minedby the fT of thecircuit). It isdeterminedby theparasitic capacitanceof thedevice
aswell as by the load capacitance. It forms a single-order pole at the output. Any signal
processing operation in analog requires power, and the power consumption is propor-
tional to the frequency of operation and square of the bandwidth under consideration.A
broadband system is capable of operating fromDC to its bandwidth.Wideband systems
operate over bandwidths greater than the center frequency BW� 1.5fc. Narrowband
systems usually operate with BW� 0.2fc, a commonly used scenario in wireless
systems. Operating over narrow bandwidths reduces the power consumption in the
front end. This result is quite intuitive, aswe consume lower power and process smaller
bandwidth signals. The characteristics of a semiconductor active device are usually
broadband, limited by the parasitic device capacitance. To use such circuits, a
narrowband signal processing element would need to use frequency-selective load
impedances. Such components can be very easily implemented by a parallel combina-
tion of two frequency-dependent reactances, one of which grows with frequency
(inductor) and another decreases with frequency (capacitor). Thus, we obtain a high
impedance at a certain frequency (resonance) and a low impedance away from it.
Broadband and wideband systems pose a severe group delay restriction on the circuits
that perform signal processing, and they require a wideband antenna, which is
challenging to implement. Narrowband systems can be implemented by selective
peaking of wideband device characteristics using frequency-selective impedances.

1.7.1 LC Tank as a Narrowband Element

Each component in an LC resonant circuit can be represented in a series/parallel
combination of the reactance and Q factor as illustrated in Figure 1.12. In a series
representation, the Q factor is given by Qs¼vL/r (reactance divided by resistance),
where r is the series resistance. The parallel equivalent of this circuit consists of the
same inductance, and a parallel resistance denoted by R ¼ Q2

s r, and the Q factor is
given byQP ¼ R=vL (resistance divided by reactance). Of course, we cannot obtain a
different Q factor just by merely changing a series or a parallel combination of a
component representation. The same is true for capacitors, whereQs ¼ 1=vCr, and a
parallel combination would provide QP ¼ vCR, where R ¼ Q2

s r.
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Figure 1.12. Series and parallel representation of LC circuits.

The above analysis can then be extended to LC resonant tanks. Each component can
be transformed to its parallel equivalent, and at resonance, the inductive impedancewill
cancel the capacitive impedance. The resistive part from each of the components is
connected in parallel, and the Q factor at resonance is determined by the ratio of the
parallel resistance to the individual reactance.This implies that the Q factor of an LC
resonant tank isobtainedby theparallel combinationof the individualQ factors.Usually
on-chip capacitors provide Q> 25, and the overall Q is dominated by the inductor Q.
Hence, we emphasize the unloaded Q factor of inductors in conjunction with LC
resonant circuits. The circuit performance always depends on the “loadedQ” of the LC
tank, which is governed by the parallel combination of the individual component
Q factors.

1.7.2 LC Tank at Resonance

At resonance, the individual currents through the resonating components are increased
by Q times the input current. However, this current is circulated through the inductor
and the capacitors, and it does not flow anywhere else. The sum of the branch currents
has to be the same as the input current to validate Kirchoff�s laws.

Let us consider a transconductor stage loadedwith anLC tank in the limits of a small
signal operation. As shown in Figure 1.13, it can be observed that the voltage swing
across the tank at resonance is given by (assuming high output impedance of the
cascode pair)

VTANK ¼ gmVinðvLÞQ
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1.7.3 Q Factor, Power, and Area Metrics

This result, is very important, as it implies that aQ factor of 3 can reduce the power
dissipation by a factor of 3. We also assume here that the amplifier is operating at
open loop.Q is the loaded quality factor associated with the tank (¼ QLjjQCjjQCas).
Assuming that we use the highest quality factor capacitors in tank load, and a highQ
of the output parasitic capacitance from the cascode device, QL would dominate in
the determination of loaded tankQ. At the same time, it can be observed that gm ¼ IC

Vt

in the case of bipolar and gm ¼ ffiffiffiffiffiffiffiffiffi
2bId

p
in the case of long-channel MOS devices.

Thus, at a specific operating frequency (v) and an operating input signal condition
(Vin), the transconductance, hence, the DC current, and the power can be reduced
proportionally with an increase in the LQ product. Hence, one can increase L or
increaseQ, or obtain an intermediate optimization stage. A higher value of Lwould
lead to an increase in inductor area (given by the number of turns and the outer
diameter), and to a reduction in capacitor area for operating at the same resonating
frequency. The opposite would happen for a reduced L, and the capacitor area
consumed would be more. If the Q is increased, then the circuit would provide a
narrowband frequency response. Hence, two types of optimization domains
would exist:

1. High L, low Q, low C, higher bandwidth, lower power

2. Low L, High Q, high C, lower bandwidth, lower power

1.7.4 Silicon-Specific Considerations

It would also be observed that as the Q is increased for the amplifier stages, it leads
to increasingly higher signal swing and narrower bandwidths, which then leads to
saturation of the subsequent stages and more susceptibility to process variation. As
mentioned, the passive components do not consume any voltage headroom, and
it is suitable to obtain signal swings beyond supply rails (assuming that the
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Figure 1.13. Inductively loaded MOS and bipolar stages.
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reliability considerations of the devices are satisfied for large swings). Thus, it
leads to high dynamic range systems in the analog/RF domain. It can also be
observed from the above argument that high Q is not always desirable. In fact, one
can design circuits for low-power applications by using a Q factor of 4–5, which is
fairly reasonable for silicon-based process technologies. Hence, ideally one does
not have to look for technologies where a Q of 1000 is to be achieved. This may be
desired in the case of oscillators for obtaining a very good phase noise at lower
current consumption. However, oscillators always operate with a PLL, but the
amplifiers usually operate in open loop. Hence, very high Q is attractive for
VCOs, but not desirable for amplifiers. At the same time, it can be observed seen
that the impedance at resonance is governed by the ratio of (QL

ffiffiffiffiffiffiffiffiffi
L=C

p
). Various

types of passive components are used in integrated systems, and we would
explain the passive components a little later. While being useful for the power
consumption perspective, they tend to consume large area on chip, and they
generate electromagnetic cross-talk with other components present in the
same substrate. It must be noted that passive components do not provide power
gain (it would be wonderful if they did!). They can provide voltage gain or
current gain.

1.7.5 Time Domain Behavior

The above illustration provided frequency domain representation of L-C resonators.
We have observed the frequency-dependent nature of individual impedance com-
ponents and have obtained a frequency where they cancel each other to provide high
impedance. The transient domain analogy is also possible, and one can apply a
current step at the input of the LC tank, where the voltagewaveformwould “ring” for
Q cycles before reaching its steady state value. The frequency of oscillation
determines the resonating frequency. It is caused by the fact that voltage across
a capacitor is obtained by “integrating” the current over time, whereas the same for
the inductor is obtained by “differentiating,” thus leading to the formulation of a
second-order differential equation.

1.7.6 Series/Parallel Resonance

The above illustrations are true for circuits at resonance, which can be a parallel
resonance, or a series resonance, based on the circuit configurations and component
arrangements, as illustrated in Figure 1.14. Series resonance can be used at the input of
the LNA circuit to provide voltage gain, thereby improving the noise figure. Parallel
resonance provides current gain at resonance, and this is true for anLC resonant tankor
amatchingnetwork.At resonance,multiple reactance elements come inparallel toone
another; the current through each element is multipliedQ times at resonance. In an L
matched section, this current flows through the branch consisting of 50W of imped-
ance and responsible for the voltage swing at the output. As illustrated in Figure 1.14,
both common-mode and differential-mode impedances must be taken into
consideration.
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1.8 SEMICONDUCTOR TECHNOLOGY AND DEVICES

Because of the high mobility of III–V transistors, they were preferred in the early
years for developing integrated radios. Most III–V transistors also provide a direct
alignment of valence and conduction bands, leading to light-emitting behavior from
thesematerials. Hence, they gained significant popularity: (1) high cutoff frequency
to perform frequency translation and other high-speed operations, and (2) light
emission capability, so that they can be integrated as a part of high-speed digital
signal processing systems. However, cost was a major factor for these devices.
Large wafers had manufacturing issues, whereas much complex functionality could
not be easily integrated. At the same time, in many cases, the differences between
the electron and the hole mobility were significant, such that feasibility of
complementary circuit topologies was difficult. However, at the time of their
popularity, radios used to be a combination of separate functional blocks, and
were not viewed as complicated integrated systems. Many of these devices are still
used in the high-speed industry, such as a defense electronics andRADARs, for their
superior performance. However, in many of these cases, the quality of substrate was
also a winning factor, as high Q and low parasitic passives, such as inductors,
capacitors, and resistors could be easily realized and were accurate. Typical
examples include GaAs MESFET, GaAs bipolar, InP bipolar, GaAs pHEMT, and
so on. Each of these devices is different from another in terms of its physical
construction and operation according to band-gap theory.
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Figure 1.14. Two building blocks w.r.t. interfacing impedance and Q.
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1.8.1 Silicon-Based Processes

Developments on silicon-based platforms started with the invention of bipolar tran-
sistors (1947). During the 1980�s, various fabrication difficulties related to CMOS
devices were solved and CMOS based digital circuit techniques became more and
more popular. During the late 80�s Germanium doped graded base profile bipolar
transistors could achieve both the speed (fT) and the RF performance (fMAX)
comparable with the III–V semiconductors. As the CMOS technology nodes were
scaled successively, the high-frequency handling capability increased, and the
minimum feature size was reduced. This improvement led to a lower voltage,
lower geometry device. Although it became popular in the digital domain, there
were several factors to consider:

1. Fineline CMOS is costly, because of the maskset and lithographic precision.

2. Silicon substrate provides moderate to low Q passives.

3. Process controllability is poor in fineline CMOS, which leads to worse
component matching.

4. There may be incremental area advantages for high-density I/O circuits
(circuits may be pad limited).

Althoughdigital circuits enjoy scaling in termsofpower and area (although leakage
is a significant issue for the advanced nodes), RF/analog circuitsmay suffer because of
lower breakdown voltages, poor matching, and lower drive strengths.

The proper choice of semiconductor platform is a critical decision in the imple-
mentation of integrated communication microsystems. The basic elements of any
high-frequency communication circuit are transistors and high Q, high-density, low-
parasitic passives. For the analog/RF building blocks, the transistor cut-off frequency
fT and the maximum oscillation frequency fMAX are the key performance metrics,
which usually increase with each technology node. This implies that one can realize
progressively higher frequency circuits and systems using advanced silicon-based
technologies. At the same time, the power consumption at a specific frequency of
operation reduces with increased cutoff and oscillation frequencies. Advanced MOS
transistors can be operated in a subthreshold region, which has been proven to be
effective in terms of their low-power consumption. Advanced CMOS technologies
tend to demonstrate subthreshold cutoff frequencies in the GHz range. To realize
higher transconductance, the device sizes need to be significantly large,which leads to
parasitic loading. Theweak inversion region also has aworse noise performancewhen
comparedwith the strong inversion region.As aMOSFETisdriven into a subthreshold
region from strong inversion (by reducing vGS), NFmin increases sharply and then
becomes saturated at a higher value [23].

1.8.2 Unity Current and Power Gain

The maximum device cutoff frequency (fT), maximum oscillation frequency (fMAX),
broadband noise factor (NFmin), and flicker noise (1/f) profile become the determining
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factors for RF designs at nanometer geometries. These parameters play an important
role, irrespective of their device technology (bipolar or MOS).

Figures 1.15 [24] illustrates the scaling impact on fT across various generations of
SiGe HBT transistors. As fT increases, it is observed that a transconductor would
require progressively lower power consumption at a certain frequency of operation
(fT GHz). In other words, increasing fT enables the feasibility of RF designs at
progressively higher frequency regime.

Figure 1.16 illustrates the scalability impacts on the cutoff frequency ofMOS, across
two technology nodes, 130 nm and 90nm [25,26]. The cutoff frequency is given by

ft ¼ gm
2pðCgsþCgd þCgbÞ ð1:1Þ
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where gm is the transconductance and Cgs, Cgd, Cgb indicate the gate-source, gate-
drain, and gate-bulk capacitances associated with the respective terminals. Using
short channel approximations forgm, and expressing the capacitances in terms of the
area parameter,

ft ¼ mnCoxWEsat

4pðCgsW þCgdW þCgbWLÞ
¼ mnCoxEsat

4pðCgs þCgd þCgbLÞ
ð1:2Þ

In conjunction with fT, fMAX determines the frequency of unity power gain and is
given by

fmax ¼ ftffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8pCgdRGft þ 4gdsðRG þRsÞ

p ð1:3Þ

It can be observed that, although fT is a relatively straightforward expression in
terms of forward current gain, fMAX is a complicated function of device geometry and
layout. The gate resistance plays a significant role in determining fMAX, alongwith the
substrate and gate resistances associated with the device.

In addition to their high-frequency behavior, two device noisemechanisms such as
broadband noise (thermal noise) and flicker noise become important for nanometer
MOSFETs. The broadband noise factor of MOSFET is given by

NFmin ¼ 1þB
f

ft

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gmðRs þRGÞ

p
ð1:4Þ

which implies that the minimum noise that can be obtained from these devices is
dependent on the transconductance gm, the gate resistance RG, and the substrate
resistance Rs. It can be observed that the improvement of broadband noise can be
achievedbyoptimized layout,which alsohelps improve fMAX. The substrate resistance
directly impacts the noise factor, and hence, a reduction in the substrate resistivity
would lead to minimization of the minimum noise factor.

1.8.3 Noise

The flicker noise contributed by the MOS transistors is given by

i2n ¼ K

f
� g2m
WLC2

ox

�Df � K

f
�v2

T �A �Df ð1:5Þ

The flicker noise in MOSFET is usually much worse compared with bipolar
transistors, as the fluctuation of the carriers in the channel occurs in the presence of
traps in the oxide. For a given transconductance, a larger gate area and thicker oxide
reduces the contribution of flicker noise. Since an increased area implies the loading
for RF/analog circuits, careful design optimization needs to be performed.
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Broadband noise is important for circuits such as low noise amplifiers, whereas
flickernoise impacts the low-frequencycircuits suchasdifferential amplifiers andOP-
Amps, in addition to the flicker noise upconversion in the cases of VCOs, frequency
dividers, mixers, and other nonlinear frequency conversion circuits. The design in the
RF/analog regime needs to be optimized in terms of power and area; hence, these
formulations need to be used in specific cases, depending on the circuit under
applications.

1.8.4 Bipolar vs. MOS

It is important to understand the differences between two devices in order to use
them optimally in a transceiver architecture. Bipolars are vertical devices with
regard to the current flow, whereasMOS current flow is lateral in nature andmost of
the action (electron transport) happens at the surface. From a circuit perspective,
transconductance of a bipolar transistor is dependent only on the current it is biased
at, and is not scaleable, whereas in the MOS device, the transconductance is a
function of both the bias current and the device size. The transconductance is
proportional to the bias current for a bipolar device (whereas the square root in
MOS), which leads to the fact that bipolars provide superior transconductance
performance. However, the collector and emitter terminals are asymmetric in nature
in terms of electrical performances, whereas drain and source symmetrical in nature
in a MOS device. Hence, MOS transistors can be used as excellent switches and
are popular in digital circuits, sampling switches, and passive mixers. At deep
submicron technology, bipolars tend to have superior output impedance perfor-
mance compared with MOS. Area wise, construction of MOS device usually takes
15% more area compared to the bipolar device of the same transconductance
performance. Being a surface device, MOS is susceptible to electron interaction
with the trap states in the gate oxide, which contributes more flicker noise than a
bipolar device.

A BiCMOS technology is optimum for integrated radios. Superior bipolar devices
can be used to develop better low noise amplifiers, low 1/f noise VCO cores, and
baseband amplifier stages, whereas MOS can be used for superior switching perfor-
mance. In terms of fundamental device operations, bipolar is aminority carrier device,
whereas MOS is a majority carrier device. Different parts of bipolar transistor
characteristics are well modeled using exponential characteristics, whereas MOS is
mostly a square law device and empirical modeling is used. However, at deep
submicron MOS, this differs significantly. Bipolar modeling is complicated by the
fact that the collector and emitter terminals are asymmetrical in nature, and the current
distribution in the collector is difficult tomodel in advanced geometries. The difficulty
inMOSmodelingoriginates inorder toconstruct a continuousmodel across all regions
of operation. In their inherent nature, the operating regions of MOS devices are
sometimes difficult to represent using a single mathematical equation, and usually,
numerical fitting techniques are used.While modeling a device, accuracy over a wide
operating range is often obtained using multiple parameters, which may imply
intensive analysis time for the circuit simulators and so on. Although an accurate
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model can be obtained using fewer parameters for a fixed device geometry (and a large
device can be an array of small devices) to obtain faster simulation of circuits,
scalability is often, preferred by the designers. Moreover, in advanced CMOS
technologies, all functional blocks can be integrated into one substrate, which leads
to the popularity of CMOS technology nodes.

1.8.5 Device Characteristics

Without moving to much detail in modeling aspects, we intend to provide readers
with basic intuition of the fundamental device parameters to develop circuits and
systems. At the same time, a hand analysis is almost impossible using multiple
model parameters. Key performance metrics are discussed in the following
subsections.

1.8.5.1 DC Characteristics. ID versus VGS for MOS, IC versus VBE for bipolar
MOS transistors operating in linear regionVDS < VGS�Vt, for the triode regionwith a
voltage variable resistor of rON ¼ mCox

W
L

� 	ðVGS�VtÞ

 ��1

ID ¼ mCox

2

W

L

� �
2ðVGS�VtÞVDS�VDS

2

 �

MOS transistor in saturation region.
VDS > VGS�Vt for saturation region, which leads to the square law characteristics,

ID ¼ mCox

2

W

L

� �
ðVGS�VtÞ2

The threshold voltage Vt is given by, Vt ¼ Vt0 þ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2jfFj þVSB

p � ffiffiffiffiffiffiffiffiffiffiffi
2jfFj

ph i
.

In the case of bipolars, the corresponding relationships are given as follows:

IC ¼ ISe
ðVBE=VT Þ

1.8.5.2 Output Impedance. The real part of the output impedance is governed by
the output DC characteristics, and the imaginary part is governed by a combination of
one or more capacitances associated with the device. At RF frequencies, the capaci-
tance usually plays a dominating role in determining the output impedance. At low
frequencies and DC, the real part becomes important for construction of current
sources and soon.Both themagnitude and theQ factor of this impedance are important
for circuit design.

In the case of bipolar transistors, rO ¼ VA

IC
, where VA is the “Early” voltage and IC

determines the bias current. In the case of MOS, this is given as rO ¼ 1
lID

, where l

denotes the channel length modulation parameter.

1.8.5.3 Capacitive Elements. Two types of capacitors are associated with tran-
sistors: (1) The geometry-dependent capacitor and (2) the bias-dependent capacitor.
These capacitors are associated with MOS and bipolar.
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In the case ofMOS transistors, the source-drain regions form a diode structurewith
the substrate, and the capacitance is voltage dependent, which is given by

CSB ¼ CSB0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þVSB=f0

p ; and CDB ¼ CDB0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þVDB=f0

p
The input capacitance referred to as the gate terminal is geometry dependent, and it

is given byCG ¼ COXðW :LÞ. This capacitance is essentially divided between the drain
and source terminals, depending on the geometrical shape of the formed channel,
which differs from a triode region to a saturation region.

Triode/Linear region:

CGS ¼ 1

2
COXðW :LÞ; CGD ¼ 1

2
COXðW :LÞ

Saturation region:

CGS ¼ 2

3
COXðW :LÞ; CGD ¼ 1

3
COXðW :LÞ

In the case of bipolar transistors, the C�B, and C� S junction capacitances are
given by

CEB ¼ CEB0

ð1þVEB=f0Þn
; CCB ¼ CCB0

ð1þVCB=f0Þn

The input capacitance CB is bias dependent and given as CB ¼ tgm, with
CBE ¼ CB þCjE.

Voltage variable capacitors provide distortions to the signal waveforms. They also
provide AM–PM conversion in large signal swings.

1.8.5.4 Device Noise. Device noise determines the fundamental limits to avail-
able signal-to-noise ratio in any circuit. Mainly three types of noise occur in devices:

Thermal noise: This is associated with random flow of electrons, and not
associated with any bias current; it is present in all devices. The spectral
density id given by

hi2ni ¼
4kT

R
Df

Shot noise: This is associatedwithDC current flow, and it is always associatedwith
a junction and independent of frequency. The spectral density is given by

hi2ni ¼ 2qIDf

Flicker noise: This is associated with DC current and present in all active devices;
the spectral density is given by

hi2ni ¼ K
Ia

f b
Df
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These equations can be applied to diode, MOS, and bipolar devices, respectively,
and the noisemodel can be obtained as illustrated in Figure 1.17.Noise can be referred
to the output as well as to the input, and bothmethods can be used in the circuit design
process. Both are related to each other by the ratio of transconductances. Flicker noise
is an important consideration in MOS transistors, and it is physically related to the
number of surface states and to the change of threshold voltage from the gate oxide
capacitance COX. The input-referred flicker noise spectral density is represented by

hv2f ;Gi ¼
Kf

WLCOXf
Df

which is independent of bias current. However, when referred by drain, this is given by

hi2f ;Di ¼ g2mhv2f ;Gi ¼
Kf ;DID
L2f

Df

which is dependent on the bias current and the channel length. This result bears very
important conclusions in the case of circuit designs: (1) Circuits, which do not
consume any current (such as passive mixers, etc.), are inherently quiet in terms of
flicker noise performance. (2) The output noise current is inversely proportional to the
square of channel length, and migration to smaller channel lengths would contribute
more flicker noise.

On the other hand, the spectral density for drain-referred thermal noise is given by
hi2n;Di ¼ 4kTbgmDf ,wherebvaries between2/3 and2 from the saturation region to the
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Figure 1.17. Noise models for diode, bipolar, and MOS transistors.
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subthreshold. Drain current caused by the input signal is given by i2D ¼ g2mV
2
gs; thus,

increasing gm leads to a better SNR w.r.t thermal noise.
Gate leakage in MOS leads to shot noise, which can be represented as

hi2n;Gi ¼ 2qIGDf . This is uncorrelated from the drain noise terms described above.
Bipolar transistors can be analyzed in the same manner, starting with fundamental
noise equations.

Using these noisemodels, important insight canbedeveloped to construct optimum
impedance for low noise circuits. Representation of bipolar and MOS circuits are
illustrated in Figure 1.18. Noise models can be viewed as various noise sources in
conjunction with the small signal models. In the case of bipolars, both the input
referred voltage and the current noise terms are present. The voltage noise becomes
dominant when being driven from a low impedance source, and the current noise
becomes dominant when being driven from a high impedance source. Thus, an
optimum noise figure is obtained in between the two impedances. In the case of MOS
stages, the input noise current source is dominant, which leads to a high driving
impedance for optimum noise performance.

Noise has an important implication in designing circuits; therefore, wewill discuss
a few typical cases.Often in communication systems, signals are sampledw.r.t. a clock
waveform.Toprevent aliasing, the clock frequency is chosen to be an integralmultiple
of the message signal. Although this process ensures signal reconstruction, it also
downconverts noise from various clock harmonics, and places them in a band of
interest. This action is typical of a sampling switch. In a simple R�C stage,
when resistor increases, the magnitude of the noise associated with it increases,
but the bandwidth reduces. Similarly, when resistance is reduced, thermal noise
reduces, but bandwidth is increased. The integrated noise is the same in both cases
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Figure 1.18. Equivalent noise models for circuit analysis.
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and is given by

hV2
o;ni ¼

ð1
0

4kTR

½1þð2pfRCÞ2 df ¼
kT

C

However, it is also true for a bandlimited system. In a circuit, where multiple poles
andzeros arepresent and the frequency response extends to infinity (apole followedby
a zero), the integration bandwidth does matter in the integrated noise consideration.
Noise is contributed by the resistance only, but the capacitance comes into picture
because of the band limitation of the white noise. This process is illustrated in
Figure 1.19.

As this is dependent on the capacitor size, the output noise is invariant evenwhen a
MOS switch is present instead of a resistor. Thus, to suppress this noise, a large
capacitor is to be used. To account for integrated noise and thermal noise spectral
density, periodic steady-state noise and small-signal noise analysis can be used using
circuit simulators.

1.8.5.5 Breakdown Voltage. From a device design perspective, device speed and
breakdown voltages are important. They are related by the fundamental relationship,
known as Johnson�s limit BV � fT ¼ K. Hence, the speed of a device cannot be
increased arbitrarily without compromising the breakdown voltage. Hence, break-
down plays a critical role in submicron geometries, when designed for a high RF
frequency.

Breakdown can fundamentally occur because of (1) application of an electric field
across a semiconductor junction, which is more than the maximum electric field to be
sustained at that junction, and (2) damage to the oxide caused by electrons moving in
high velocity (caused by a high-input electric field). In the first case, the device can
still be recoverable, but in the second case, it is permanent damage to the device.

In a bipolar device, two critical voltages associated with breakdown are VCBO and
VCEO, which are called the “collector to base breakdown with emitter open” and
“collector to emitter breakdownwithbase open,” respectively.Theyare related to each
other by

BVCEO ¼ BVCBOffiffiffiffiffiffi
bF

n
p
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In aMOS transistor, similar quantities are referred to as “gate to drain breakdown”
and “drain to source breakdown.” The gate breakdown voltage is significantly lower
compared with the drain-to-source breakdown voltage.

In large signal circuits and systems, breakdown is a critical consideration, and it
depends onoperating temperature aswell. Toobtain a higher breakdownvoltage, thick
gate oxide transistors can be used inMOS technologies with the compromise of lower
transconductance. In a bipolar transistor, collector current has a positive temperature
coefficient, and circuits are susceptible to thermal runaway. This is a major consider-
ation in PA design, and resistors in the emitter are used to counter this effect, as RF
power devices comprises arrays of small bipolar junction transistor (BJTs). On the
other hand, the drain current for aMOS device has a negative temperature coefficient,
which prevents thermal runaway, and multiple MOS transistors can be connected in
parallel without ballasting requirements. Because of the inherent switching function-
ality of MOS devices, they are popular for switching the mode operation of PAs.

1.8.5.6 Technology Scaling. As semiconductor technologies are scaled, the
physical device dimensions (W,L,tOX) get reduced by the scaling factor a, supply
voltage also drops by the same factor, delay of digital gates reduces by a (delay¼CV/
I), and so on. However, the wiring delay remains the same (the resistance of wires
increases and the capacitors reduces). Hence, at scaled geometries, interconnecting
delays play a critical role in gate delays. Power dissipation in digital gates reduces, and
so is the power-delay product, which contributes positively to the performance of
digital gates. In terms of RF/analog performance, fTand fMAX play a significant role in
determining power consumption at a specific center frequency.

The impacts of scaling can be categorized in terms of analog and digital circuits as
well. In a digital circuit, the number of gates would be an important parameter, and a
technology scaling would significantly reduce the area of the digital part of the chip.
Although there are several advantages to scaled CMOS geometries, they tend to
provide significant leakage currents.

At deep submicron CMOS technology nodes, gate leakage contributes to a
significant fraction of the power consumption of large digital chips. In RF circuits,
itmay lead to noise figure degradation. Leakagemechanisms can be categorized in the
following major categories: (1) drain-induced barrier lowering (DIBL), (2) gate-
induced drain leakage, and (3) hot carrier effect. Figure 1.20 illustrates the various
leakage mechanisms in deep submicron MOS devices. In addition to these effects,
process variation plays a critical role in analog circuits. As the lithographic geome-
tries are extremely small, a little variation in geometry may lead a to a large variation
of threshold voltage, transconductance, and so on. Broadband noise performance
improves with scaling, but the flicker noise performance usually gets worse. Hence,
the impact in terms of a continuous-time signal processing block (analog/RF circuit)
includes (1) reduced supply voltage and dynamic range limitation; (2) increased
component variation, which leads to the need of calibration circuits; (3) increased
leakage; and (4) increased mask cost. However, sometimes the use of analog/RF
blocks along with digital in the same substrate is encouraged to obtain a single die
solution (system on a chip).
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With this basic introduction, we will now consider a few testbenches in order to
evaluate semiconductor technology platforms.These testbenches are generic in nature
and routinely used by circuit designers. They can be used toward any technology
platform at hand: Silicon CMOS, BiCMOS, GaAs, and so on.

1.8.6 Passive Components

Passive components are a key aspect to the development of analog/RF circuits.
Commonly used passive components include:

1. Resistors

2. Capacitors

3. Inductors

4. Transformers

1.8.6.1 Resistors. Resistors are used mostly for the following functionalities:

1. Load impedance of the circuit (usually an amplifier/current mode logic etc.)

2. Biasing

Key considerations in using resistors include:

1. Parasitic capacitance

2. Component matching accuracy

3. Component variation with process and temperature

4. Voltage variation

5. Sheet resistance

DIBL
D-S Proximity

P-N junction

+n +n

GS D

GIDL

Punchthrough

Hot carrier
Tunneling

Figure 1.20. Leakage mechanisms in deep submicron CMOS technologies.

SEMICONDUCTOR TECHNOLOGY AND DEVICES 41



Any resistively loaded circuit is essentially a broadband circuit. These circuits
consume voltage headroom whenever they are used in the signal path, as part of
amplifiers, mixers, and so on. The bandwidth is determined by the RC product, where
C denotes the output capacitance (consists of resistor�s parasitic capacitance and the
output capacitance of transistors). Component matching is a critical performance in
determining I/Q accuracy, asymmetry in balanced amplifiers, and so on. Component
matching improves with a large component area. However, parasitic capacitance
increases with area and nonlinear capacitance from reverse-biased diodes increases
with an increase in area.

Resistors are categorizedby their sheet resistance,which indicates their to area, and
in fineline CMOS technologies, process and temperature variations of resistors may
lead to as large as�40% in terms of their values. Often, “dummy” resistors are placed
alongside the main resistors to improve component matching performance. Although
one can ignore the process variations of DC biasing resistors, variations in the load
impedance may cause transistors to run out of voltage headroom.

1.8.6.2 Capacitors. Capacitors are the second-most area-consuming elements in
ICs following inductors. The main usage of capacitors includes:

1. LC resonating tank

2. Coupling RF signals

3. Decoupling for power supply

Capacitors are categorized by the following performance aspects:

1. Capacitance density

2. Voltage variation

3. Bottom plate parasitics

4. Q of main capacitor as well as its bottom plate

5. Process variation

6. Leakage (in the case of MOSCAPs)

7. Breakdown voltage

Capacitance density directly implies the area consumption on chip. Capacitive
impedance decreases with frequency. Since driving higher impedances provides
improvement in power consumption, we prefer lower capacitance values with a high
Q factor (to reduce tank loading). However, a lower value of the capacitor may lead
to more fringing capacitance and poor component matching. Bottom plate capaci-
tance and its Q factor are major considerations, as it would lead to signal shunting to
ground. Bottom plate capacitance is proportional to the area. In large signal circuits
such as the PA driver, the voltage variation of capacitance is important. It is
determined from the C�V characteristics of a capacitor. In the case of AC coupling
capacitors, a large capacitance value with low bottom plate capacitor value is
desired. It is also desired that the voltage variation of coupling capacitor be as small
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as possible. The Q of the bottom plate capacitor would directly impact the Q of the
input impedance.

A largevariety of capacitors are used inmixed signal systems.Three common types
of capacitors are used frequently in communication circuits:

1. FLUXCAPs

2. MOSCAPs

3. Varactors

MOSCAPs are used in the case of supply bypassing capacitors, and they may be
used as coupling capacitors. Whenever a MOSCAP is used, DC leakage current may
alter the DC operating point, and onemust be very careful to ensure that it is modeled.
MOSCAPs require proper biasing, and the capacitance value depends on the AC
voltage swing. FLUXCAP, on the other hand, is made in a comb-like structure using
metal structures, and it provides the lowest voltage variation. Varactors (voltage
variable capacitors), on the other hand, are accumulation-type capacitors, and they are
intended for large voltage variation, as they directly impact the analog tuning
characteristics of VCOs. One needs to be extremely careful when using voltage
variation of capacitors, as any variation in the AC swing (amplitude noise) would lead
to a frequency shift. In the case of varactors, the ratio of maximum-to-minimum
capacitance provides an important design guideline, and it is optimized around 4� 5
for most cases.

Capacitive impedance is 160 ohm per pF at 1GHz, and it can be calculated at
commonly used wireless frequencies such as 0.9GHz, 2.4GHz, 5.2GHz, and so on.

1.8.6.3 Inductors. Inductors are essential to the development of high-frequency
circuits. They add a “zero” in the transfer function of the circuit when loaded at the
output, thereby boosting the high-frequency response of the circuits. Narrowband
tuning and filtering is essential for the RF front end, and this is manifested by “tuning
out” the capacitive load of the transistors. The current gain is dependent on theQ factor
of the inductor (a high Q factor provides more gain at resonance). A fundamental
advantage of using inductors is the achievable swing beyond the supply voltage,which
is essential for high dynamic range, low-voltage circuits. Inductors canwell extend the
bandwidth of the circuit, in the case of both high-speed digital or analog/RF blocks. In
summary, usage of an inductor in circuit blocks can be illustrated as follows:

1. Resonating tank

2. RF chokes

3. Lossless feedback

4. Matching networks

TheQ factor ofon-chip inductors is of theorderof 8–10, and it dependson the areaof
the components. A larger area usually provides more inductance andQ, but it leads to
more electromagnetic cross-talk (as thenumberof flux lines is proportional to the area).
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Assuming that one can obtain a highQ from the on-chip capacitors (depends on the
frequency of operation and on layout of the capacitors), the Q factor of the LC tank
would be limited by theQ factor of the inductor. This fundamental issue hasmotivated
various developments of area-efficient high Q inductors in digital CMOS technolo-
gies. In rest of this section we will pay close attention to various types of inductor
topology and to key performance issues.

The following parameters can be used to benchmark inductor performances:

1. Inductance value

2. Q factor

3. Parasitic capacitance and Q factor of parasitic capacitance

4. Self-resonating frequency

5. Area

1.8.6.3.1 Inductor Geometry. Inductors are categorized by the following key
geometrical parameters:

1. Number of turns (n)

2. Turn width (W)

3. Turn spacing (S)

4. Outer diameter (OD) (determines the area)

Qualitatively, when the inductor turns are closer , mutual coupling increases, aswell
as the interwinding capacitance. Hence, the inductance increases (total inductance
self-inductance of each turn þ mutual inductance effects between two turns), and self
resonating frequency decreases. As the widthW increases, the series resistance of the
turns drops, and the Q factor improves. The inductance also drops because of the
current flowing through the edges of the conductor. The physical construction of
inductors is illustrated in Figure 1.21. The inner and outer diameters are related to each
other by OD ¼ IDþ 2n� ðW þ SÞ:

The inductance of an inductor is given by L � n2 � OD, where n is number of turns
andOD is the outer diameter of the inductor. The series resistance is given byRS � n2.
An optimum Q factor is usually obtained in the case of ID � 0:5� OD. While using
inductors from a standard technology library, various combinations of the geometry
parameters can be used and the right dependence can be obtained.

1.8.6.3.2 Self-Resonating Frequency. Let us now consider the self-resonating
frequency of inductors. The self-resonating frequency determines the usable limits of
an inductor. A simplified electrical model of inductor is shown in Figure 1.22.

In a center-tappeddifferential inductor, theparasitic capacitance canbeobtainedby
connecting all the terminals, and by observing the overall capacitance by injecting a
current source at the common terminal. The combined capacitance (CP) can be
distributed by placing two capacitors ofCP/4 at each end and a capacitor ofCP/2 at the
center terminal. The self-resonating frequency is determined as 1=2p

ffiffiffiffiffiffiffiffiffiffi
LhCt

p
,whereLh
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is the inductance of the half section of the inductor, and Ct ¼ CP=4. Physically, this
capacitance is attributed by the interwinding capacitance and the capacitance to
substrate. If the self-resonating frequency is too low, then one can reduce the outer
diameter (smaller area reduces capacitance to substrate) or use a larger turn spacing S.
Reducing the diameter by a factor of twowould lead to a factor of 4 reduction in area,
reducing the parasitic capacitance to substrate. Thus, larger inductors tend to exhibit
lower self resonating frequencies. This phenomenon can also be illustrated due to the
fact that, L� ID and C� ID2, hence, the rate of increase in capacitance is higher than
the inductor, leading to lowered self resonating frequency.

tC

sC

W

SP

OD

Figure 1.21. A single-ended inductor and its electrial components.
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Figure 1.22. Inductor model.
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1.8.6.3.3 Geometry and the Q Factor. TheQ factor of inductors is dependent on
the ratio of inductive impedance to its series resistance, and it is given by the ratio of
area to the conductor length. For the same area of circular cross section provides the
highest area-to-length ratio ð2= ffiffiffiffi

p
p Þ,which leads to ahighQ factor.However, it canbe

observed that an octagonal geometry is often a compromise, as it is easier to fabricate.
Inductors generate electromagnetic fields, which propagate to adjacent circuit
components, and create electromagnetic cross-talk. To prevent this action from
occurring two approaches can be taken:

1. Isolate the inductor structure by providing a high resistivity exclusion zone
around it.

2. Provide a low impedance substrate shield (patterned ground shield).

Both approaches are effective, depending on substrate resistivity. However, in the
first approach, the electromagnetic field decays as 1/r, where r is the distance from the
excitation to the point of observation. However, the exclusion area uses much
additional overhead in terms of area and processing step. In the second approach,
however, the shield uses a patterned ground shield, which leads to an 1/r2 decay of the
electromagnetic field and then to less cross-talk to the adjacent circuit components.
This result can be explained with the help of image theory, which implies the
conceptual formulation of image components in terms of current and charge in the
substrate. For the sake of simplicity and understanding, we assume that the ground
plane can be “perfect” and that the created image components would have the same
strength as the original excitation element.

1.8.6.3.4 Single-Ended and Differential Inductors. We will now consider two
types of inductor topologies: (1) the single-ended inductor and (2) the differential
inductor. Figure 1.23 illustrates differential inductor configurations.

A differential inductor is compact in size compared with the single-ended
inductor. In an inductor structure, two current flow paths exist: (1) a direct path

GNDVDD /

AB

tC

GNDVDD /

Figure 1.23. Differential inductor configuration.
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through inductive component of the structure and (2) a secondary path through the
capacitances or the interwinding or substrate parasitics. Current in the direct path
flows along the length of the inductor, whereas it flows laterally in the secondary
path. Our aim is to enhance the current flow through the direct path and to
minimize the current flow through the secondary path, in order to obtain more
inductive behavior. Let us assume that the inductors are used in differential
circuits and that the terminal peak AC swing is VP (i.e., differential 2VP). In a
single-ended inductor, this voltage gradually drops across the inductor turns
because of impedance, so we should simply assume that the turns get nodal
voltages such as VP, 0.8VP, 0.6VP, 0.4VP, and 0.2VP (we assume equal drop for a
five-turn inductor). Ultimately, the inductor terminals go to AC ground, no matter
whether they are connected to circuit supply or circuit ground. In this case, the
voltage difference across adjacent spatial turns is 0.2VP, which is responsible for
current flow through the lateral interwinding capacitor. The inductive path is a
single turn length, and the capacitive path is determined by the lateral separation of
two turns (spacing). However, in the case of a differential inductor, to traverse
from one turn to its adjacent turn, the inductive current flows through all the turns
(a much longer path compared with the single-ended inductor structure and,
hence, a larger impedance). The voltage difference is 2VP, for the outermost spatial
turns, which leads to much higher current through the capacitive path. Hence, the
effect of capacitance is more dominant in the case of a differential inductor, and
their self resonating frequencies are lower. Thus, the differential inductors are
used in the 3–5 GHz range. In a differential inductor, the center tap must be
designed to carry twice the current limit for each of the single-ended segments of
the inductor. The central tap of a differential inductor can be used to provide bias to
the circuit under consideration. Differential inductors provide symmetric loading
to the circuits at each port. In the case of single ended inductors, there are two
terminals: (1) AC terminal and (2) underpass. In circuit implementation, the AC
terminal is driven, as they usually provide a higher Q factor. Usually, in the
construction of inductors, several metal layers are strapped to obtain a lower series
resistance for Q factor enhancement.

1.8.6.3.5 QFactor versus Frequency. The frequency dependence of the inductor
Q factor is an important aspect for RF circuit design, and at very low frequencies,
inductor loss is usually a fixed quantity, determined by its resistivity. As frequency
increases, the inductive impedance (2pfL) increases and hence the Q factor leads to
Q / f . As frequency increases even more, skin effect comes into the picture, and the
current tends to be more concentrated toward the outer periphery of the inductor
turns. The skin effect impacts the inductor metallization from all directions, and as
the thickness of the AC current flow is given by d ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffi
pfms

p
, the resistance

increases with a square root dependency (r / ffiffiffi
f

p
). As the inductive impedance

grows linearly, the Q factor grows in a square root dependence Q / ffiffiffi
f

p
. At even

higher frequencies, various capacitive coupling to lossy silicon substrate occurs, and
Q falls as an inverse square law dependence Q / f�2. These dependencies can also
be observed by plotting the Q factor versus frequency in a log scale plot. In between
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the transition region, Q peaks at a certain frequency, and this peak Q frequency is a
very important parameter for circuit designers, as this is the optimum performance
point of an inductor given a certain inductance, and area considerations. Usually it is
desired that peak Q is maintained over a broad range of frequencies. The circuit
performances are usually dependent on the inductors as a factor of Q2 (or Q,
depending on the circuit); hence, a humble 5% improvement in Q may improve
circuit performance by 10% (1 dB).

Use of an inductor does not have to be restricted to the circuits and systems based on
amplifiers only (hence, implying wireless type systems). Inductors are used in many
digital circuits and systems, where the bandwidth enhancement is obtained using
inductors. However, it must be observed that compared with the wireless systems,
digital circuits and systemsarewideband innature, need to include all harmonicsof the
clock, and require a relatively lower Q. Otherwise, they would selectively amplify a
specific frequency content. Such is the case for inductively loaded inverters, multi-
plexers, and selector circuits operating at the 20–40Gbps range [19, 20]. Fundamen-
tally, inductors help realize higher impedance at a specific frequency of interest, and
hence, they reduce the power consumption of these circuits. Any use of inductor in
high speed digital system should be strictly observed for area considerations.
However, in practice, the resonating impedance cannot be increased arbitrarily. The
inductor has its ownparasitic components itself, and usually the impedance realized is
somewhere in the 200–400-W range.

1.8.6.3.6 Mathematical Analysis of Inductors. The search for a solution to the
electromagnetic fields resulting from an inductor has been an interesting area of
research for a long time. The analysis becomes complicated because of the wide
variation in inductor geometries. Current generation inductors use turn spacing to be
much smaller than the turn thickness and width, and the solution can be obtained in a
two-dimensional (2D) current distribution, and a mesh can be obtained using
Kirchoff�s laws to solve them. To compute the various components of an
inductor in a lumped element representation, the current and charge distributions
need to be computed. These distributions vary across the cross section of the
inductor turns, and they must be obtained by “mesh”ing the inductor using a
minimum grid. Using numerical computation techniques (contributions from
individual mesh points with appropriate weight factor), the charge and current
distributions can be shown to have peaks at the edges of turn cross sections. Once
these steady-state current and charge distributions are obtained, they can be used in
conjunction with some standard inductor solver configuration such as Greenhouse,
and so on in order to obtain a full solution of the inductor. Although the computation
is interesting in nature, because of the coverage and focus of the book, we encourage
readers to refer to [27–30].

Inductor Q, however, needs to be observed at the desired frequency. Inductors
do not include any voltage variable component in any of their subcomponents, and
hence, they are extremely linear in nature. However, because of lithographic limita-
tions, the metal resistances may vary significantly, which leads to changes in the Q
factor. It should be noted at this stage that the inductance does not vary w.r.t. process
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corners, as it is related to flux linkage, which, in turn is dependent on the number of
turns and outer diameter.

Inductive impedance is usually given by 6W per nH per GHz. This number can be
used in calculating the impedance at commonly usedwireless center frequencies such
as 0.9 G, 2.4G, and 5.2G.

At lower GHz ranges, on-chip spiral inductors provide much lower Q because of
low-frequency operations (and often a bondwire inductance is preferred). To realize
the same impedance, a lower frequency inductor also needs to have a higher
inductance for the same Q factor. This high inductance leads to significant area
consumption in the case of on-chip inductors. Such a large inductorwould also exhibit
more parasitic capacitance values, which leads to tuning range limitations in the case
of tank circuits in amplifiers and VCOs. At the same time, they are susceptible to
creating electromagnetic cross-talk.

1.8.6.3.7 Active Inductors. An alternative arrangement can be obtained using
analog circuit techniques using a “gyrator-C” approach, as shown in Figure 1.24. A
capacitance connected at the interfacing node of two antiparallel transconductance
stages provides an inductive impedance at the other end [shown in Figure 1.24(a)]. A
similar arrangement is possible in a feedback topology, where gm of transistor MP is
multiplied by the gain of the amplifier. The inductance can be properly controlled, and
it must be observed that the inductance in all of these configurations is a ratio of
capacitance to transconductance; hence, the lower the transconductance (implying
lower power), the higher is the inductance. Active inductors are attractive at lower RF
frequencies, as a passive counterpart would not only consumemore area, but it would
also exhibit a poorer Q factor because of the lower frequency of operation.
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Figure 1.24. (a) Gyrator-C configuration and (b) active inductor implementation.
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Fundamental advantages of active inductors over the passive inductors are as follows:

1. Lower area consumption

2. No electromagnetic cross-talk

However, active inductors provide the followingperformancedegradations aswell:

1. Additional power consumption

2. Linearity degradations caused by more active components

3. Noise degradations

4. May require higher supply voltages for operation, depending on the
configuration

However, as the inductance is a ratio of twodissimilar quantities, it would vary over
process corners, unlike the passive inductors. Some calibration circuits would need to
be used to guarantee the process-invariant behavior of the inductance.

1.8.6.4 Transformers. With the illustrations on inductors, we now illustrate the
usage of transformers. A transformer is commonly used in an RF circuit to obtain
either current or voltage gains. Transformers are DC isolated, and several config-
urations are possible as shown in Figure 1.25. The secondary terminals can use a
different DC bias, and they are suitable in interfacing two fully differential circuits
operating at different DC common mode levels. The DC isolation also makes them
attractive for use in a feedback network feedback network without the need of DC
blocking capacitor [32]. Voltage and current gains of a transformer are related by the

Figure 1.25. Physical construction of a transformer.
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turns ratio (N) of transformers, whereas the impedance is related byN2. Thus, it can
act as an impedance buffer to reduce the effect of capacitive parasitics. The primary
and secondary terminals of transformers provide inductive impedance, which can be
resonated with various capacitances, such as device output capacitance, and so on.
Another use of transformer is in the single-ended to differential transformation
(balun) with current or voltage gains, and this operation can be performed with
minimum imbalance between the two differential terminals. This implementation is
important in the front end, as the LNA takes an input single-ended signal, which
should be transformed to differential as early as possible with lowest amount of
imbalance. Circuit elements based on active components tend to provide more
imbalance than their passive counterparts.

The key element to successful implementation of transformer is the coupling
coefficient of flux linkage from primary to secondary, denoted by K(<1). Also, they
are area inefficient. An efficient way of implementing transformers is to use an
autotransformer configuration. A differentiator in this configuration is the fact that the
terminals are not isolated in termsofDCvoltages.However, this canbe easily obtained
from a simple inductor structure, which takes advantage of mutual coupling between
the terminals.

At further higher frequencies (well into the mmW regime), inductors assume a
distributed component model, rather than the standard lumped element model that we
have been illustrating until now. In that situation, inductors are mostly microstrip line
components. If wewere to unwind the spiral inductor, it would certainly be a long line.
Spiralwindinghelps in improvingmutual coupling and increases inductance in agiven
area under considerations. At the same time, the inductance per unit length is lower
because of interwinding capacitances. However, at frequencies comparable with the
wavelengths of the operating frequencies, these capacitances would be prohibitive,
and the physical dimension of the inductor would be comparablewith thewavelength,
so we can obtain larger inductance per unit length without the area penalty.

Another interesting component at mmW frequency range is called a “stub.”A stub
is essentially a transmission line used to realize “short” or “open” impedances in a
frequency dependent manner. They also provide characteristic impedances, which is
repeatablewith frequency, implying that a stub providing an “open” circuit impedance
would provide the same impedance (theoretically) at frequencies f, 2f, 3f, and so on,
while providing a “short” circuit impedance at 1.5f, 2.5f, and so on.

1.8.7 Evaluation Testbenches

Prior to designing circuits, it is important to obtain some useful information about the
technology components. These testbenches provide useful information about the
technology to be used and its performance metrics. The following testbenches are
absolutely essential for circuit design:

1. Transistor fT, fMAX, ON resistance, OFF capacitance, minimum noise factor

2. Parasitic capacitance of passive components (resistance, capacitance,
inductance)
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3. Impedance testbenches

4. Nonlinearity testbenches

Figure 1.26 illustrates the various testbenches used to characterize the transistor. In
fact various types of transistors in the technology include high speed transistor, high
breakdown voltage transistor, lightly doped transistor, thick gate oxide transistor,
unadjusted threshold voltage (native) transistor, and so on. fT, fMAX values should be
obtained for the actual dimension of the transistor used in the circuit. The ON resistance
of the MOS transistor and the OFF capacitance of the MOS transistors are important
circuit considerations. ON resistance is pertinent in the cases of (1) passive mixer and
(2)MOS switches in a binary capacitor array. In the case of a passivemixer circuit, ON
resistance indicates the signal loss and the achievableQ factor of the mixer connected
with a coupling capacitor. In the case of a switched capacitor binary array, it implies
the Q factor of switchable components. ON resistance depends on the gate to source
voltage, threshold voltage, and the transistor geometry. As the voltage at source
terminal changes, the ON resistance would also vary accordingly, and signal-depen-
dent variation of the ON resistance would provide important design insight. The OFF

capacitance of a MOS transistor depends on the transistor geometry and also varies
with voltage values. The OFF capacitance is a measure of the junction capacitances
(drain to bulk or source to bulk). It is illustrated in the testbench (a)–(b). One can set
the input voltage to different values to obtain the on resistance and off capacitance.
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Figure 1.26. Various testbenches to characterize transistors.
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Testbench (c) can be used to set the gate voltage and bias currents separately, and the
transistor�s current gain, output impedance (gm, gds), and so on, can be obtained. The
biasing inductors and capacitors are of largevalues in order to provide high impedance
to theDCbiasing source and low impedance to theAC, respectively. Themagnitude as
well as the Q factor of these impedances is important for circuit design. It is usually
obtained by separating real and imaginary parts of the input impedance obtained by
simulating it with a 1-A current source. Testbench (d) can be used to estimate noise
factor, and so on using 50W ports at the input and output. This may provide insight to
various types of microwave parameters for designing amplifiers and so on. Current
sources are used to measure impedance, as current sources provide high output
impedance, and minimum loading to the circuit, whereas voltage sources load the
circuit by providing zero impedance. The minimum noise factor indicates the
minimum achievable noise figure of a MOS transistor (with appropriate geometry
and current consumption). An amplifier�s noise figure is given by a parabolic curvew.
r.t. impedance states. The minimum noise factor provides the lowest possible noise
figure for specific transistor geometry at a given bias current. In reality, the minimum
noise factor is never achieved because of the consideration of simultaneous noise and
input return loss for LNAs.

Figure 1.27 illustrates component-level testbenches, which includes resistance,
capacitance, inductance, and so on. The parasitic element of a resistance determines
bandwidth shrinkage, whereas the parasitic capacitance of a capacitor (known as the
“bottom plate capacitor”) indicates a shrinkage in tuning range of integrated narrow-
band circuits (VCOs, filters). Assuming parasitic capacitance to be evenly distributed
across the device terminals, a two-terminal device can be shorted across the
functional terminals (the two terminals of a resistor, inductor, or capacitor). Parasitic

(a) (b)                                                        (c)

V1 V2

CC
L

(d)

Figure 1.27. Various testbenches to characterize technology components as well as parasitic
elements of (a) resistor, (b) capacitor, (c) inductor, and (d) diode.
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capacitances indicate loading at RF, and they determines the maximum usable
frequency for a component (self-resonating frequency for an inductor). Like any
component, alongwith the parasitic capacitance value, theQ factor of the capacitance
is important for circuit design considerations. In the case of varactors, capacitance
versus voltage characteristics (known as C–V curves) are important to obtain
information on the maximum and minimum capacitance values, the Q factor, as well
as on potential AM-to-PM conversion. Figure 1.27(a)–(c) illustrates the resistance,
capacitance, inductance, and so on, whereas (d) illustrates the input impedance
determination of a diode with bias voltage applied as (V1–V2). To obtain the imped-
ance, this voltage can be swept from negative to positive, and the voltage variation of
the impedance, as well as itsQ factor, can be obtained. In the figure, both the inductor
and the capacitor are of large values to provide DC bias voltage and AC short without
loading each other. This is a fully differential characterization, which ismore accurate
in termsof thevoltagevariationof parasitic components at each port. Similar approach
can be taken for the other voltage variable components (e.g., varactors).
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Figure 1.28. Various testbenches to characterize impedance of building blocks: (a) differential
mode and (b) common mode.
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Figure 1.29. Testbenches to characterize nonlinearity: (a) with a two-tone voltage input and
(b) with a two-tone current input.
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In integrated circuit implementations, signal paths, as well as signal generation
paths are usually differential in nature to reduce the commonmode noise perturbation.
Hence, the common mode and differential mode input impedances, as well as theirQ
factors,wouldneed to be obtained for a circuit design. For an active circuit, proper bias
condition must be provided to characterize the input and output impedances. In an
integrated mixed signal environment, our aim is to amplify differential signals and
reject common mode signals as much as possible. In this regard, the circuit interfaces
are designed in away such that the commonmode path has lowest possibleQ. If this is
not the case, any finite common mode current resulting frommismatched differential
circuit would lead to common mode instability. Figure 1.28 shows two testbenches to
obtain differential and common mode impedances.

In a series/parallel combination of two or more components, it is imperative to
knowwhich component provides linearity limitation. Examples of these would be a
parallel combination of three functional blocks in a highly linear system and so
on. Such information can be obtained by providing two tones in the voltage domain
(a series combination of two voltage sources) across the parallel network, and
observing intermodulation terms in the individual branch currents. Two estimate
linearity, two mechanisms can be used: (1) provide a two-tone voltage input (series
combination) to a parallel combination of two blocks, and (2) provide a two-tone
current input (parallel combination) to a series combination of two blocks. Usually,
for intermodulation tests, the circuits are characterized at their linear operation
range. Nonlinearities are embedded as part of signal-dependent behavior of the
impedance (input/output). With two-tone voltage input as stimuli, the discrete
Fourier transform (DFT) of input currents are performed to understand the block
that is most limiting in terms of linearity. While performing a linearity simulation,
the simulator options must be specified for the desired accuracy. It is usually
obtained by providing a specific timestep of analysis in a time domain simulation.
Figure 1.29 shows testbench to evaluate linearity performance using two tone
voltage and current stimuli.

1.9 KEY CIRCUIT TOPOLOGIES

In this section, we will illustrate the fundamental circuit basis functions. These cores
can be implemented using any type of transistors and can be used anywhere in a
complicated system.

1.9.1 Differential Circuits

Differential circuits consume twice the area compared with single-ended counter-
parts, but they are used extensively in integrated circuits because of several key
advantages such as follows:

1. Rejection of common mode signals (substrate noise, even order terms).

2. No additional hardware to create 180� phase-shifted version (inversion).
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3. Insensitivity to package parasitics connected at common mode terminals.

4. Increasing speed of digital circuits, and possibility of using lower supply
voltage in I/O rails.

First in this category is the differential input transconductor stage, which may use
bipolar or MOS devices at its input, as shown in Figure 1.30. We assume that the tail
current is kept constant, and there is no voltage headroom problem across the
transistors (they operate in active and saturation regions in the cases of bipolar and
MOS, respectively, VCE>VCE,SAT, and VDS>VDS,SAT). Such configurations are also
referred to as “source coupled” stages. In terms of large signal characteristics, the
current/voltage relationships are given as follows:

Ic1
Ic2

¼ eVid=VT

ITAIL ¼ 1

aF
ðIc1 þ Ic2Þ

Vod ¼ Vc1�Vc2 ¼ aFITAILRLtanh
�Vid

2VT

� �

Thus, the input–outputDC transfer characteristics in the caseofabipolar diff-pair is
dependent on the thermal voltage VT ¼ kT

q . As can be observed from the plot shown in
Figure 1.30, this stage is “hard-switched”when the differential input voltage exceeds
3VT¼ 78mV. The slope around the zero point in the transfer curve plane determines
the small signal amplification. The amount of deviations of this slope from a constant
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Figure 1.30. Basic differential pair topology.
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value (a perfectly linear curve would provide a constant derivative) determines small
signal linearity (observed by providing two tones at the input). Large signal linearity is
usually determined by signal clipping (essentially any arm of the differential pair
running out of current). The derivative of the I–V characteristics determines the
transconductance of the differential pair stage.

Hard-switched differential pairs behave as limiters in the case of drivingmixers and
soon, inorder to reduceprocess and temperaturevariationof the input signalwaveform.
However, they are usually nonlinear in nature, and they use a small linear range. These
problems can be alleviated by providing resistive feedback to linearize the input stage
without sacrificing someheadroom.A resistive degeneration linearizes the input stage.

A similar configuration can be performed using any type of transistors (MOS/MES
FET, etc.). For the sake of simplicity, wewill assume square law I–V characteristics to
obtain the trends and insights in circuit design. In deep submicron technologies, the
I–V curves are much different from a square law representation. From the individual
gate-source voltages, we obtain

Vid ¼
ffiffiffiffiffiffi
Id1

p � ffiffiffiffiffiffi
Id2

pffiffiffiffiffiffiffiffiffiffiffiffiffi
KN

2
W
L

� 	q
ITAIL¼ Id1 þ Id2

Id1;2 ¼ ITAIL
2

� KN

4

W

L

� �
Vid

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ITAIL

KNðW=LÞ�Vid
2

s

Both transistors operate in the saturation region when

jVidj �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ITAIL

KN ðW=LÞ
q

YjVidj �
ffiffiffi
2

p
VOD. Various curve families are shown in Figure 1.30.

Once again, the linear range can be extended by using resistors at the sources of the
transistors.When resistors are prohibitive in terms of headroom and noise, inductors can
be used. As the differential input voltage range for linear operation is higher, MOS
differential stages usually offer higher linearity comparedwith their bipolar counterparts
with no degeneration added. With degeneration, these considerations would differ. In
terms of a “hard-switched” differential pair (driving mixer switches, etc.), it can be
observed that the bipolar transistorswould require only a 78-mVdifferential signal swing
inorder to switch,whereasMOScaneasily require100–200mV.Loweringof thisvoltage
leads to larger transistor dimension and to increased loading on the signal generation
network. Thus, bipolars prove to be attractive in these cases.

Apart from headroom, one needs to be careful about the pole created by the RC
equivalent circuit designed by the degeneration resistor and the source capacitor. In
high-frequency circuits, inductive degeneration is used, and thismay resonatewith the
source capacitance aswell. Careful attention should be provided in order to avoid such
scenarios.

Tail impedance plays a critical role in differential circuits, as the common mode
rejection performance is heavily dependent on its value. The extent of rejection
experienced by unwanted signals is determined by the common-mode rejection ratio
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(CMRR), and it is given by CMRR ¼ 1þ 2gmRT. In reality, this is obtained by a
transistor (part of a current mirror) or a small resistor. In a fully differential amplifier
configuration, the output capacitance is not important, as it experiences anAC ground
due to input signal symmetry. However, in reality, imbalance exists because of
asymmetry in the device layout, input duty cycle error, and it is desired that the
output capacitance be as small as possible.

Voltage offset for differential amplifiers is always referred to the input terminals.
This is similar to small signal noise, and the overall mismatch is computed in terms of
components in the amplifier stages, and then it is divided by the amplifier gain. In
computation of offset voltages, we assume the components to be slightly mismatched
and apply a differential voltage at the input to ensure that the output voltage is zero.
Under these conditions, a MOS differential stage can be solved to obtain

VOS ¼ DVt�VOD

2

DRL

RL
þ DW=L

W=L

� �

1.9.2 Translinear Circuits

The second widely used variety is translinear circuits, which are illustrated in
Figure 1.31. A simple illustration of this principle can be provided by considering
bipolartransistors, inwhichanequalnumberofclockwiseandanti-clockwisetransistors
is connected from a reference point to the ground.

As thebase-emitter voltagesofbipolar transistors aregivenas a logarithmic function
of the collector currents, summation of the clockwise and the anti-clockwise path Vbes
can be equaled to provide Y

CCW

IiIj ¼
Y
CW

IiIj

In actual implementations, these currentswouldbe a sumofDCbiasing current and
an AC current, providing versatile functions such as multiplication, division, and so
on. Translinear circuits can also be realized using MOS transistors, and in modern
technologies, the subthreshold operation of MOS transistors becomes analogous to
bipolar transistors because of their exponential characteristics.
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Figure 1.31. Translinear circuits using (a) bipolar and (b) MOS.
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1.9.3 Feedback Circuits

Feedback plays an important role in integrated circuits and systems.Negative feedback
is commonly used in linearizing amplifiers, reducing input impedance value, with the
compromise of noise addition in the circuit. Positive feedback is essential in deter-
mining oscillation start-up conditions. Depending on the placement of the feedback
component, their nomenclature is followed as follows: (1) Series–shunt, (2) shunt–
shunt, (3) shunt–series, and (4) series–series. These topologies usevoltageor current as
sampling and feedback variables as appropriate. These configurations are illustrated in
Figure 1.32. Negative feedback is used extensively in circuit linearization, however,
they always contribute noise to the main circuit. Positive feedback has been used
extensively in oscillator circuits.

1.9.3.1 Feedback inOP-AMPs. Wewill pay close attention to feedback loop of an
OP-Amp, which is a shunt–shunt topology. In this case, the output current is sampled
through the feedback resistor RF and injected to the input terminal. The feedback
resistor reduces the gain of the OP-Amp, and an open loop gain of 60 dB reflects to a
close-loop gain of RF/Rs, where RS is the source resistance. It can be observed that
although the OP-Amp consumes DC current, the gain is set by the resistor ratios! The
DCcurrent in theOP-Ampbranches ensures that it can provide the large signal current
swings. The input impedance is given by Zin ¼ RF

1�Av
, where Av denotes the open-loop

voltage gain of the OP-Amp. If we were to assume the open-loop response of the OP-
Amp to have a single pole response, then Av ¼ Av0

1þ s=vP
, which leads to inductive

behavior in the input impedance of the OP-Amp.

1.9.3.2 Virtual Ground. The presence of low input impedance is referred to as
“virtual ground.” A low impedance implies a “short” between the two terminals in
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Figure 1.32. Feedback configurations: (a) series-shunt, (b) series-series, (c) Shunt-series, and
(d) Shunt–shunt.
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their electrical signal equivalence but not physically. The OP-Amp is capable of
sinking any amount of current as required. In reality, the current does not flow to
ground, but it flows through the feedback impedance path. Thus, we have the name
“virtual ground.”

1.9.3.3 Miller�s Theorem. Analysis of electrical circuits, where input and output
terminals are coupled through an impedance element, can be performed using
Miller�s theorem. It is a generalized analysis, and it can be performed with
any impedance connected in the feedback path. Using Miller�s theorem, we establish
one-to-one equivalence between the two circuits, as illustrated in Figure 1.33. Using
Miller�s theorem, we aim to decouple the input output–connection by using mathe-
matical representation. This approach helps in the analysis of the circuit�s input and
output nodes. We first solve the two systems w.r.t. nodal equations, and we use voltage
equivalence to obtain

ZO;M ¼ Zf�ZO=jAvj
1þ 1=jAvj � Zf

1þ 1=jAvj

ZO;M ¼ 1þ ZO=Zf
1þ jAvj þ ZO=Zf ð1�jAvjÞ � Zf

1þ jAvj

The details of this derivation are provided in Appendix A(7).
In the above discussion, we have assumed that the feedback impedance is larger

compared with the series output impedance, which is a reasonable assumption.
Conceptually, Norton�s equivalent circuit can also be obtained, and the amplifier

+ OV
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−
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SZ

fZ

MIZ ,

MOZ ,

Figure 1.33. Illustration of virtual ground and Miller�s impedance.
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can be represented by the current gain. Miller�s theorem provides important insights
into several feedback circuits. The previous section on OP-Amp�s virtual ground
formulation was also an illustration ofMiller�s theorem. It can be observed that, if the
feedback impedance is capacitive, it would lead to an equivalent input capacitance
equal to the original capacitormultiplied by the open-loop gain of the amplifier. At RF
frequencies, this leads to significant bandwidth reduction. Even if a capacitor is not
connected deliberately, the parasitic capacitance of the devicewould provide the same
effect. This is shown in Figure 1.34.

1.9.4 Cascode Circuits

To alleviate this problem, a cascode topology is often adopted. The purpose of a
cascode transistor is to isolate the input and output networks, as shown in Figure 1.34.
Assuming a voltage gain of 24 dB (linear factor of 16), without using cascode, the
effective capacitance seen at the input is 16C. Assuming the same geometry of the
main and the cascode devices, the voltage gain resulting from themain device is close
to unity (ratio of transconductances).According toMiller’s theorem, the input referred
capacitance is 2C, which reduces the loading by 8 times. For this reason, cascoding is
almost always used in RF circuits. Several other advantages exist apart from (1)
bandwidth enhancement and (2) reverse isolation. As the input and output terminals
are decoupled, cascoding helps in separate optimization of input and outputmatching,
and it achieves high output impedance to provide high voltage gain. However,
compared with a non-cascoded variant, a cascode device consumes more headroom,
which leads to reduced signal swing. In the non-cascoded variant, theMiller capacitor
reduces the output impedance, but the output can swing higher at the expense of
increase current consumption.
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Figure 1.34. Miller effect consideration leading to cascode topology.
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1.9.5 Common Source, Common Gate, and Common Drain Stages

Wewill now cover a few basic circuit topologies, which can be easily analyzed in the
analog domain and have been used as part of circuits in any building blocks. These
topologies are known as (1) common source, (2) common gate, and (3) common drain
(or source follower). They are named according to the terminal that is common in the
input and the output networks. For the case of the common source amplifier,
the source terminal is “common” between input and output and so on. Important
performance parameters associated with this stage are as follows:

1. Gain, linearity, and noise

2. Input common mode range

3. Output common mode range

4. Current consumption and bandwidth

5. Signal handling capability

Input commonmode implies the amount of signal swing at the input. It also implies
thepossibilityofdirectcouplingamongvariousblocks.A lowcommonmode(<VDD/2)
is suitable for a PMOS input stage, whereas a high common mode is suitable for the
NMOS-type input stage. This consideration is important at low frequency, as the stages
cannot be capacitively coupled because of the area constraints. To interface two stages,
we either require a level shifter or complementary stages (NMOS-based stage interfac-
ing PMOSand so on). Gain bandwidth product is an important performance criteria for
such amplifiers and is dependent on the bias current and load impedance. The signal
handling capability is denoted byVDSATand by the bias current of the amplifier. Higher
VDSAT implies higher linearity. Linearity can also be improved by using degeneration
resistors (or inductors at high frequencies),whichprovidenegative feedbackaround the
transconductor stage, reducing the overall gain. However, any capacitive component in
thedegenerationpath leads to formationofnegative impedanceat the input,which leads
to stability issues. The multiplication factor is gm

jvCgs
, and an inductor leads to real input

impedance, a resistor leads to capacitive input impedance, and a capacitor leads to
negative impedance (causing stability concerns!). Hence, any parasitic capacitance at
the source terminals needs careful attention in the design phase.

An advantage of using common source type topology is the amplification in both
voltage and current domain. Other topologies, such as common gate, provide voltage
amplification at the output (dependent on the load) but not current amplification. The
input impedance of the common gate stage illustrated in Figure 1.35 is given by
Zin ¼ rdsL þ rds1

1þ gm1rds1
. Thus,Zin � 1

gm1
, in the case of low load impedance, which is usually the

case for RF circuits.
At lower frequencies, active loads are commonlyused, and the input impedance can

be Zin � 2
gm1

, assuming equal output impedance from the core transistor and the load.
As the input impedance is lower, thevoltage swing at the input is also reduced (leading
to lower voltage variation of input capacitance). Current transfer is linear, which
causes high linearity at this stage. The input impedance is wideband in nature, and this
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can be optimized to 50W in order to provide a powermatch. As the driving impedance
is also 50W, the minimum achievable noise figure is �3 dB. Common source stages
are usually preferred for LNAs, with simultaneous noise and power matching design
considerations, as will be illustrated later.

Common drain or source/emitter followers (shown in Figure 1.36) are primiarily
used as an impedance buffering stage, and they are capable of providing a voltage shift.
In these cases, the source/emitter terminal voltage follows the gate/base, and no phase
change occurs in terms of voltage transfer. However, the maximum voltage amplifi-
cation out of this stage is usually lower than 1, and it is usually dependent on the gm
and the source/emitter impedances Zs. It is desired that gmZs >> 1. To meet this
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Figure 1.36. Common single transistor amplifier topologies: (a) CS, (b) CG, and (c) CD.
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requirement, these stages can consume significant current. Also, because of body bias
and other nonlinearity factors inVt, the voltage gain is usually slightly lower than unity
(usually 0.7–0.8) in UDSM CMOS nodes. These stages provide no voltage amplifica-
tion, but they add noise, which leads to dynamic range degradations.However, they are
effective in impedance buffering. As the voltage gainAv � 1, the output capacitance is
reflected back to the input by an amount CLð1�AvÞ, which causes a small impedance
referred to at the input. The input impedance of these amplifiers is high, so they are
perfectly suitable for driving large loads (off-chip) at low frequencies formeasurement
purposes. In this situation, enough gain is placed before them, so the resulting noise
would not have much impact on system performance, and at the same time, the output
capacitance of 5 pF would appear as 1 pF (with a voltage gain of 0.8) at about 1Mhz,
providing 160 kW, whichwould implymuch reduced levels of loading. Similarly, their
lowoutput impedance suggests almost perfect voltage transfer to the subsequent driven
networks.

1.9.6 Folded Cascode Topology

In low-voltage circuits, a configuration often known as “folded-cascode” is used to
meet headroom requirements, as shown in Figure 1.37. In this configuration, current is
“folded” through a high impedance to the delivering impedance. DC currents in these
branches should be able to withstand the AC current swing.

Any cascode stage boosts the output impedance by the factor gmrds, which leads to
an output impedance of gmrdsR. In a stacked transistor configuration, the output
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Figure 1.37. NMOS input folded cascode circuit configuration.
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impedance of a transistor can be boosted aswell,which results in the togmrdsrds2. In the
case of a bipolar transistor stack, the output impedance is brO. However, these
impedances are only valid in the low-frequency regime of operation. At RF, these
are shunted through output capacitances.

1.10 GAIN/LINEARITY/NOISE

Anybuilding block in amixed signal communication system can be attributed in terms
of its gain, linearity, and noise contribution. Any circuit design for a certain
functionality evolves around a systematic design compromise among these variables.
Noise contribution can be considered in terms of a linear and nonlinear operation, as
appropriate. These parameters are always considered in a cascaded system. The first
block in the chain dominates in terms of noise contribution, whereas the subsequent
stages determine the linearity. Hence, the linearity is usually associated with the last
stage in a cascaded chain. Two types of linearity can be attributed: (1) small signal and
(2) large signal. Small-signal, linearity is determined by the slope of the DC transfer
characteristics near the origin whereas large-signal behavior is usually associated
with the clipping behavior of signals, in an amplifier stage. Small-signal linearity
terms are usually attributed in terms of two-tone inputs with closely spaced frequen-
cies, and they are attributed as IIP3, IIP2, and so on. IIP3 relates to nonlinear terms in
the output because of cubic nonlinearity, whereas IIP2 results from second-order
nonlinearity effects, and is a function of component mismatches, duty cycle errors,
and so on. In practical systems, output power levels of third-order intermodulation
products are obtained and plotted as a function of input power level. In a double
logarithmic scale plot, IM3 has a slope of 3, whereas the fundamental power has a
slope of 1. IIP3 is given as the value of input power where these two cross each other.
Physically, nonlinearity implies the redistribution of total available power from
fundamental component to spectral harmonics. IM2 has a slope of 2, and the
corresponding intersection with fundamental power is attributed as IIP2. Linearity
is also related to the out-of-band blockers, and they need to be filtered using resonating
tanks or passive filtering techniques as the signal propagates through the receiver
chain. It must also be noted that while referring to IIP2 or IIP3 or any IIP products in
(dBm), the referring impedance should be 50W (or 75W in the case of video
standards). Otherwise they should be represented in terms of voltage or current
(dBV or dBI) as appropriate.

1.10.1 Noise and Intermodulation Tradeoff

It can be observed that the linearity of cascaded blocks depends heavily on the phase of
the signals traversing through them. Because of the phase shifts in the cascaded
building blocks, it is possible to obtain cancellation of intermodulation terms. They
also experience phase rotations because of various phase-shifting combinations such
as RC, CR, and so on. Any filtering of out-of-band blockers relaxes the out-of-band
linearity requirements.
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Although phase is important for intermodulation, in terms of addition/subtrac-
tion, noise always adds in an uncorrelated fashion. The noise of cascaded systems is
determined by the individual noise factors (linear scale) and the gain of the
preceeding stages. As can be observed, providing more gain in the first few stages
reduces the noise figure, but the increased level of signal causes linearity degrada-
tion. Thus, for a given power consumption, noise and linearity always pose tradeoffs
in system design.

1.10.2 Narrowband and Wideband Systems

In narrowband communication systems, noise contributes more in order to degrade
SNR, compared with nonlinearity. However, this scenario changes in the case of
wideband communication systems, especially using multicarrier modulation techni-
ques. Instead of evaluating nonlinearity terms based on two input tones, now we can
use three or more, which leads to formation of triple order beats [terms located at
(f1 þ f2�f3), (f1�f2 þ f3), etc., in addition to formation of (2f1�f2) and (2f2�f1)]. It can
be easily observed [shown inAppendixA(8)] that themagnitudes of triple beats is 6 dB
higher than the original IM3 terms. Hence, in wideband systems, the intermodulation
floor rises faster compared with narrowband systems, which causes higher power
consumption in the building blocks.

CONCLUSION

Inthischapter,wehaveprovidedthereaderswiththefundamentalconceptstounderstand
thebasic principles of communication systemsandcircuit design.Keyanalysismethods
have been illustrated along with circuit simulators and system design parameters. We
have tried to focus on the basis functions that occur in all communication circuits and
systems.Althoughthe technologyplatformskeepchanging,andvariouscommunication
technology standards keep evolving, fundamentals are applicable everywhere, and they
can provide a basic tool for understanding the principles of design. In the subsequent
chapters, we will apply these concepts to solve complicated systems.
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