CHAPTER 1

NOTATION

1.1 GENERAL DEFINITIONS

Vectors and matrices are denoted by boldface letters a and A, respectively, and
scalars are denoted by italics. Thus a = () 15 a vector with éth clement a; and
A — {n,;) Is a matrix with 7, jth clements ¢,;. I maintain this notation even with
randoin variables, becanse using uppercase for random variables and lowercase for
their values can cause confusion with vectors and matrices. In Chapters 20 and 21,
which focus on random variables, we endeavor to help the reader by nsing the latter
hall of Lthe alphabel w, o, ...,z for random variables and the rest of the alphabet
lor conslants,

Let A be an n) X ny matrix. Then any we X rnp malrix B formed by deleting
any vy — 1y cows and gy — g columns of A s called a submalrin of A I can
also be regarded as the intersection of r rows and o columns of A, [ shall define
A to be a submatrix of itself, and when this 1s not the case I refer to a submatrix
that is not A as a proper submatriz of A, When my = myg = m, the square matrix
B is called a principal submalyiz and it is said to be of order m. Its determinant,
det{B), is called an wmth-order minor of A, When B consists of the intersection
of ihe sume numbered rows and colurnus {e.g., the first, second, and fourth), the
minor is called a principal ménor. 1T B consists of the jutersection of the first m
rows and the first m columns of A, theo it is called a leading principal submatric
and its determinant is called a leading principal m-th order minor,

A Matriz Hondbook for Stetisticions. By George A 17 Sober 1
Clopyright 0 2004 John Wiley & Sons, Inc.



2 MOTATION

Many matrix results hold when the elements of the matrices belong to a gencral
ficld F of scalars. T'or most practitioners, this means that the elements can be real
or complex, so we shall use F to denote either the real nunbers B or the comnplex
numibers ©. The expression F™ will denote the n-dimensional counterpart.

If A is complex, it can be expressed in the forrm A = B 4+ iC, where B and C
are real matrices, and its complex conjugate is A = B — iC. We call A’ = (ay)
the transpese of A and define the conjugate transpose of A to be A* = A’ Tn
praclice, we can often Lrangfer resulls lrom real to complex malrices, and vice versa,
by simply interchanging " and *.

When adding or mulliplying matrices together, we will assume that the sivzes
of the matrices are such that these operations can be carried out. We make this
assumption by saying that the malrices are conformable. If there is any ambignity
we shall denote an m x n malrix A by A, .. A matrix partitioned into blocks is
called a block matrix.

Tf & and y are random variables, then the symbols E(y), var(y), cov(z,y), and

E{x | y) represenl expectation, variance, covariance, and conditional expectation,
respectively.

Before we give a list of all the symbols nsed we mention some univariate statistical
distribulions.

1.2 SOME CONTINUQOUS UNIVARIATE DISTRIBUTIONS

We assume that the rcader is familiar with the normnal, chi-square, £, F, gamima,
and beta univanate distributions. Multivariate vector versions of the normal and
{ disiribulions are piven in Sections 20.5.1 and 20.8.1, respectively, and matrix
versions of the gamma and beta are found in Scetion 21.9. As somic noncentral
distributions are referred to in the statistical chapters, we define two univariate
distributions below.

1.1. (Noneentral Chi-square Distribution) The random variable x with probability
density function

&\* 1 :
—':r X2 [v/? I—1 —af2 Wl
f(:t’ 21'//2 Z{- (4) 1 P(%U'{‘l)r

is called the noncentral chi-square distribution with v degrees of freedom and non-
centrality parameter 8, and we write o ~ x2(4).

{a) When § = 0, the above density rediices 1o the (central) chi-square distribution,
which is denoted by 2.

{b) The nonceniral chi-square can be defined as the distribution of the sum of the
squares of independent univariate normal variables y; (¢ = 1,2,...,n) with
variances 1 and respective means g;. Thus if y ~ Ny{p, L), the multivariate
normal distribution, then z = y'y ~ x3(9), where § = ' {Anderson [2003:
81 82)).

(e) Kix)=v+4.

Since § > 0, some authors set § = 72, say. Others use §/2, which, because of {(c), is
uoi, 80 memorable.
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1.2. (Noncentral F-Distribution)} If # ~ v2 (8}, y ~ x2, and z and y arc statistically
independent, then # = (x/m)/(y/n} is said to have a noncentral F-distribution
with m and n degrees of freedom, and noncentrality parameter 6. We wrile F' o~
Fron(d). For a derivation of this distribution sce Anderson [2000: 185]. When
# — 0, we use the usual notation I, ,, for the P-distribution.

1.3 GLOSSARY OF NOTATION

Scalars

F field of scalars

3 real nnmbers

C complex mmmhers

F RorC

= b iy a complex number

T=r -y complex conjugate of z

2] - (&7 g2 maodulus of =

Vector Spaces

[ n-dimensional coordinate space

" F* with F =R

cr F* with F=C

C{A) column space of A, the space spanned by
the columns of A

C{A") row space of A

N(A) {x: Ax = 0}, null space (kernel) of A

S{A) span of the set A, the vecior space of all linear
combinations of vectors in 4

dimy dimension ol the vector space V

V! the orthogonal complement of V

xeV x is an element of V

Voow V is a subset of W

Vow V is a proper subsel of W{ Le., V £ W)

Vvinw intersection, {x :x € V and x € W}

Viuw union, {x:x € ¥V andjor x € W}

Viw sum, {x t y:x CV,y € W}

vaw direct sum, {x+y:xeV.ye W, VW - 0j

£} an inner product defined on a vector space

x|y x is perpendicular to y (e, (x,y) =0)
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Complex Matrix

A =B+iC

A =R - @)
A _ A"
A=A

AA' =AYA

Special Symbols

sup
inf
THax
7N

diag(d, . da. ... . dy)
diag A

A0

A0
A0, und
A-B B<A
A =0, pd.
A-DB.DB~<A
XEY

X Eu ¥

b4 {:<TU y

Aj o ((Lj,‘)
AL

A

A 1
trace A
del A
rank A
per A
mod(A)
Pf(A)
p(A)
Fp{ A)

complex matrix, with B and C real
complex conjugale of A

conjugate transpose of A

A i3 a Hermitian matrix

A is a skew-Hermitian malrix

A is a normal matrix

SUPrCILULN
infernum

waximumn

winimuim

tends to

implies

proportionasl to

the 7 % 1 vector with unit elements

the 2 > n identity nabrix

a veclor or matrix of zeros

e 1 matrix with diagonal elements d’ = (dy,....d,]},
and zeros clsewhere

suIne as above

diagonal matrix ; same disgonal clements as A
the elements of A are all non-negative

the elements of A are all positive

A s non-negative definite (x’Ax = 0)

A-B=0

A is positive definite (x"Ax > 0 for x #£ 0)
A-DB>0

x is {strongly} majorized by v

X is weakly submajorized by ¥

x is weakly supermajorized by ¥

the transpose of A

inverse of A when A is nonsingular

weak inverse of A satisfying AA-A — A
Moore-Penrose inverse of A

sumn of the diagonal clements of a square matrix A
determinanl. of a square matrix A

rank of A

permanent. of 4 square matrix A

modulus of A = (a5}, given by ([ai;)])

pfaffian of A

gpectral radiug of a square mairix A

condition nmumber of an m x n matrix, » — 1,2,
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(X, ¥} inner product of x and ¥

1]l a norm ol vector x (= {x, x)'*’rg)

[BIP length of x (= (x*x)'/2)

B3] L, vector norm of x {= Y. | |z:[")1/7)

|2 | s fioe veclor norm of x {(— max; |x])

| Al a gencralized matrix norm of m x n A
(- 2 Y lagl?) e p > 1)

| Al F Frobenins norm of matrix A (= (3,37, fai; %%

| A2, 5 peneralized matrix norm for m x n matrix A indueed
by a vector norm || - |«

| A unitarily invariant norm of e % 7 mmatrix A

| Ao orthogonally tnvarisut norm of me x n matrix A

A matrix norm of square matrix A

A e matrix norm for a square matrix A indneed
by a veclor norm || - {f,

Avn e e halrix

(A, B) matrix partitioned by two malrices A and B

(@, ...,4,) malrix partitioned by column veclors ay,...,a,

AsDB Kronecker product of A and B

AoDB Iadamard {Schur) product of A and B

AnD Rao—Khatri product of A and B

vor Anven mn % | vector formed by writing the columns of A
onc helow the other

vech AL, v ém(m t 1} x L veetor formed by writing the columns of the lower
triangle of A {including the diagonal elements) one below the other

Ly oF Kon vee-permutation {commutation) matrix

G, or D, duplication matrix

P, or N, gymmetrizer matrix

A{A) cigenvalue of a square matrix A

a{3) singular value of any natrix B






