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1.1 INTRODUCTION

Wireless sensor networks (WSNs) pose new research challenges related to the design
of algorithms, network protocols, and software that will enable the development of
applications based on sensor devices. Sensor networks are composed of cooperat-
ing sensor nodes that can perceive the environment to monitor physical phenomena
and events of interest. WSNs are envisioned to be applied in different applications,
including, among others, habitat, environmental, and industrial monitoring, which
have great potential benefits for the society as a whole. The WSN design often em-
ploys some approaches as energy-aware techniques, in-network processing, multihop
communication, and density control techniques to extend the network lifetime. In ad-
dition, WSNs should be resilient to failures due to different reasons such as physical
destruction of nodes or energy depletion. Fault tolerance mechanisms should take
advantage of nodal redundancy and distributed task processing. Several challenges
still need to be overcome to have ubiquitous deployment of sensor networks. These
challenges include dynamic topology, device heterogeneity, limited power capacity,
lack of quality of service, application support, manufacturing quality, and ecological
issues.
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The capacity to transmit and receive data packets allows both information and
control to be shared among sensor nodes but also to perform cooperative tasks, all
based on different algorithms that are being specifically designed for such networks.
Some of the classes of algorithms for WSNs are briefly described in the following:

� Centralized algorithms execute on a central node and usually benefit from a
global network knowledge. This type of algorithm is not very common in WSNs
because the cost of acquiring a global network knowledge is usually unfeasible
in most WSNs.

� Distributed algorithms are related to different computational models. In a WSN,
the typical computational model is represented by a set of computational devices
(sensor nodes) that can communicate among themselves using a message-passing
mechanism. Thus, a distributed algorithm is an algorithm that executes on dif-
ferent sensor nodes and uses a message-passing technique.

� Localized algorithms comprise a class of algorithms in which a node makes
its decisions based on local and limited knowledge instead of a global network
knowledge. Thus “locality” usually refers to the node’s vicinity [1].

Algorithms for WSNs may also have some specific features such as self-
configuration and self-organization, depending on the type of the target application.
Self-configuration means the capacity of an algorithm to adjust its operational param-
eters according to the design requirements. For instance, whenever a given energy
value is reached, a sensor node may reduce its transmission rate. Self-organization
means the capacity of an algorithm to autonomously adapt to changes resulted from
external interventions, such as topological changes (due to failures, mobility, or node
inclusion) or reaction to a detected event, without the influence of a centralized entity.

1.2 WIRELESS SENSOR NETWORKS: AN ALGORITHMIC
PERSPECTIVE

In the following, we present an overview of some algorithms for basic services (that
can be used by other algorithms), data communication, management functions, ap-
plications, and data fusion.

1.2.1 Basic Services

Some of the basic services that can be employed by other algorithms in wireless
sensor networks are localization, node placement, and density control.

Localization. The location problem consists in finding the geographic location of
the nodes in a WSN, which can be computed by a central unit [2] or by sensor nodes in a
distributed manner [3–8]. Essentially, the location discovery can be split in two stages:
distance estimation and location computation [4]. Usually, the distance between two
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Figure 1.1. Position estimation methods: (a) triangulation, (b) trilateration, and (c) multi-
lateration. (Adapted from reference 10.)

nodes is estimated based on different methods, such as Received Signal Strength
Indicator (RSSI), Time of Arrival (ToA), and Time Difference of Arrival (TDoA) [4].
Once the distance is estimated, at least three methods can be used to compute the node
location: triangulation, trilateration, and multilateration [9], as depicted in Figure 1.1.
Another method to estimate the node location is called the Angle of Arrival (AoA),
which uses the angle in which the received signal arrives and the distance between
the sender and receiver.

Solutions for finding the nodes’ location are often based on localized algorithms in
the sense that every node is usually able to estimate its position. For instance, Sichitiu
and Ramadurai [11] use the Bayesian inference to process information from a mobile
beacon and determine the most likely geographical location (and region) of each
node, instead of finding a unique point for each node location. The Directed Position
Estimation (DPE) [8] is a recursive localization algorithm in which a node uses only
two references to estimate its location. This approach leads to a localization system
that can work in a low-density sensor network. Besides, the controlled way in which
the recursion occurs leads to a system with smaller and predictable errors. Liu et al.
[12] propose a robust and interactive Least-Squares method for node localization in
which, at each iteration, nodes are localized by using a least-squares-based algorithm
that explicitly considers noisy measurements.

Node Placement. In some applications, instead of throwing the sensor nodes on
the environment (e.g., by airplane), they can be strategically placed in the sensor field
according to a priori planning. In this approach, there is no need to discover the nodes’
location. However, good planning depends on the knowledge of the terrain and the
environmental particularities that might interfere in the operation of the sensor nodes
and the quality of the gathered data.

The node placement problem has been addressed using different approaches
[13–15]. However, current solutions are basically concerned with assuring spatial
coverage while minimizing the energy cost. The SPRING algorithm is a node place-
ment algorithm that also performs information fusion. In SPRING it is possible to
migrate the fusion role.

Besides spatial coverage [13, 15], other aspects should be considered in a node
placement algorithm, such as node diversity [14] and the fusion performance. When
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Figure 1.2. An example of node scheduling: Gray nodes are asleep and black nodes are awake.

nodes perform data fusion, an improper node placement may lead to the degradation
of information fusion as illustrated by Hegazy and Vachtsevanos [16].

Density Control. The main node scheduling objective is to save energy using a
density control algorithm [17–20]. Such algorithms manage the network density by
determining when each node will be operable (awake) and when it will be inoperable
(asleep). Figure 1.2 depicts an example of the result of a node scheduling algorithm
in which gray nodes are asleep because their sensing areas are already covered by
awaken nodes (in black).

Density control is an inherently localized algorithm where each node assesses its
vicinity to decide whether or not it will be turned on. Some of the node scheduling
algorithms, such as GAF [17], SPAN [19], and STEM [18], consider only the com-
munication range to choose whether or not a node will be awake. Therefore, it is
possible that some regions remain uncovered, and the application may not detect an
event. Other solutions, such as PEAS [20], try to preserve the coverage. However,
none of the current node scheduling algorithms consider the information fusion ac-
curacy. As a result, nodes that are important to information fusion might be turned
off. A key issue regarding density control algorithms is the integration with other
functions such as data routing. Siqueira et al. [21] propose two ways of integrating
density control and data routing: synchronizing both algorithms or redesigning an
integrated algorithm.

1.2.2 Data Communication

In wireless sensor networks, the problem of data communication is mainly related to
medium access control, routing, and transport protocols.

MAC Protocols. The link or medium access control (MAC) layer controls the
node access to the communication medium by means of techniques such as con-
tention [22, 23] and time division [24, 25]. Basically, the MAC layer must manage
the communication channels available for the node, thereby avoiding collisions and
errors in the communication.
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Most solutions try to provide a reliable and energy-efficient solution. In this direc-
tion, Ci et al. [26] use prediction techniques to foresee the best frame size to reduce
the packet size and save energy. To avoid transmitting packets under unreliable con-
ditions, Polastre et al. [23] apply filter techniques to estimate ambient noise and
determine whether the channel is clear for transmission. Liang and Ren [27] propose
a MAC protocol based on a fuzzy logic rescheduling scheme that improves existing
energy-efficient protocols. Their input variables are the ratios of nodes that (i) have an
overflowed buffer, (ii) have a high failing transmission rate, and (iii) are experiencing
an unsuccessful transmission.

Routing Protocols. Routing is the process of sending a data packet from a given
source to a given destination, possibly using intermediate nodes to reach the final
entity. This is the so-called unicast communication. In WSNs, data communication,
from the point of view of the communicating entities, can be divided into three cases:
from sensor nodes to a monitoring node, among neighbor nodes, and from a moni-
toring node to sensor nodes. Data communication from sensor nodes to a monitoring
node is used to send the sensed data collected by the sensors to a monitoring applica-
tion. This class includes most of the routing protocols proposed in the literature [28].
Data communication among neighbor nodes often happens when some kind of coop-
eration among nodes is needed. Data communication from a monitoring node to a set
of sensor nodes is often used to disseminate a piece of information that is important
to those nodes. Based on an efficient dissemination algorithm, a monitoring node can
perform different activities, such as to change the operational mode of part or the
entire WSN, broadcast a new interest to the network, activate/deactivate one or more
sensor nodes, and send queries to the network.

The routing algorithms for wireless sensor networks can be broadly divided into
three types: flat-based routing, hierarchical-based routing, and adaptive-based rout-
ing. Flat-based routing assumes that all sensor nodes perform the same role. On
the other hand, nodes in hierarchical-based routing have different roles in the net-
work, which can be static or dynamic. Adaptive routing changes its behavior ac-
cording to different application and network conditions such as available energy
resources. These routing protocols can be further classified into multipath-based,
query-based, or negotiation-based routing techniques depending on the protocol
operation.

A natural routing scheme for flat networks is the formation of routing trees.
Krishnamachari et al. [29] provide analytical bounds on the energy costs and
savings that can be obtained with data aggregation using tree topologies. Zhou and
Krishnamachari [30] evaluate the tree topology with four different parent selection
strategies (earliest-first, randomized, nearest-first, and weighted-randomized) based
on the metrics, such as node degree, robustness, channel quality, data aggregation, and
latency. Tian and Georganas [31] identify drawbacks of pure single-path and multi-
path routing schemes in terms of packet delivery and energy consumption. The InFRA
algorithm [32] builds a routing tree by establishing a hybrid network organization in
which source nodes are organized into clusters and the cluster-to-sink communication
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occurs in a multihop fashion. The resulting topology is a distributed heuristic to the
Steiner tree problem.

For the hierarchical topology, several algorithms are provided in the literature.
LEACH [33] is a cluster-based protocol that randomly rotates the cluster heads to
evenly distribute the energy load among the sensors in the network. PEGASIS [34]
is an improvement of LEACH in which sensors form chains, and each node commu-
nicates only with a close neighbor and takes turns to transmit messages to the sink
node.

The Directed Diffusion [35] is a pioneer protocol that tries to find the best paths
from sources to sink nodes that might receive data from multiple paths with different
data delivery frequencies. If the best path fails, another path with lower data delivery
frequency assures the data delivery. Ganesan et al. [36] propose a routing solution,
which evolved from Directed Diffusion, that tries to discover and maintain alternative
paths, connecting sources to sinks, to make the network more fault-tolerant.

Niculescu and Nath [37] propose the Trajectory-Based Forwarding (TBF) algo-
rithm, a data dissemination technique in which packets are disseminated from a mon-
itoring node to a set of nodes along a predefined curve. Machado et al. [38] extend
TBF with the information provided by the energy map [39] of a sensor network to
determine routes in a dynamic fashion.

In WSNs, routing protocols are closely related to information fusion because it
addresses the problem of delivering the sensed information to the sink node, and it is
natural to think of performing the fusion while the pieces of data become available.
However, the way information is fused depends on the network organization, which
directly affects how the role can be assigned. Hierarchical networks are organized into
clusters where each node responds only to its respective cluster-head, which might
perform special operations such as data fusion/aggregation. In flat networks, commu-
nication is performed hop-by-hop and every node may be functionally equivalent.

Transport Protocols. In general, transport protocols are concerned with the
provision of a reliable communication service for the application layer. This is
the main objective of the Pump Slowly, Fetch Quickly (PSFQ) protocol [40].
PSFQ is an adaptive protocol that makes local error correction using hop-by-hop
acknowledgement. In this case, the adaptation means that under low failure rates,
the communication is similar to a simple forward, and when failures are frequent,
it presents a store-and-forward scheme. Another transport protocol that aims to
provide a reliable communication is the Reliable Data Transport in Sensor Networks
(RMST) [41] that also implements a hop-by-hop acknowledgment. However, RMST
is designed to operate in conjunction with Directed Diffusion.

An interesting approach is introduced by the Event-to-Sink Reliable Transfer
(ESRT) protocol [42, 43]. This protocol is designed for event-based sensor networks,
and it changes the focus of traditional transport protocols. The authors state that for
WSNs a transport protocol should be reliable regarding the event detection task. ESRT
assumes that an event must be detected when the sink node receives a minimum num-
ber of event reports from sensor nodes. If this threshold is not achieved, the sink node
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does not recognize the event. Thus, ESRT adjusts the transmission rate of each node
in such a way that the desired threshold is achieved and the event is reliably detected.

1.2.3 Management Functions

In the following, we present some high-level management functions that can be used
by different monitoring applications in a WSN. We start by presenting a management
architecture, followed by a discussion of data storage, network health, coverage and
exposure, and security.

Architecture. A WSN management architecture can be used to reason about the
different dimensions present in the sensor network. In this direction, the MANNA
architecture [44] was proposed to provide a management solution to different WSN
applications. It provides a separation between both sets of functionalities (i.e., appli-
cation and management), making integration of organizational, administrative, and
maintenance activities possible for this kind of network. The approach used in the
MANNA architecture works with each functional area, as well as each management
level, and proposes the new abstraction level of WSN functionalities (configuration,
sensing, processing, communication, and maintenance) presented earlier. As a result,
it provides a list of management services and functions that are independent of the
technology adopted.

Data Storage. Data storage is closely related to the routing (data retrieval) strategy.
In the Cougar database system [45], stored data are represented as relations whereas
sensor data are represented as time series. A query formulated over a sensor network
specifies a persistent view, which is valid during a given period [46]. Shenker et al. [47]
introduce the concept of data-centric storage, which is also explored by Ratnasamy
et al. [48] and Ghose et al. [49]. In this approach, relevant data is labeled (named) and
stored by the sensor nodes. Data with the same name are stored by the same sensor
node. Queries for data with a particular name are sent directly to the node storing that
named data, avoiding the flooding of interests or queries.

Network Health. An important issue underlying WSNs is the monitoring of the
network itself; that is, the sink node needs to be aware of the health of all the sensors.
Jaikaeo et al. [50] define diagnosis as the process of monitoring the state of a sensor
network and figuring out the problematic nodes. This is a management activity that
assesses the network health—that is, how well the network elements and the resources
are being applied.

Managing individual nodes in a large-scale WSN may result in a response im-
plosion problem that happens when a high number of replies are triggered by
diagnostic queries. Jaikaeo et al. [50] suggest the use of three operations, built on
the top of the SINA architecture [51], to overcome the implosion problem: sampling,
self-orchestrated, and diffused computation. In a sampling operation, information
from each node is sent to the manager without intermediate processing. To avoid the
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implosion problem, each node decides whether or not it will send its information
based on a probability assigned by the manager (based on the node density). In a
self-orchestrated operation, each node schedules its replies. This approach introduces
some delay, but reduces the collision chances. In a diffused computation, mobile
scripts are used (enabled by the SINA architecture) to assign diagnosis logic to sen-
sor nodes so they know how to perform information fusion and route the result to
the manager. Although diffused computation optimizes bandwidth use, it introduces
greater delay and the resultant information is less accurate. The three operations pro-
vide different levels of granularity and delay; therefore they should be used in different
stages: Diffused computation and self-orchestrated operations should be continuously
performed to identify problems, and sampling should be used to identify problematic
elements.

Hsin and Liu [52] propose a two-phase timeout system to monitor the node live-
liness. In the first phase, if a node A receives no message from a neighbor D in a
given period of time (monitoring time), A assumes that D is dead, entering in the sec-
ond phase. Once in the second phase, during another period of time (query time), A

queries its neighbors about D; if any neighbor claims that D is alive, then A assumes
it was a false alarm and discards this event. Otherwise, if A does not hear anything
before the query time expires, it assumes that D is really dead, triggering an alarm.
This monitoring algorithm can be seen as a simple information fusion method for
liveliness detection where the operator (fuser) is a logical OR with n inputs such as
input i is true if neighbor i considers that D is alive and false otherwise.

Zhao et al. [53] propose a three-level health monitoring architecture for WSN.
The first level includes the digests that are aggregates of some network property,
like minimum residual energy. The second comprises the network scans, a sort of
feature map that represents abstracted views of resource utilization within a section
of the (or entire) network [54]. Finally, the third is composed by node dumps that
provide detailed node states over the network for diagnosis. In this architecture, digests
should be continuously computed in background and piggybacked in a neighbor-
to-neighbor communication. Once an anomaly is detected in the digests, a network
scan may be collected to identify the problematic sections in the network. Finally,
dumps of problematic sections can be requested to identify what is the problem. The
information granularity increases from digests to dumps, and the finer the granu-
larity, the greater the cost. Therefore, network scans and, especially, dumps should
be carefully used.

An energy map is the information about the amount of energy available at each
part of the network. Due to the importance of energy-efficiency solutions for WSNs,
the energy map can be useful to prolong the network lifetime and be applied to
different network activities in order to make a better use of the energy reserves. Thus,
the cost of obtaining the energy map can be amortized among different network
applications, and neither of them has to pay exclusively for this information itself.
The energy map can be constructed using a naive approach, in which each node sends
periodically only its available energy to the monitoring node. However, this approach
would spend so much energy, due to communication, that probably the utility of the
energy information would not compensate the amount of energy spent in this process.
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Zhao et al. [55] propose a more interesting solution that obtains the energy map using
an aggregation based approach. Mini et al. [39] propose another efficient solution,
based on a Markov Chain mechanism, to predict the energy consumption of a sensor
node in order to construct the energy map.

Coverage and Exposure. Coverage (spatial) comprises the problem of determin-
ing the area covered by the sensors in the network [13, 14, 56, 57]. Coverage allows
the identification of regions that can be properly monitored and regions that cannot.
This information associated with the energy map [54] can be used to schedule sen-
sor nodes to optimize the network lifetime without compromising the quality of the
gathered information.

Azzedine Boukerche [57] defines coverage in terms of the best case (regions of high
observability) and the worst case (regions of low observability), and it is computed in
a centralized fashion by means of geometric structures (Delaunay triangulation and
Voronoi diagram) and algorithms for graph searching. Li et al. [56] extend this work
considering a sensing model in which the sensor accuracy is inversely proportional to
the distance to the sensed event, and they provide distributed algorithms to compute
the best case of coverage and the path of greater observability. Chakrabarty et al. [14]
compare coverage to the Art Gallery Problem (AGP), which consists in finding the
smallest number of guards to monitor the entire art gallery. Dhillon et al. [13] consider
coverage as the lowest detection probability of an event by any sensor. Exposure is
closely related with coverage and it specifies how well an object, moving arbitrarily,
can be observed by the WSN over a period of time [58].

Security. Security is an issue of major concern in WSNs, especially in surveillance
applications, with implication to other functions. For instance, despite the fact that
data fusion can reduce communication, fusing data packets makes security assurance
more complex. The reason is that intermediate nodes can modify, forge, or drop data
packets. In addition, source-to-sink data encryption may not be desirable because the
intermediate nodes need to understand the data to perform data fusion.

Hu and Evans [59] present a protocol to provide secure aggregation for flat WSNs
that is resilient to intruder devices and single device key compromises, but their
protocol may become vulnerable when a parent and a child node are compro-
mised. The Energy-efficient and Secure Pattern-based Data Aggregation protocol
(ESPDA) [60] is a secure protocol for hierarchical sensor networks that does not
require the encrypted data to be decrypted by cluster heads to perform data aggre-
gation. In ESPDA, the cluster head first requests nodes to send the corresponding
pattern code for the sensed data. If the same pattern code is sent to the cluster head by
different nodes, then only one of them is allowed to send its data. The pattern code
is generated based on a seed provided by the cluster head. No special fusion method
is actually applied in the ESPDA protocol, which simply avoids the transmission of
redundant data, so any information fusion must be performed by the sensor nodes,
not the cluster head. Secure Information Aggregation in Sensor Networks (SIA) [61]
presents a fuse–commit–prove approach in which fuser nodes need to prove that
they perform fusion tasks correctly. To avoid cheating by fuser nodes, SIA adopts
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cryptographic techniques of commitments and provides random sampling mecha-
nisms and interactive proofs to allow the user to verify the data given by fuser nodes,
even when the fuser nodes or some sensor nodes are corrupted.

1.2.4 Applications

Two of the most basic applications for wireless sensor networks are query processing,
and event and target tracking. The former is often used to answer queries posed by
users outside of the network, and the latter is used to know about events happening
inside the network, including specific targets. These two applications can actually
be seen as application protocols that might be present in different monitoring
applications.

Query Processing. Different solutions explore the query approach using in-
network processing to filter and/or aggregate the data during the routing process.
Directed Diffusion [35] introduces the concept of interests to specify which data will
be delivered through a publish/subscribe scheme, but no query language is specified.

Another possibility is to model the sensor network as a database so data access
is performed by declarative queries. The DataSpace Project [62] provides a means
of geographically querying, monitoring, and controlling the network devices that en-
capsulate data. DataSpace provides network primitives to assure that only relevant
devices are contacted when a query is evaluated. Sensor Information Networking Ar-
chitecture (SINA) [51] is a cluster-based architecture that abstracts a WSN as a dense
collection of distributed objects where users access information through declarative
queries and execute tasks through programming scripts. The Cougar Project [45]
handles the network as a distributed database in which each piece of data is locally
stored in a sensor node and data are retrieved by performing aggregation along a query
tree. Temporal coherency-aware in-Network Aggregation (TiNA) [63] uses temporal
coherency tolerances to reduce the communication load and improve quality of data
when not all sensor readings can be propagated within a given time constraint. The
ACtive QUery forwarding In sensoR nEtworks (ACQUIRE) [64] system considers
the query as an active entity that is forwarded through the network searching for a
solution. In ACQUIRE, intermediate nodes, handling the active query, partially eval-
uate the queries by using information from nodes within d hops. Once the query is
fully evaluated, a response is sent toward the querying node. TinyDB [65] provides a
simple query language to specify the data of interest.

Event and Target Tracking. Event (target) tracking is one of the most popular
applications of sensor systems in general. The problem consists in predicting where an
event or target being detected is moving to. This is essentially a data fusion application.

Coates [66] uses filters for target tracking in cluster-based networks in which cluster
heads perform computations and share information, and the other cluster members
sense the environment. To track multiple targets, Sheng et al. [67] use filters that
run on uncorrelated sensor cliques that are dynamically organized based on target
trajectories. Vercauteren et al. [68] propose a collaborative solution for jointly tracking
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several targets and classifying them according to their motion pattern. Schmitt et al.
[69] propose a collaborative algorithm to find the location of mobile robots in a known
environment and track moving objects.

1.2.5 Data Fusion

Data fusion algorithms [70] are orthogonal to the above-mentioned problems, in the
sense that these algorithms can be applied to any solution that needs to make inferences
or improve estimates.

Classical data fusion techniques have been used to assist solving many problems.
For instance, the Least-Squares method has been used to predict sensor data [71] and
find nodes’ locations [8, 12]; the moving average filter has been used to estimate link
connectivity statistics [72], estimate data traffic [73] and the number of events [74], and
track targets [75]; the Kalman filter has been applied to refine location and distance
estimates [6, 76], track different targets [77], predict the best frame size for MAC
protocols [26], and predict sensor data to reduce communication [78].

As discussed in the following, data fusion can have an important role when we
design an integrated solution for a wireless sensor network.

1.3 CHALLENGE: SYNTHESIS PROCESS

One of the most important challenges in the design of wireless sensor networks is to
deal with the dynamics of such networks. The physical world where the sensors are
embedded is dynamic. Over time, the operating conditions and the associate tasks to
be performed by the sensors can change. Some of the causes that might trigger these
changes are the events occurring in the network, amount of resources available at
nodes (particularly energy), and reconfiguration of nodes. Furthermore, it is important
that sensors adapt themselves to the environment since manual configuration may
be unfeasible or even impossible. In summary, the kind of distributed system we
are dealing with calls for an entire new class of algorithms for large-scale, highly
dynamic, and unattend WSN.

The complete design of a wireless sensor network, considering a particular applica-
tion, should take into account many different aspects such as application goals, traffic
pattern, sensor node capability and availability, expected network lifetime, access to
the monitoring area, node replacement, environment characteristics, and cost. Given
a particular monitoring application, the network designer should clearly identify its
main goals and the corresponding QoS parameters. For instance, given a fire detection
application for a rain forest, we would like to guarantee that the network will operate
for the expected lifetime. However, as soon as a fire spot is detected, this information
should reach the sink node as fast and reliable as possible, probably not worrying
about the energy expenditure of the nodes involved in this communication.

Power-efficient communication paradigms for a given application should consider
both routing and media access algorithms. The routing algorithms must be tailored
for efficient network communication while maintaining connectivity when required
to source or relay packets. In this case, the research challenge of the routing problem
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is to find a power-efficient method for scheduling the nodes such that a multihop path
may be used to relay the data. But, when we consider the particular aspects of the
monitoring application, we could apply, for instance, information fusion and density
control algorithms to reduce the amount of data packets to be relayed and sensor
nodes that need to be active, respectively.

As the sensor network starts to operate, it may be necessary to adjust the func-
tionality of individual nodes. This refinement can take several different forms. Scalar
parameters, like duty cycle or sampling rates, may be adjusted using self-configuration
and self-organization algorithms. This process may occur in different ways along the
operation of the network lifetime.

Ideally, a WSN designer should come up with both the hardware and software
necessary to accomplish the aspects mentioned above. Unfortunately, it seems that
we are far from this scenario. We are still giving the first steps in the design process
of a wireless sensor network as we move toward to a more disciplined development.
Most of the studies found in the literature study particular problems for a WSN. That
is possibly the way we should go since we need to have more experience before we
can design a complete solution in a more systematic and automated way.

Figure 1.3 depicts a possible monitoring application for a rain forest. In this case,
we might be interested in detecting different events such as the presence of a rare
bird, a fire spot, and different environmental variables. The operation of the sensor

Figure 1.3. Monitoring application for a rain forest.
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Figure 1.4. Synthesis process.

network can also be based on data received from a meteorological station, an un-
manned airplane, or a satellite. Thus, given the different application requirements and
data sources, what are the best algorithms and sensor nodes that should be used to
accomplish the desired goals? This is a research challenge that we are starting to face
once more, and more real monitoring applications are being deployed. Notice that we
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can even go one step further and build a specific hardware node that best fits to the
proposed solution, leading to a truly hardware–software codesign.

In order to achieve this proposed solution, we need a network synthesis process,
as depicted in Figure 1.4. This is similar to what happens currently in the design
of an integrated circuit (IC) that starts with its high-level specification and finishes
with its physical design. The synthesis process is guided by some aspects such as the
testability of the IC. It is important to design a more testable IC, since a chip is tested
not to check its logical correctness but to check its manufacturing process. In the case
of the WSN synthesis process, there are very interesting scientific challenges that we
need to overcome to have this automated development, as it happens in the synthesis
of an integrated circuits.

These challenges are related to the theory, techniques, methodologies, tools, and
processes. We need to propose new fundamental principles that will create a theory to
synthesize both the hardware and software of a wireless sensor network. This theory
will lead to techniques, methodologies, tools, and processes that will enable designers
to design new sensor networks for different monitoring applications in a systematic
way. In this vision, algorithms for wireless sensor networks have a fundamental role,
since they will be the outcome of this synthesis process.

BIBLIOGRAPHY

1. J. Feng, F. Koushanfar, and M. Potkonjak. Localized algorithms for sensor networks. In
I. Mahgoub and M. Ilyas, editors, Handbook of Sensor Networks, CRC Press, Boca Raton,
FL, 2004.

2. L. Doherty, K. S. J. Pister, and L. El Ghaoui. Convex position estimation in wireless sensor
networks. In INFOCOM [79], p. 1655–1663.

3. D. Niculescu and B. Nath. Ad hoc positioning system (APS). In 2001 IEEE Global Telecom-
munications Conference (GLOBECOM ’01), Vol. 5, San Antonio, TX, Novermber 2001,
IEEE, New York, pp. 2926–2931.

4. C. Savarese, J. M. Rabaey and J. Beutel. Locationing in distributed ad-hoc wireless sensor
networks. In Proceedings of the IEEE Signal Processing Society International Conference
on Acoustics, Speech, and Signal Processing 2001 (ICASSP ’01), Vol. 4, Salt Lake City,
UT, May 2001, IEEE, New York, pp. 2037–2040.

5. A. Savvides, H. Park and M. B. Srivastava. The bits and flops of the n-hop multilateration
primitive for node localization problems. In Proceedings of the 1st ACM International Work-
shop on Wireless Sensor Networks and Applications (WSNA’02), Atlanta, GA, September
2002, ACM, New York, pp. 112–121.

6. A. Savvides, C.-C. Han and M. B. Strivastava The n-hop multilateration primitive for node
localization. Mobile Networks and Applications, 8(4):443–451, 2003, ISSN 1383-469X.
doi: http://dx.doi.org/10.1023/A:1024544032357.

7. L. Hu and D. Evans. Localization for mobile sensor networks. In Proceedings of
the 10th Annual International Conference on Mobile Computing and Networking
(MobiCom ’04), Philadelphia, PA, 2004, ACM, New York, pp. 45–57, ISBN 1-58113-
868-7. doi: http://doi.acm.org/10.1145/1023720.1023726.



BIBLIOGRAPHY 15

8. H. A. B. F. de Oliveira, E. F. Nakamura, A. A. F. Loureiro, and A. Boukerche. Directed
position estimation: A recursive localization approach for wireless sensor networks. In
S. R. Thuel, Y. Yang, and E. K. Park, editors, Proceedings of the 14th IEEE International
Conference on Computer Communications and Networks (IC3N ’05), San Diego, CA.
October 2005, IEEE, pp. 557–562, ISBN 0-7803-9428-3.

9. J. D. Gibson, editor. The Mobile Communication Handbook, 2nd edition CRC Press, Boca
Raton, FL, 1999.

10. A. Savvides, C.-C. Han, and M. B. Strivastava. Dynamic fine-grained localization in ad-hoc
networks of sensors. In Mobicom [80], pp. 166–179, ISBN 1-58113-422-3.

11. M. L. Sichitiu and V. Ramadurai. Localization of wireless sensor networks with a
mobile beacon. In Proceedings of the 1st IEEE International Conference on Mobile
Ad Hoc and Sensor Systems (MASS 2004), Fort Lauderdale, FL, October 2004, IEEE,
pp. 174–183.

12. J. Liu, Y. Zhang, and F. Zhao. Robust distributed node localization with error management.
In Proceedings of the 7th ACM International Symposium on Mobile Ad Hoc Networking
and Computing (MobiHoc’06), Florence, Italy, 2006, ACM, New York, pp. 250–261, ISBN
1-59593-368-9. doi: http://doi.acm.org/10.1145/1132905.1132933.

13. S. S. Dhillon, K. Chakrabarty, and S. S. Iyengar. Sensor placement for grid coverage un-
der imprecise detections. In Proceedings of 5th International Conference on Information
Fusion (Fusion 2002), Vol. 2, Annapolis, MD, July 2002, IEEE, New York, pp. 1581–
1587.

14. K. Chakrabarty, S. S. Iyengar, H. Qi, and E. Cho. Grid coverage for surveillance and target
location in distributed sensor networks. IEEE Transactions on Computers, 51(12):1448–
1453, 2002.

15. E. S. Biagioni and G. Sasaki. Wireless sensor placement for reliable and efficient data
collection. In Hawaii International Conference on Systems Sciences (HICSS 2003), Hawaii,
January 2003, IEEE, New York, pp. 127–136.

16. T. Hegazy and G. J. Vachtsevanos. Sensor placement for isotropic source localization. In
F. Zhao and L. J. Guibas, editors, IPSN ’03, Vol. 2634 of Lecture Notes in Computer Science,
Palo Alto, CA, April 2003, Springer, New York, pp. 432–441, ISBN 3-540-02111-6.

17. Y. Xu, J. Heidemann, and D. Estrin. Geography-informed energy conservation for ad-hoc
routing. In Mobicom [80], pp. 16–21, ISBN 1-58113-422-3.

18. C. Schurgers, V. Tsiatsis, S. Ganeriwal, and M. Srivastava. Optimizing sensor networks in
the energy-latency-density design space. IEEE Transactions on Mobile Computing, 1(1):
70–80, 2002.

19. B. Chen, K. Jamieson, H. Balakrishnan, and R. Morris. Span: An energy-efficient coordina-
tion algorithm for topology maintenance in ad hoc wireless networks. Wireless Networks,
8(5):481–494, 2002.

20. F. Ye, G. Zhong, J. Cheng, S. Lu, and L. Zhang. PEAS: A robust energy conserving pro-
tocol for long-lived sensor networks. In Proceedings of the 23rd International Confer-
ence on Distributed Computing Systems, Providence, RI, May 2003, IEEE, New York,
pp. 28–37.

21. I. G. Siqueira, C. M. S. Figueiredo, A. A. F. Loureiro, J. M. S. Nogueira, and L. B. Ruiz.
An integrated approach for density control and routing in wireless sensor networks. In
Proceedings of the IEEE 20th International Parallel and Distributed Processing Symposium
(IPDPS ’06). April 2006, IEEE, New York, CD-ROM.



16 ALGORITHMS FOR WIRELESS SENSOR NETWORKS: PRESENT AND FUTURE

22. A. Woo and D. E. Culler. A transmission control scheme for media access in sensor networks.
In Mobicom [80], pp. 221–235, ISBN 1-58113-422-3.

23. J. Polastre, J. Hill, and D. Culler. Versatile low power media access for wireless sen-
sor networks. In J. A. Stankovic, A. Arora, and R. Govindan, editors, Proceedings
of the 2nd International Conference on Embedded Networked Sensor Systems (Sen-
Sys’04), Baltimore, MD, November 2004, ACM, New York, pp. 95–107, ISBN 1-58113-
879-2.

24. W. Ye, J. Heidemann, and D. Estrin. An energy-efficient MAC protocol for wireless
sensor networks. In INFOCOM, editor, INFOCOM 2002, New York, June 2002. IEEE,
New York, pp. 1567–1576, URL http://www.isi.edu/∼johnh/PAPERS/Ye02a.html.

25. V. Rajendran, K. Obraczka, and J. J. Garcia-Luna-Aceves. Energy-efficient, collision-free
medium access control for wireless sensor networks. In Akyildiz et al. [81], pp. 181–192,
ISBN 1-58113-707-9.

26. S. Ci, H. Sharif, and K. Nuli. A UKF-based link adaptation scheme to enhance energy
efficiency in wireless sensor networks. In Proceedings of the 15th IEEE International
Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC ’04), Vol. 4,
Barcelona, Spain, September 2004, IEEE, pp. 2483–2488.

27. Q. Liang and Q. Ren. An energy-efficient MAC protocol for wireless sensor net-
works. In 2005 IEEE Global Telecommunications Conference (GLOBECOM ’05), Vol. 1,
St. Louis, MO, November–December 2005, IEEE, New York, CD-ROM.

28. I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cyirci. Wireless sensor networks: A
survey. Computer Networks, 38(4):393–422, 2002.

29. B. Krishnamachari, D. Estrin, and S. Wicker. The impact of data aggregation in wireless
sensor networks. In International Workshop of Distributed Event Based Systems (DEBS),
Vienna, Austria, July 2002, IEEE, pp. 575–578.

30. C. Zhou and B. Krishnamachari. Localized topology generation mechanisms for self-
configuring sensor networks. In 2003 IEEE Global Telecommunications Conference
(GLOBECOM ’03), Vol. 22, San Francisco, CA, December 2003, IEEE, New York,
pp. 1269–1273.

31. D. Tian and N. D. Georganas. Energy efficient routing with guaranteed delivery in
wireless sensor networks. In IEEE Wireless Communications and Networking Con-
ference (WCNC 2003), Vol. 3, New Orleans, LA, March 2003, IEEE, New York,
pp. 1923–1929.

32. E. F. Nakamura, H. A. B. F. de Oliveira, L. F. Pontello, and A. A. F.
Loureiro. On demand role assignment for event-detection in sensor networks. In P.
Bellavista, C.-M. Chen, A. Corradi, and M. Daneshmand, editors, Proceedings of the
11th IEEE International Symposium on Computers and Communication (ISCC ’06),
Cagliari, Italy, June 2006, IEEE, New York, pp. 941–947, ISBN 0-7695-2588-1. doi:
http://doi.ieeecomputersociety.org/10.1109/ISCC.2006.110.

33. W. Heinzelman, A. Chandrakasan, and H. Balakrishnan. Energy-efficient communica-
tion protocol for wireless microsensor networks. In Proceedings of the 33rd Hawaii
International Conference on System Sciences (HICSS ’00), Maui, HI, January 2000, IEEE,
New York, pp. 8020–8029, ISBN 0-7695-0493-0.

34. S. Lindsey, C. Raghavendra, and K. M. Sivalingam. Data gathering algorithms in sensor
networks using energy metrics. IEEE Transactions on Parallel and Distributed Systems,
13(9):924–935, 2002.



BIBLIOGRAPHY 17

35. C. Intanagonwiwat, R. Govindan, and D. Estrin. Directed diffusion: A scalable and robust
communication paradigm for sensor networks. In Proceedings of the 6th Annual Interna-
tional Conference on Mobile Computing and Networking (MobiCom ’00), Boston, MA,
August 2000, ACM, New York, pp. 56–67.

36. D. Ganesan, R. Govindan, S. Shenker, and D. Estrin. Highly-resilient, energy-efficient
multipath routing in wireless sensor networks. ACM SIG-MOBILE Mobile Computing and
Communications Review, 5(4):11–25, 2001.

37. D. Niculescu and B. Nath. Trajectory-based forwarding and its applications. In Proceed-
ings of the 9th Annual International Conference on Mobile Computing and Networking
(MobiCom ’03), 2003, pp. 260–272.

38. M. V. Machado, O. Goussevskaia, R. A. F. Mini, C. G. Rezende, A. A. F. Loureiro,
G. R. Mateus, and J. M. S. Nogueira. Event-to-sink reliable transport in wireless
sensor networks. IEEE Journal on Selected Areas in Communications, 23(12), 2005.
CD-ROM.

39. R. A. F. Mini, M. do V. Machado, A. A. F. Loureiro, and B. Nath. Prediction-based energy
map for wireless sensor networks. Ad Hoc Network Journal, 3:235–253, 2005.

40. C.-Y. Wan and A. Campbell. PSFQ: A reliable transport protocol for wireless sensor net-
works. In Proceedings of the 1st ACM International Workshop on Wireless Sensor Networks
and Applications (WSNA ’02), Atlanta, GA, September 2002, ACM, New York, pp. 1–11.

41. F. Stann and J. Heidemann. RMST: Reliable data transport in sensor networks. In Proceed-
ings of the First IEEE International Workshop on Sensor Network Protocols and Applica-
tions (SNPA 2003), Anchorage, AK, May 2003, IEEE, pp. 102–112.

42. Y. Sankarasubramaniam, O. B. Akan, and I. F. Akyildiz. ESRT: Event-to-sink reliable trans-
port in wireless sensor networks. In Proceedings of the 4th ACM International Symposium
on Mobile Ad Hoc Networking and Computing (MobiHoc ’03), Annapolis, MD, June 2003,
ACM, New York, pp. 177–188.

43. O. B. Akan and I. F. Akyildiz. Event-to-sink reliable transport in wireless sensor networks.
IEEE/ACM Transsactions on Networking, 13(5):1003–1016, 2005, ISSN 1063-6692.

44. L. B. Ruiz, J. M. S. Nogueira, and A. A. F. Loureiro. Manna: A management architecture
for wireless sensor networks. IEEE Communications Magazine, 41(2):116–125, 2005.

45. Y. Yao and J. Gehrke. The cougar approach to in-network query processing in sensor
networks. Sigmod Record, 31(3):9–18, 2002.

46. P. Bonnet, J. Gehrke, and P. Seshadri. Towards sensor database systems. In K.-L. Tan, M. J.
Franklin, and J. C. S. Lui, editors, Proceedings of the 2nd International Conference on
Mobile Data Management, Vol. 1987 of Lecture Notes in Computer Science, Hong Kong,
China, January 2001, Springer, pp. 3–14.

47. S. Shenker, S. Ratnasamy, B. Karp, R. Govindan, and D. Estrin. Data-centric storage in
sensornets. ACM SIGCOMM Computer Communication Review, 33(1):137–142, 2003.

48. S. Ratnasamy, B. Karp, S. Shenker, D. Estrin, R. Govindan, L. Yin, and F. Yu. Data-
centric storage in sensornets with ght, a geographic hash table. Mobile Networks and
Applications, 8(4):427–442, 2003.

49. A. Ghose, J. Grossklags, and J. Chuang. Resilient data-centric storage in wireless ad-hoc
sensor networks. In M.-S. Chen, P. K. Chrysanthis, M. Sloman, and A. B. Zaslavsky, editors,
Proceedings of the 4th International Conference on Mobile Data Management, Vol. 2574
of Lecture Notes in Computer Science, Melbourne, Australia, January 2003, Springer,
New York, pp. 45–62.



18 ALGORITHMS FOR WIRELESS SENSOR NETWORKS: PRESENT AND FUTURE

50. C. Jaikaeo, C. Srisathapornphat, and C.-C. Shen. Diagnosis of sensor networks. In Pro-
ceedings of the 2001 IEEE International Conference on Communications (ICC’01), Vol. 1,
Helsinki, Finland, June 2001, IEEE, New York, pp. 1627–1632.

51. C.-C. Shen, C. Srisathapornphat, and C. Jaikaeo. Sensor information networking architec-
ture and applications. IEEE Personal Communications Magazine, 8(4):52–59, 2001.

52. C.-f. Hsin and M. Liu. A distributed monitoring mechanism for wireless sensor networks. In
Proceedings of the ACM Workshop on Wireless Security (WiSe’02), Atlanta, GA, September
2002, ACM, New York, pp. 57–66.

53. J. Zhao, R. Govindan, and D. Estrin. Computing aggregates for monitoring wireless sen-
sor networks. In Proceedings of the 1st IEEE International Workshop on Sensor Network
Protocols and Applications (SNPA 2003), Anchorage, AK, May 2003, IEEE, New York,
pp. 139–148.

54. J. Zhao, R. Govindan, and D. Estrin. Residual energy scans for monitoring wireless sensor
networks. In Proceedings of the IEEE Wireless Communications and Networking Confer-
ence (WCNC ’02), Vol. 1, Orlando, FL, USA, March 2002, IEEE, New York, pp. 356–362.

55. Y. J. Zhao, R. Govindan, and D. Estrin. Residual energy scans for monitoring wireless
sensor networks. In IEEE Wilress Communications and Networking Conference (WCNC
’02), Orlando, FL, March 2002, CD-ROM.

56. X.-Y. Li, P.-J. Wan, and O. Frieder. Coverage in wireless ad-hoc sensor networks. IEEE
Transactions on Computers, 52(6):753–763, 2003.

57. X. f. A. Boukerche. A coverage-preserving scheme for wireless sensor network with irreg-
ular sensing range. In INFOCOM [79], pp. 1303–1316.

58. S. Megerian, F. Koushanfar, G. Qu, G. Veltri, and M. Potkonjak. Exposure in wireless sensor
networks: Theory and practical solutions. Wireless Networks, 8(5):443–454, 2002.

59. L. Hu and D. Evans. Secure aggregation for wireless networks. In Workshop on Security
and Assurance in Ad Hoc Networks, Orlando, FL, USA, January 2003, IEEE, New York,
pp. 384–391.

60. H. Cam, S. Ozdemir, P. Nair, and D. Muthuavinashiappan. ESPDA: Energy-efficient and
secure pattern-based data aggregation for wireless sensor networks. In Proceedings of
the IEEE Sensors, Vol. 2, Toronto, Canada, October 2003, IEEE, New York, pp. 732–
736.

61. B. Przydatek, D. Song, and A. Perrig. SIA: Secure information aggregation in sensor net-
works. In Akyildiz et al. [81], pp. 255–265, ISBN 1-58113-707-9.

62. T. Imielinski and S. Goel. DataSpace: Querying and monitoring deeply networked collec-
tions in physical space. IEEE Personal Communications, 7(5):4–9, 2000.

63. M. A. Sharaf, J. Beaver, A. Labrinidis, and P. K. Chrysanthis. TiNA: A scheme for temporal
coherency-aware in-network aggregation. In Proceedings of the 3rd ACM International
Workshop on Data Engineering for Wireless and Mobile Access, San Diego, CA, September
2003, ACM, New York, pp. 69–76.

64. N. Sadagopan, B. Krishnamachari, and A. Helmy. Active query forwarding in sensor net-
works. Ad Hoc Networks, 3(1):91–113, 2005.

65. S. R. Madden, M. J. Franklin, J. M. Hellerstein, and W. Hong. TinyDB: An acqusitional
query processing system for sensor networks. ACM Transactions on Database Systems,
30(1):122–173, 2005, ISSN 0362-5915.

66. M. Coates. Distributed particle filters for sensor networks. In K. Ramchandran,
J. Sztipanovits, J. C. Hou, and T. N. Pappas, editors, IPSN’04, Berkeley, CA, April 2004,
ACM, pp. 99–107, ISBN 1-58113-846-6.



BIBLIOGRAPHY 19

67. X. Sheng, Y. H. Hu, and P. Ramanathan. Distributed particle filter with GMM approximation
for multiple targets localization and tracking in wireless sensor network. In IPSN, editor,
IPSN’05, Los Angeles, CA, USA, April 2005, IEEE, pp. 181–188, ISBN 0-7809-9201-9.
doi: http://dx.doi.org/10.1109/IPSN.2005.1440923.

68. T. Vercauteren, D. Guo, and X. Wang. Joint multiple target tracking and classification
in collaborative sensor networks. IEEE Journal on Selected Areas in Communications,
23(4):714–723, April 2005, ISSN 0733-8716. doi: 10.1109/JSAC.2005.843540.

69. T. Schmitt, R. Hanek, M. Beetz, S. Buck, and B. Radig. Cooperative probabilistic state
estimation for vision-based autonomous mobile robots. IEEE Transactions on Robotics
and Automation, 18(5):670–684, 2002.

70. A. Boukerche. In Handbook of Algorithms for Wireless and Mobile Networks and Com-
puting, Chapman & Hall/CRC Press, Boca Raton, FL, 2005, pp. 841–864, ISBN 1-58488-
465-7.
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