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1
Why Smart People Believe 

Dumb Things

Suppose you’re in a library, and you need to photocopy some 
pages from a book. You fi nd the copy machine, and happily 
you discover that you have some quarters. You’re about to 

drop a coin in the slot when a stranger approaches you. He asks 
whether he can use the photocopier. Would you let the stranger 
use the machine, or would you politely decline, given that, after all, 
you were there fi rst?

In this chapter, we will be less interested in whether or not you 
would comply with this request, and more interested in whether or 
not you would think before answering. It would seem that a social 
interaction—deciding whether or not to grant a small favor—
would require thought. But it doesn’t, according to a landmark 
study conducted by Ellen Langer.1 An experimenter approached 

It is useless to attempt to reason a man out of a thing 
he was never reasoned into.

—Jonathan Swift
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32   WHEN CAN YOU TRUST THE EXPERTS?

individuals just as they were about to use a coin-operated copy 
machine, with one of three requests:

 1. Excuse me, I have fi ve pages. May I use the Xerox machine?
 2. Excuse me, I have fi ve pages. May I use the Xerox machine, 

because I’m in a rush?
 3. Excuse me, I have fi ve pages. May I use the Xerox machine, 

because I have to make copies?

The fi rst request offers no reason, whereas the second offers a 
socially acceptable reason. The third request is odd. It offers a rea-
son that is not a reason—if you’re asking to use the photocopier, 
then obviously you have to make copies.

The surprising fi nding was that people found this nonreason per-
suasive. Sixty percent of people complied with the request when no 
reason was offered, but 93 percent complied when the nonsensical 
“reason” was added—about the same percentage as when the bona 
fi de reason was added. What’s going on?

Langer argued that people are not thinking during this seemingly 
complex interchange. People are willing to do small favors for 
strangers, especially if the stranger makes the request politely and if 
the stranger offers some reason for the imposition. What the exper-
iment seems to show is that the person hears the word “because” in 
the request and thus knows that a reason has been offered, but the 
person doesn’t take the trouble to evaluate the quality of the reason.

The idea that we are on autopilot even when we engage in complex 
behaviors is familiar to most of us. Obviously, you don’t need to con-
sciously guide the movements of your hands as you button your shirt 
in the morning or tie your shoes; you did consciously control those 
movements at age two or three, but now they have become auto-
matic. And routinized behaviors can be more complex than simple 
movements like shoe tying. You’ve probably found yourself pulling 
your car into your driveway and realizing that you had daydreamed 
the whole way home—stewed about a problem or fantasized about 
a vacation—and all the while obeyed traffi c laws, braked for pedes-
trians, made the correct turns, and so on. It’s as though there is a 
computer program in your mind that you initiate when you climb 
in the car, and the “drive home” program runs without your super-
vision, leaving you free to think about other things.
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An autopilot program is especially noticeable if it plays at a moment 
you wish it wouldn’t. If you want to stop at the supermarket on the 
way home, you may well fi nd yourself in your driveway without 
having made the stop. The “drive home” program dictates a left 
turn at Elm Street, and you didn’t interrupt it to make sure that you 
took a right to go to the market. Or, to use the example offered 
by the great nineteenth-century psychologist William James, “Very 
absent-minded persons in going to their bedrooms to dress for din-
ner have been known to take off one garment after another and 
fi nally to get into bed, merely because that was the habitual issue of 
the fi rst few movements when performed at a later hour.”2

This phenomenon—that consciousness may contribute little or 
nothing to the initiation of complex behaviors and the making of 
complex decisions—has created something of a revolution in social 
psychology. Researchers have discovered that more and more of the 
thought that drives our social lives happens outside of awareness.*

Here’s another example. When you speak with someone who has 
an accent, have you ever noticed yourself slipping into the accent 
yourself, without quite noticing that you’re doing so?† This is an 
instance of a more general phenomenon: humans imitate each other 
during social interactions.3 In one experiment demonstrating this 
phenomenon, subjects were paired with someone they thought was 
another subject, but who was actually a research assistant. The pair 
was to describe the contents of ambiguous photographs. During the 
task, the research assistant engaged in one of two nervous habits—
either shaking her foot or touching her face. The subjects uncon-
sciously mimicked the behavior of the research assistant.

*Ap Dijksterhuis, a leading social psychologist from Holland, put it this way: “If [an] editor 
would have asked us to write about automaticity in social behavior 25 years ago, he would 
have been met with a blank stare. . . The whole concept of automatic or unconscious 
behavior would have struck anyone as odd at that time. . . [Today] if we wanted to write a 
short chapter, perhaps we should have asked the editor to assign us a chapter on conscious 
processes in social behavior.” Dijksterhuis, A., Chartrand, T. L., & Aarts, H. (2007). 
Effects of priming and perception on social behavior and goal pursuit. In J. A. Bargh (Ed.), 
Social psychology and the unconscious: The automaticity of higher mental processes (pp. 50 –131). 
New York: Psychology Press.
†Some studies show that if you’re having trouble understanding someone who speaks with 
a strong accent, imitating it can actually improve comprehension. Adank, P., Hagoort, 
P., & Bekkering, H. (2010). Imitation improves language comprehension. Psychological 
Science, 21, 1903–1909.
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34   WHEN CAN YOU TRUST THE EXPERTS?

Why do we mimic? Mimicry breeds liking. We like people who are 
similar to us. In First Corinthians, Paul says, “To the Jews I became 
like a Jew, to win the Jews. To those under the law, I became like 
one under the law to win those under the law. To the weak, I 
became weak, to win the weak.”4 Similarity aids persuasion even 
when based on something as trivial as having the same nervous tic 
or taking an ice cream sample of similar size.5 We unconsciously 
imitate each other to smooth social interactions.

The emerging picture is that we have two modes of social interac-
tion. One is conscious and involves the logical integration of evi-
dence. For example, a waiter puts the check down on the table 
and says to me, “I hope you enjoyed your meal!” I think to myself 
that the steak was a bit tough, but the salad was expertly prepared. 
Consciously weighing the good and the bad, I offer the waiter a 
measured comment like “Yeah, it was pretty good.” In the other, 
automatic mode, I merely detect certain cues or signals that mark 
the waiter’s comment to me as belonging to a category of social 
interactions—in this case, “social pleasantry.” Other categories 
might be “acquaintance asks a small favor” or “perform a task with a 
stranger.” Once I’ve identifi ed the category, I can act appropriately 
to the situation (grant the favor, mimic the stranger) with little or 
no conscious thought. Sometimes this mental process goes wrong. 
We miscategorize what someone has said, or the automatically gen-
erated behavior doesn’t quite fi t. More than once, a waiter has set a 
check on my table and said with a farewell intonation, “Enjoy the 
rest of your dessert!” and I’ve responded “Thanks, you too.” My 
unconscious mind coded the waiter’s comment as a social pleasantry 
and then my unconscious mind generated a response that typically 
works, but in this case was inappropriate.

Unconscious Persuasion
If indeed we have two modes of social thought—conscious and 
unconscious—is each mode capable of evaluating persuasive mes-
sages? Can persuasion happen outside awareness or, at least, with 
little thought? The answer is an emphatic yes.6

First, let’s be clear what unconscious persuasion does not mean. You 
may have heard about subliminal (that is, unconscious) persuasion 
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effects in advertisements. The idea is that advertisers embed messages 
in their ads that are not consciously perceived but will nonetheless 
affect behavior. For example, the words eat popcorn might appear 
in a single frame of a movie, too briefl y for the conscious mind to 
perceive. Or a stylized sexual image might be worked into a prod-
uct photograph—for example, a swirl of butter that, if you squint, 
looks a bit like a woman’s breast. The theory is that the hidden 
message or drawing will still be perceived unconsciously, leaving the 
moviegoer with a yen for popcorn and the magazine reader think-
ing that a particular brand of butter is somehow strangely appealing.

This idea has been around since the 1950s7 and seems to be peren-
nial,8 probably because it’s such a fascinating, if chilling, possibility. 
Researchers have found it interesting as well, and lots of evidence 
compiled in the last few decades shows that this sort of subliminal 
persuasion doesn’t work.‡ There are some circumstances in which 
stimuli you don’t consciously see can infl uence your behavior, but 
the behaviors subject to this infl uence are pretty low-level labora-
tory tasks that wouldn’t have much impact in your daily life, such 
as how rapidly you can verify that a string of letters forms a word 
(“bread”) rather than a nonword (“plonch”). You can’t get people 
to buy popcorn or other products with this method.

The real concern is not that you are persuaded by things outside 
your awareness. The real concern arises when you’re aware of these 
messages but don’t recognize that they persuade you. Subjects who 
surrendered the copier were aware of the request, but surely did not 
notice that their response was prompted by the phantom “reason” 
given by the experimenter. The cue “reason offered” tells our inat-
tentive mind to accede to an innocuous request from a stranger. 
What are the cues that tell our inattentive mind “This message is 
probably true”?

‡The idea is easy to test. One way is to show a group of people an ad for butter and ask 
them to rate how attractive they fi nd it, whether they think the ad makes them a little more 
likely to buy the brand, and so forth. Show a second group of people the same ad with 
the erotic picture subtly airbrushed into the photo and compare the ratings. For a review 
of such research, see Theus, K. T. (1994). Subliminal advertising and the psychology of 
processing unconscious stimuli: A review. Psychology and Marketing, 11, 271–290.
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Familiar Ideas Are More Believable
One such cue is familiarity. Things that are familiar seem reliable, 
safe, likable, and believable.9 In a typical experiment investigating 
this phenomenon, subjects heard a series of statements presented as 
little-known facts—for example, that comedian Bob Hope’s father 
was a fi reman or that the right arm of the Statue of Liberty is forty-
two feet long.10 (The “facts” were fabricated, to be certain that 
subjects could not have known any of them before the experiment.) 
Later, subjects were presented with a set of trivia statements of the 
same sort, and they were asked to judge the likelihood that each is 
true. Some of the statements were repetitions of the prior set, and 
these statements were judged as more likely to be true. The effect 
is just as large if you tell subjects which statements were presented 
earlier and warn them that “these statements might feel true just 
because you heard them recently.”11

Even more remarkable, familiarity affects credibility even if people 
know they shouldn’t believe the source at the time. In one experiment, 
subjects were told who made each statement—for example, “John 
Yates says that three hundred thousand pencils can be made from the 
average cedar tree.”12 Subjects were told that statements from males 
were always accurate and that statements from females were always 
inaccurate. (Half of the subjects were told the opposite gender-
truth relationship.) Later, subjects read a list of statements, with the 
instruction to judge the credibility of each. They were told that they 
had heard some of the statements earlier in the experiment, and 
they were reminded that some of them were false. So what happened?

Familiar statements were still judged as more likely to be true. Why? 
Well, during the trivia test when a subject reads, “Eighteen new-
born possums can be placed in a teaspoon,” she might say to herself, 
“Hmm . . . that seems familiar. Did I hear that during the experi-
ment, or is it just one of those odd facts you pick up somewhere?” 
If she doesn’t remember hearing it during the experiment, she will 
judge that it’s true. But even if she remembers hearing it during the 
experiment, she still might not remember who said it—a member 
of the lying or truth-telling gender.

In general, source information (where and when we heard some-
thing, and who told us) is more fragile than content information 
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(what we heard). For example, think how often it happens that you 
remember something but can’t remember who mentioned it: “Oh, 
someone told me that movie was terrible.” Much less frequently does 
the opposite happen: “Sam told me he saw that movie, and I know 
he had an opinion . . . now what in the world was it?”

This type of result gives us insight into why propaganda works. 
We might hear information from a source that we know to be 
unreliable—the propaganda minister of a totalitarian government, 
for example—and we discount the truth of the information at the 
time. But later, there’s some chance that we’ll remember the con-
tent and forget that it came from an unreliable source.

We Believe Things That Others Believe
Another aspect of familiarity is knowing that something is familiar—
and accepted—by others. This is often called “social proof ”—you 
see that others fi nd something credible. The logic of using social 
proof is easy to appreciate in purchasing decisions. For example, 
one of the drains in my house becomes clogged perhaps once every 
two years. So I’m an occasional buyer of drain cleaner. When I’m 
in the store, confronted by half a dozen brands, how am I supposed 
to choose? I could pick the cheapest one, but a clogged drain is 
such a nuisance that I don’t want to risk buying an inferior product. 
Ah, there’s Liquid-Plumr, a familiar brand. I’ve seen ads for it since 
I was a kid. It’s not only familiar, but I can infer that people must 
use it. At the very least, it can’t be terrible—if the stuff didn’t work, 
surely the company would have gone out of business. So instead of 
buying the brand I’ve never heard of (which probably works just 
fi ne), I pay more for Liquid-Plumr.

Social proof can become a real problem if an inaccurate belief 
becomes widely accepted. For example, I mentioned in the 
Introduction that something like 90 percent of American adults 
believe that people differ in their learning styles.§ There’s actually 

§The idea behind learning styles is not that people vary in mental ability—it’s that two 
people with the same ability have preferences about which way is easiest for them to 
understand and learn, and that these preferences have an impact on the effi cacy of learning. 
For more on learning styles, see Riener, C., & Willingham, D. T. (2010). The myth of 
learning styles. Change, 42, 32–35.
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no laboratory evidence that people learn in fundamentally differ-
ent ways. But there is surprisingly little doubt among Americans. 
I don’t think it occurs to most people that the truth of the learning 
style idea is open to doubt. It’s like doubting atomic theory—it’s 
just one of those things that “they” have fi gured out to be true. 
If everyone knows it, it must be true.

We Believe Attractive People
It is also the case that liking—that is, liking a person—makes what 
the person says seem more credible. Even our snap impression of 
a stranger infl uences how believable we fi nd him. There must be a 
reason that advertisers use attractive people in their ads. Indeed, there 
are a couple of reasons. First—surprise, surprise—people shown ads 
for fi ctitious products in a laboratory setting are more likely to say 

they would be willing to buy 
a product if the person in the 
ad is attractive than if they are 
ordinary looking.13 (My col-
league David Daniel notes 
that it’s easy to separate bona 
fi de scientists who seek to 
apply research to K–12 edu-
cation from charlatans: char-
latans are more attractive and 
have beautifully coiffed hair. 
Being bald myself, I thought 
this comment showed great 
insight.)

The second way that attrac-
tiveness persuades you may 
take much longer to develop, 
but it’s also more powerful. 
Sometimes the attractive per-
son is not there to give us a 
message at all—he or she is 
there simply to look attrac-
tive (Figure 1.1). How might 
an attractive woman help sell 

FIGURE 1.1: Many advertisers use 
attractive models in an overt way to 
sell products. Although we think it has 
no impact on us, it does make us regard 
their products more favorably.
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a car? Consider the case of the Honda 
600 Coupe (Figure 1.2), an inex-
pensive, rather boxy little car sold in 
the early 1970s. About the last thing 
you’d call this car is sexy.

Honda came up with a clever adver-
tisement, highlighting the car’s low 
price. The image showed eight 
attractive women standing behind the car. The text implied that 
by spending less on his car, a guy would have more money to date 
these beautiful women.

Most people think that advertisements have little impact on 
them . . . although they think they do affect other people.14 The 
Honda ad may not convince readers via the soundness of the sug-
gested dating-investment strategy—in fact, I’m guessing most guys 
would dismiss it—but it might work by classical conditioning—the 
same type of learning that made Pavlov’s dog salivate when it heard 
the bell (Figure 1.3).

FIGURE 1.2: The Honda 600 Coupe, which most would see as lacking sex appeal.

Step 1: Food

Step 2: Bell

Step 3: Bell

Salivation

Food (repeated)

Salivation

FIGURE 1.3: The three 
steps of learning via classical 
conditioning.
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Before Pavlov began the 
experiment, there was a 
natural association in his 
dog between food and 
salivating: if you put food 
in a dog’s mouth, it will 
produce saliva as part of 
the digestive process. The 
experiment really begins 

with step 2, in which Pavlov repeatedly presents the bell and the 
food together. With enough repetitions, these two become associ-
ated, and the bell is enough to elicit salivation, shown as step 3.

Advertisers are not interested in getting you to salivate, but they are 
interested in changing your emotional response to their products, 
and that can be done with classical conditioning. A Honda 600 
Coupe can be made to seem sexy if it is associated with something 
that people already think is sexy (Figure 1.4).

Step 1 represents a preexisting response—in this case, the positive 
emotion that the magazine reader feels when seeing attractive women. 
In step 2, the sight of the Honda 600 Coupe is paired with the sight 
of the attractive women. If this step is repeated enough (that is, the 
person sees the Honda 600 Coupe advertisement repeatedly), even-
tually the sight of the car will come to elicit the emotional response 
elicited by the attractive women.** So you don’t need to believe the 
overt content of advertisements for them to have an effect on you.15 
The point of the ad was probably not to entice young men who 
could afford a 1972 Ford Mustang (about $3,000) to buy a Honda 
(about $1,700) so that they could use the extra money to attract and 
date beautiful women. That’s a tough sell. The point was to make the 
Honda seem like a little bit less of a dud, to make the emotional reac-
tion to it a little more positive, so that someone with only $2,000 to 
spend would prefer the Honda to the Volkswagen Beetle.

Step 1: Attractive Women Positive Emotion

Step 2: Car

Step 3: Car

Attractive Women (repeated)

Positive Emotion

FIGURE 1.4: Emotional responses—such 
as the positive emotion of seeing attractive 
women—can be classically conditioned as 
easily as salivation can.

**The response that comes from conditioning is seldom as robust as the response to the 
real stimulus. That is, the dog doesn’t salivate as much in response to the bell as it does in 
response to the food, and the positive feeling from seeing the Honda is not the same as it 
is from seeing the attractive women. But there is an effect.
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Perhaps the best example of the impact of emotional conditioning 
comes from a famous blunder: the introduction of New Coke. The 
early 1980s was a diffi cult time for Coca-Cola. The brand, which 
had long dominated its closest competitor, Pepsi, was losing market 
share. Pepsi ran a series of effective advertisements showing hidden-
camera accounts of dedicated Coke drinkers comparing Coke and 
Pepsi in blind taste tests and preferring Pepsi. And Pepsi claimed 
that such taste tests had been conducted in a rigorous fashion 
and that more than half of avowed Coke drinkers actually preferred 
the taste of Pepsi.

In a move that in retrospect looks panicky, executives at Coke 
decided to change the taste of their fl agship product. New Coke was 
introduced in 1985, and consumers hated it immediately, thor-
oughly, and with fi nality. Attention has been drawn to the fact that 
the famous Pepsi taste tests didn’t match the way people actually 
use the products. After all, you don’t take a few sips of a cola; you 
typically drink eight ounces or more. The argument goes that Pepsi 
tastes good initially because it’s a little sweeter than Coke, but after 
a few ounces, people prefer Coke. That may be true, but that can’t 
explain the emotional outrage that followed the introduction of 
New Coke. A consumer hotline at the company was receiving eight 
thousand calls per day, virtually all of them complaints. When New 
Coke ads appeared on screens at sporting events, crowds booed.16

People were angry about the disappearance of Coke not simply 
because they thought it tasted better. People had an emotional 
attachment to Coke. The Coca-Cola corporation had spent decades 
and untold millions of dollars building an association in people’s 
minds between Coke and patriotism, Coke and Santa Claus, Coke 
and young love, and so on. Then the corporation took all of that 
away, offering the promise that New Coke tasted better. It’s as 
though I went to a teenager’s house and said, “You know how your 
mom is always nagging you and won’t get you the cool cell phone 
you want and embarrasses you in public? I found someone who 
won’t do those things. Here’s New Mom!” New Mom might have 
objective features that Old Mom didn’t, but the emotional attach-
ment to Old Mom is not so easily replaced.
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We Believe People Who Are Like Us
We like (and therefore believe) not only people who are attractive 
but also people whom we perceive to be similar to us. The classic 
experiment studying this phenomenon was conducted in the spring 
of 1954, just before the Supreme Court decision on school desegre-
gation. Black college freshmen were asked to listen to a radio broad-
cast during which a guest argued that if the Supreme Court ruled 
segregation unconstitutional, it would still be desirable to maintain 
some private black colleges as all black, in order to preserve black 
culture, history, and tradition. It was known that a large majority of 
the subjects opposed that idea. Yet they found the communication 
fairly persuasive when the speaker was presented as similar to them; 
he was described as the president of the student council at a leading 
black university. Black students were much less persuaded when the 
speaker was described as a white adult.17

People who are like us seem more trustworthy, less likely to steer us 
wrong. But of course, they are not always more likely to be knowl-
edgeable. On occasion they are, as when a teacher fi nds a message 
about classroom practice more believable because it is delivered by 
another teacher. In that case, the teacher fi nds the message more 
believable not only because he can identify with the teacher but 
also because the teacher has expertise that’s relevant to the message. 
That expertise effect still applies when the similar-to-me effect is 
absent. In short, people fi gure that experts know what they are talk-
ing about.18 This seems only logical; shouldn’t I believe my pedia-
trician rather than my friend the graphic designer when each makes 
a different recommendation for treating my child’s rasping cough? 
Sure, but as we’ll see in Chapter Six, the issue of expertise is more 
complex than you might guess.

Let’s take a step back to remind ourselves of the big picture. We’re 
talking about why people believe what they believe, and in particu-
lar how they evaluate new information. I’ve suggested that we are 
often on autopilot, even when exposed to messages that are meant 
to persuade us. Rather than carefully evaluating the factual basis of 
the message and the logic of the argument, we rely on what are 
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often called peripheral features of the message (in contrast to the facts 
and logic, which would be the central features). Peripheral features 
include things like the familiarity of the message, how it makes us feel, 
the attractiveness of the source of the message, whether we identify 
with him, and his apparent expertise.

But surely we think some of the time? Okay, I probably won’t think 
too carefully about the car advertisement as I stand in line at the 
bank. But what if I’m in the market for a car? Won’t I pay more 
attention to the advertisement? Won’t I evaluate the meaning of 
“it has the best repair record of any American car in its class” and 
whether the car really is the “quintessence of luxury”?

Yes. We are much more likely to snap out of autopilot and really 
evaluate persuasive messages when we perceive the stakes to be 
high. The stakes are high when the persuasive message is personally 
relevant (as when we’re in the market for a car) or when we think 
we might be called on to describe the pros and cons of the argu-
ment (for example, when we make a decision at work and the boss 
asks for an explanation).

But wanting to evaluate a message is not the same as evaluating it. 
And evaluating it is not the same as evaluating it effectively.

“I’m Trying to Think, 
but Nothing Happens”19

Unfortunately, we still make plenty of mistakes when we evaluate 
arguments, even when we are not on autopilot, when we’re really 
doing our best to think things through. Why?

Two things must be in place for us to evaluate an argument success-
fully. We must be motivated to do so—as mentioned, that usually 
happens when we have some personal stake in the argument or 
when we think we might be called upon later to summarize it 
or explain a decision. But in addition to being willing to evalu-
ate the argument, we must also be able to do so, and here we may 
encounter signifi cant stumbling blocks.

The fi rst of these is attention. Suppose I’m a teacher, and I’m 
required to attend a presentation by a district offi cial who will 
describe a new scheduling scheme for my school. But I didn’t sleep 
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much the night before, and it’s warm in the auditorium. I try to 
keep my mind on what the speaker is saying, but my wife’s birthday 
is the next day, and I haven’t planned any sort of celebration, and 
ideas of what I might pick up on the way home keep popping in 
my head. In short, I want to listen, but I’m tired and distracted, and 
I can’t really think through the speaker’s argument as to why this 
change is going to save money and benefi t students, yet will call for 
no extra work by staff.

Evaluating the strength of her argument and judging the truth of the 
facts she’s citing might be hard when I’m tired and distracted, but 
picking up on the peripheral cues of the message is not demanding 
at all. I can do that even when I’m tired and distracted. I notice that 
the speaker is attractive, and her manner is warm and sincere. She 
mentions several times her own experiences in the classroom, so I 
know she’s a teacher, like me. And even though I’m not really fol-
lowing the argument, she seems quite confi dent, and she seems to 
be listing a lot of reasons that this is a good idea, including citations 
from some research experts.

When someone presents an argument and we’re too tired to really 
fi gure out what she’s saying, most of us don’t withhold judgment, 
even though we know that’s probably the smartest thing to do. 
We’re likely to use peripheral cues. I won’t leave the auditorium as 
a cheerleader for the new plan, but I might very well leave with a 
vague sense that it’s going to be all right.

Now suppose I’m not tired and distracted. The district offi cial is 
giving her talk, and I’m giving her my full attention. But I’m still not 
getting it. She’s explaining how the schedule change saves money, 
but it doesn’t make any sense to me. She emphasizes that everyone 
will work the same hours at the same salary, and when it comes to 
the savings part, she uses some accounting jargon that I don’t know. 
The same thing happens when she talks about research that is sup-
posed to show that this new schedule helps students. She doesn’t 
just say, “The research shows it works”; she’s actually describing the 
research in detail, which I appreciate . . . but it’s too much detail. 
She’s talking as if we’re all researchers, and again, I’m not really fol-
lowing it. At the end of the presentation, a friend who I know is 
quite sharp on business matters asks a question about the details of 
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the accounting, and the speaker answers promptly. My friend nods, 
apparently satisfi ed. A little later, someone I don’t know very well 
asks a question about the research studies, and again she answers 
promptly, and the questioner seems to think the answer was okay.

Just as you do when you’re tired, if the argument is too technical 
to follow, you use peripheral cues:20 the speaker’s attractiveness and 
likeability, the fact that you identify with her and that she seems 
well informed, and the social proof that others at the presentation 
seem to be persuaded. So the fi rst challenge to critically evaluat-
ing scientifi c research in education is pretty obvious. We’re talking 
about technical information that is hard to evaluate. And you know 
that a speaker can twist results or cite only the studies that support 
her case and omit the ones that don’t, and will likely get away with 
it, unless you know the research literature quite well.

You might think that people surely would refrain from using periph-
eral cues when the stakes are high. But they don’t. Even when we’re 
picking a president, we care very much about the candidate’s attrac-
tiveness and how he or she makes us feel—more than we care about 
his or her ideas.21 Another example comes from higher education. 
Selecting a college is certainly a high-stakes decision, and presum-
ably it’s one that people would consider carefully. But comparing 
candidate colleges is complicated, so parents and kids use peripheral 
cues: some global sense of “reputation” (which is just another name 
for social proof ) and, curiously enough, price. When we are unsure 
of the quality of a product, we use price as a guide: if it’s expensive, 
surely it’s good. Traditional economic theory would indicate that 
raising tuition would decrease the number of people wanting to go 
to a college. In fact, the opposite is true. Raising tuition increases the 
number of applicants.22

Another stumbling block in trying to evaluate the strength of an 
argument is perhaps the most troubling. Each of us is pretty reluc-
tant to change our beliefs. We like to imagine ourselves as impartial 
judges, rationally weighing evidence and ready to accept any con-
clusion to which the facts point. We’re not. An enormous amount 
of research shows that we are biased to conclude that new evidence 
supports what we already believe. To extend the metaphor, we are 
not judges weighing evidence: we are attorneys building a case, and 
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we build the case, not to convince a jury, but ourselves. We seek to 
persuade ourselves that our beliefs have always been correct and that 
the new information before us merely confi rms what we already 
knew. This tendency is called the confi rmation bias, and it affects all 
stages of thinking: what information we seek, how we interpret 
information when we fi nd it, and how we remember it later.

Here’s a simple example of our bias when we’re gathering informa-
tion. Suppose I challenge you to guess the number I have in mind. 
I tell you that it’s between one and ten, but rather than have you 
guess outright, I ask you to pose yes-no questions to deduce the 
number. Suppose you know that I think seven is my lucky number, 
so you’re guessing I picked seven. You have a hypothesis, and now 
you must gather some information to test whether it’s true. Consider 
this: you could ask me, “Is the number odd?” or you could just as 
well ask, “Is the number even?” The confi rmation bias refers to our 
tendency to seek information that confi rms our hypothesis—if you 
hypothesize that the number is odd, you’re more likely to ask “Is 
the number odd?” than “Is the number even?”23

A bias in playing a guessing game is harmless, but seeking only 
confi rming information in other contexts can lead to trouble. Your 
hypothesis can be wrong—even very wrong—but you still might 
fi nd a few positive examples, and they will make you think you’re 
correct. Suppose I’m a job interviewer, and I’m interviewing an 
applicant who is an acquaintance of someone in my offi ce. My 
coworker tells me that the applicant is quite introverted. The confi r-
mation bias will make me more likely to pose questions that assume 
the applicant is an introvert, and the person will come off looking 
like one.24 Worse yet, suppose I’m a physician, and a few symptoms 
lead me to suspect that a patient has a particular disease. Might not 
the confi rmation bias lead me to order tests that might confi rm my 
diagnosis, instead of other tests? The answer is yes,25 although more 
experienced doctors may be better at resisting this tendency.26

The confi rmation bias is not restricted to how we seek out informa-
tion. We’re more likely to notice confi rming evidence and to ignore 
or discount disconfi rming evidence. This phenomenon was fi rst 
demonstrated in a clever experiment using college classrooms.27 An 
experimenter appeared in a college course and told students that 
their regular professor was out of town and that a substitute would 
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be arriving soon. The regular professor had given him (the experi-
menter) permission to collect the students’ opinions of this substitute 
as part of an ongoing research study. To provide a bit of background 
information, the experimenter said that each student could read 
a brief biography of the substitute. Each student received a writ-
ten paragraph. The biographies were all identical, with one crucial 
exception: half of the students saw this sentence as part of the biog-
raphy: “People who know him consider him to be a rather cold per-
son, industrious, critical, practical, and determined.” For the other 
students, the words “rather cold” were replaced by “very warm.” 
Naturally, the substitute professor had no idea which students had 
seen which description. But after the class, people who had expected 
to see a warm person felt that they had seen one. They rated the 
substitute as more considerate, more good-natured, and funnier than 
the students who expected the substitute to be a cold fi sh.

We see what we think we’ll see. This helps us understand how 
stereotypes can be maintained. The bigot who thinks, for example, 
that African Americans are lazy will tend to notice and remember 
any instance of laziness he observes in African Americans. Hence, 
the bigot will note (and remember) an encounter with a lackadaisi-
cal store clerk who is black, but the same interaction with a white 
clerk will go unnoticed, or the bigot will assume that the clerk has 
a valid excuse for being a little slow.28

The confi rmation bias also applies to how we interpret ambiguous 
information: it’s interpreted as being consistent with our beliefs. For 
example, in one study, subjects were presented with true facts about 
politicians that showed them as contradicting themselves. Thus sub-
jects read that in 1996, John Kerry had said that the Social Security 
system had to be overhauled, including cutting benefi ts and raising 
the retirement age. Subjects were then told that during the 2004 
presidential campaign, Kerry had promised that he would never cut 
Social Security benefi ts or raise the retirement age. When subjects 
were asked what they thought of this, virtually all faulted Kerry for 
the contradiction. Not too surprising. But the really interesting part 
of the experiment came next. Subjects were given a potential explana-
tion for Kerry’s contradiction; they were told that in 1996, economists 
had thought that the Social Security system would run out of money 
in 2020, and that urgent action was needed to save it. But at the time 
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of his campaign statement, economists had reversed their opinion, 
and it seemed that the system was no longer in imminent danger. 
This third statement renders Kerry’s apparent turnaround ambigu-
ous: Did he rationally respond to changing economic conditions, or 
did he go back on his word so that he could appeal to an important 
political constituency? Once the information was ambiguous, the 
confi rmation bias came out in full fl ower. Subjects who identifi ed 
themselves as Democrats thought Kerry’s change of heart was per-
fectly justifi ed, whereas Republicans thought that Kerry was using 
economic forecasts as an excuse and was obviously dishonest.29

Even if we are forced to acknowledge that some evidence goes against 
our beliefs, and even if this evidence cannot be twisted in our minds 
so that it seems ambiguous, we still have another way to main-
tain our beliefs: we set a higher standard for disconfi rming evi-
dence than for confi rming evidence.30 In one study, the subjects’ 
attitudes on two controversial issues—gun control and affi rmative 
action—were measured.31 Then they read arguments on both sides 
of each issue and were asked to rate the strength of the arguments. 
Subjects were urged to set any personal opinions aside and to try 
to be as objective as possible. And subjects believed that they were 
doing so . . . but—you guessed it—their ratings were infl uenced 
by their beliefs. People who favored gun control thought that the 
pro–gun control arguments were very strong and that the anti–
gun control arguments were weak. People who did not favor gun 
control showed the opposite pattern of ratings. It seems that when 
we encounter a conclusion we disagree with, our minds spring into 
action, looking for fl aws in the argument. But if we agree with 
someone, we’re more likely to say to ourselves, “Yes, yes, I already 
know this. I’m so glad you agree with me.”††32

††Scientists are not immune to this motivated reasoning. When an experiment turns out 
as we expected, we take the results at face value. But when it turns out other than we 
expected, we comb over the data to make sure they were recorded correctly, reconsider 
whether we implemented variables properly, recheck equipment, and so on. We’re 
more critical of disconfi rming evidence than of confi rming evidence. For examples of 
the confi rmation bias in science, see Koehler, J. J. (1993). The infl uence of prior beliefs 
on scientifi c judgments of evidence quality. Organizational Behavior and Human Decision 
Processes, 56, 28–55; Mahoney, M. J. (1977). Publication prejudices: An experimental study 
of confi rmatory bias in the peer review system. Cognitive Therapy and Research, 1, 161–175.
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Sometimes the beliefs that we seek to confi rm can be more subtle. 
They do not concern a specifi c object or fact about the world, but 
rather constitute a more global sense we have about the nature of 
things. We might call them meta-beliefs because their generality 
means that they will infl uence many other beliefs. One example 
might be that “natural things are generally good, and are better than 
similar objects that are artifi cial.” Some confi rmation biases would 
be an obvious consequence of this belief. For example, someone 
who held this belief might set a low standard for evidence that an 
artifi cial sweetener like Aspartame causes cancer. But this meta-belief 
could have more subtle consequences as well. For example, if you 
think that natural things are good, you might be open to the idea 
that humans left in a more natural state are more likely to be healthy, 
virtuous, and morally upright. It is modern, urban society—an 
unnatural human construction—that leads to crime, depravity, and 
wickedness.

Scientists have identifi ed a few meta-beliefs that many of us share. 
An example is the just-world belief, a sense that the world is basically 
fair. According to this belief, living a moral, just life brings hap-
piness and good fortune, whereas immoral behavior is punished 
by fate, eventually.33 The subtlety and importance of this belief to 
persuasion can be appreciated from this experiment.34 Researchers 
fi rst measured college students’ knowledge about global warming 
and their attitudes toward the issue—how real was the danger, what 
is likely to happen to the climate in the future, and so forth. Next, 
subjects read an article describing the dangers of global warming, 
which ended in one of two ways. One version concluded with an 
apocalyptic warning of terrible danger to future generations. The 
other ended with similar facts but a more hopeful message about 
possible solutions through new technologies. Subjects who read the 
doomsday message became more skeptical about the existence of 
global warming. Researchers hypothesized that this was a conse-
quence of the just-world belief: if the world is just, innocent people 
do not deserve to die as a consequence of global warming, so it is 
deemed less likely to be a problem.

The confi rmation bias sounds . . . well . . . stupid. Confronted by 
evidence that we’re wrong, we put all our cognitive energy into 
fi guring out why we must be right. It doesn’t seem very adaptive. 
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But when you think about it, it’s not quite as dumb as it seems. 
It would be disruptive indeed if you changed your beliefs every 
time you encountered a new bit of evidence. I say “disruptive” 
because very few of our beliefs are wholly isolated. For example, 
my belief that global warming is a serious problem is connected 
to my belief that I was smart and virtuous to buy a hybrid car. It’s 
also connected to my dislike for my coworker who is full of loud 
scorn for global warming. So if I change my belief about global 
warming, that affects my belief about my car (I was a sucker to pay 
extra for a “green” car) and about my coworker (that loudmouth 
was right all along).35

A useful metaphor is to think of belief as a web, with each fact we 
believe varying in its interconnectedness to other facts.36 The greater 
this interconnectedness, the more we can expect that I will struggle 
to maintain this belief, because changing it will have far-reaching 
consequences throughout my web of belief. Beliefs that are newly 
acquired have not had much time to be thoroughly incorporated 
into the web, so are relatively isolated from other beliefs. These I 
can change without disrupting other beliefs, so I’ll be more ready to 
do so. As he so often did, Tolstoy captured this human truth in vivid 
terms: “The most diffi cult subjects can be explained to the most 
slow-witted man if he has not formed any idea of them already; but 
the simplest thing cannot be made clear to the most intelligent man 
if he is fi rmly persuaded that he knows already, without a shadow of 
doubt, what is laid before him.”37

Beliefs are not simply matters of fact. Emotion is intertwined with 
belief, a factor that we have until now ignored and to which we must 
now turn.

We’re Not That Cool
I’ve made it sound as though people are both ruled by logic and 
completely illogical. On the one hand, I’ve said that sometimes 
we don’t bother to think logically, and even when we try to do so, we 
are nevertheless infl uenced by peripheral cues like a speaker’s attrac-
tiveness, and we stack the evidence in such a way as to maintain our 
current beliefs. On the other hand, I’ve made it sound as though 
the only acceptable motivation for belief is accuracy, that all we 
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ought to care about in choosing what to believe or not to believe is 
whether the belief is aligned with the real world.

People do care about accuracy.38 But we’re not so coolheaded that 
we care about accuracy to the exclusion of all else. People have 
other motivations for believing or disbelieving:

Our beliefs help maintain our self-identity.
Our beliefs help protect our values.
Our beliefs help maintain social ties.
Our beliefs help us manage our emotions.

Our Beliefs Help Maintain Our Self-Identity
Some beliefs may be linked to important aspects of our identity, our 
self-concept. For example, suppose that you see yourself as politi-
cally liberal. You conscientiously recycle, you contribute to pro-
gressive political candidates, you believe that the government plays 
an important and effective role in righting social wrongs, and you 
are somewhat distrustful of large corporations. You think corpora-
tions put profi t above human values and that executives in large 
corporations inevitably do likewise. What’s more, you think of lib-
eral values as an important part of who you are. When asked “Tell 
me about yourself,” it comes up early in your description.

Now imagine that your school district is considering hiring a super-
intendent who has no experience in education, but has worked for 
the last thirty years as a high-level manager in the corporate world. 
You decide to look at published research on the track records of 
business leaders who have run school districts with no prior educa-
tion experience. Here’s a case where you have two motivations for 
belief. On the one hand, you are motivated to be accurate in assess-
ing how likely the candidate will be to succeed. On the other hand, 
you are motivated to believe that he will not succeed. There’s more 
to it than maintaining your current beliefs. Part of your self-identity 
as a liberal is that you see important differences between yourself 
and corporate executives; those people do not have the right val-
ues nor the right sense of community nor a good understanding 
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of children. To fi nd that corporate executives have made excellent 
school superintendents would cast doubt on the accuracy of your 
view of the corporate world, and for you to conclude that the cor-
porate world may not be so bad is threatening to your self-image as 
a liberal.‡‡ “So now I think that big corporations are just fi ne and 
that the vultures who sell us stuff we don’t need and pollute our 
environment and trample the underprivileged should be in charge 
of our children? Who the heck am I, anyway?”

Our Beliefs Help Protect Our Values
A second motivation for belief is to protect values that you see as 
sacred. Examples might be “I believe that people should be free,” or 
“I believe in the sanctity of human life,” or “God’s intention is that 
sex be between a man and a woman.” The last of these examples 
is controversial in American society today, but even beliefs that are 
not controversial become controversial when we begin to inter-
pret and apply them. Everyone believes that human life is sacred, 
and everyone believes in freedom; the controversy over abortion is 
largely due to the pitting of those two values against one another: 
if an hours-old zygote is a human life, then abortion is unconscio-
nable, but if it’s not, than restricting a person’s right to abort it is 
government interference with an individual’s liberties. Could scien-
tists provide a defi nitive answer to whether life does indeed begin at 
the moment of conception? I doubt it, but even if they could, most 
people would not want to hear the answer. Their position on abortion is 
not driven by facts but by values.

As with the maintenance of self-concept, the protection of sacred 
values can have far-fl ung implications, depending on how the value is 
interpreted. For example, consider the belief “All people are equal.” 
Most people interpret this idea to mean “equal before the law” and 
“equal in dignity” and “equally important as living beings.” But 
someone may also have the sense that “equal” extends to abilities. 
If so, he may be uncomfortable with the idea that apparent differences 

‡‡I don’t mean to suggest that it is only liberals who care to maintain their self-image. The 
example could have just as easily been of political conservatives who would be motivated 
to see charter schools succeed because the policies on their governance seem to align with 
conservative views of the roles of competition.
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in intelligence are largely genetic, that some people are just not very 
bright and there is not much that they can do about it. That would 
seem to be a cosmic violation of one of his core values. Nature or 
God seems not to intend that people be equal.

So how does he resolve this confl ict? One choice is to deny the 
evidence that intelligence is genetically determined. People start 
life with roughly equivalent abilities, but some live in poverty or 
have careless parents or come from crime-ridden neighborhoods. 
Society makes them unequal. Or he could conclude that, yes, intel-
ligence is largely determined by genes, but when someone is short-
changed in intelligence, nature makes up for it by endowing that 
person with greater emotional sensitivity or athletic ability or some 
other skill. Drawing either of these conclusions can, in turn, affect 
one’s views on other large-scale policy matters. Consider how your 
views would differ on funding for public education, on public assis-
tance programs like welfare, on criminal justice policies, depending 
on whether you think that people are smart or not-so-smart either 
because of their genes or because society made them that way. My 
point is not about the scientifi c support for any of these beliefs.§§ 
My point is that the shaping of these beliefs does not depend solely 
on a hunger for factual accuracy about the nature of the world. 
People’s values shape their beliefs about scientifi c matters, such as 
the relative contribution of genes and environment to intelligence. 
They then interpret data to confi rm those beliefs.

Our Beliefs Help Maintain Social Ties
A third reason that we adopt beliefs is that they help build a sense of 
social identity, of solidarity with a group. Some beliefs and behaviors 

§§If you’re curious: the very premise that intelligence is mostly genetic is under assault. 
Through 1990, most psychologists would have said that perhaps 70 percent of intelligence 
(as measured by middle-of-the-road intelligence tests) is determined by your genes and 
perhaps 30 percent by the environment. Today, most would reverse those percentages. 
For a readable summary, see Nisbett, R. E. (2009). Intelligence: What it is and how to get it. 
New York: Norton. There is no evidence at all for the idea that people who are low in 
intelligence make up for it with some other ability. In fact, abilities tend to be positively 
related, and this relationship is stronger for people with lower ability levels; see Detterman, 
D. K., & Daniel, M. H. (1989). Correlations of mental tests with each other and with 
cognitive variables are highest for low IQ groups. Intelligence, 13, 349–359.
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that we adopt for this purpose are quite obvious. When I arrived at 
college, I had never attended a basketball game. I doubt I knew how 
the game was played, beyond a crude knowledge of the rules. But 
I was attending Duke, home of a basketball dynasty, and a school 
that had the wisdom or foolhardiness to reserve the plum seats of 
Cameron indoor stadium not for big donors but for undergradu-
ates, affectionately called “Cameron Crazies.” Like many fellow 
students, I waited for hours in foul weather to get tickets, I knew all 
the statistics, and I shouted myself hoarse at games. I absorbed from 
my peers not only passion but beliefs: beliefs about the value of 
big-ticket athletics to campus spirit, for example, and beliefs about 
the indirect benefi ts of athletics to the common good of the univer-
sity through improved fundraising. I developed these beliefs solely 
because of the social environment and my desire for solidarity with 
my peers. Had I attended a school with weak athletic teams, my 
beliefs likely would have been different.

It is hard to be unaffected by one’s social group. For example, my 
social group is composed of college professors, and college profes-
sors are, compared to other Americans, politically liberal. Suppose 
that I start my job with relatively conservative views. My reaction 
to this strong current of opinion need not be to absorb the opin-
ions of the group, as I did with basketball as a student. That’s less 
likely because my political views are more settled than my views 
on basketball. But at the very least, I am going to meet a number 
of nice, helpful people who hold liberal political views. Because 
I’m surrounded by left-leaning people, I will have greater access 
to liberal views on current events than I have had in the past. And 
whether I like it or not, I will absorb the idea that liberal views 
are part of what it means to be a college professor, just as being a 
basketball fan was part of what it meant to be an undergraduate 
at Duke.

Our Beliefs Help Us Manage Our Emotions
A fi nal contributor to my belief may be strongly held emotion. 
Consider this example. In the summer of 2010, there was an acri-
monious national debate over the building of a mosque and cul-
tural center near the site of the September 11 attacks in New York 
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City. Not all of the information entering this debate was accu-
rate, and one often-repeated rumor was that the imam behind the 
plan, Feisal Abdul Rauf, was a terrorist sympathizer. Two fact-
checking organizations, known and respected for their objec-
tivity (Factcheck.org and Politifact) had investigated this rumor 
and found it to be false. Yet it was widely believed. Two psy-
chology professors at Ohio State University decided to see if they 
could persuade people that the rumor was false.39 It wasn’t easy. 
When people who either believed the rumor or were unsure about 
it were exposed to the information from the fact-checking orga-
nizations, only 25 percent concluded that the rumor was false. 
Furthermore, the researchers found that it was relatively easy to 
undo the persuasive power of the facts. If the text were accompa-
nied by a picture of the imam in traditional Arab garb, the percent-
age of people persuaded dropped, presumably because it made him 
seem less like an American and perhaps less loyal to his country and 
less sensitive to American sensibilities.

Note that the researchers weren’t trying to convince people that 
building the mosque was a good idea. They were simply asking 
them to reevaluate the rumor that the promoter of the idea had 
been a terrorist sympathizer in the past. If people want their beliefs 
to be accurate, why wouldn’t they change them when confronted 
with relevant facts? A factor that likely played a role in this case is 
emotion. For most Americans, any thought connected with the 
September 11 attacks calls up anger and fear. It is diffi cult for facts 
to gain a toehold under those circumstances.

Here’s another example. Suppose that I am a bit prudish about all 
sexual matters, but I fi nd the thought of homosexual acts to be out-
right disgusting. In fact, the feeling is so strong that I’m reluctant 
to talk about any aspect of homosexuality at all, because doing so 
inevitably calls up this strong, unpleasant emotion. Now suppose 
you are trying to persuade me that there is no harm in an openly gay 
man teaching mathematics to seventh graders. You may hit me with 
factual arguments—for example, the lack of evidence that a teach-
er’s sexual orientation infl uences students. But factual arguments 
won’t do much good, because what’s behind my objection is not 
a fact but an emotion—disgust at the thought of homosexuality. 
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I’m unlikely to be aware of what’s driving my opinion, so I may 
answer you with facts of my own or with an attempt to discredit 
your argument. But the whole discussion is actually a red herring.40

This chapter has been a parade of disappointing facts, easily sum-
marized: when we don’t weigh evidence carefully, we are prone to 
believing or disbelieving things for trivial reasons; and even when 
we do weigh evidence carefully, we are still subject to those trivial 
infl uences. If we are really interested in maintaining accurate beliefs, 
and especially in knowing which educational practices or reforms 
are “scientifi cally based,” what are we to do? Part of the answer is 
to gain a better understanding of the precise nature of the “trivial 
infl uences” to which we are most susceptible, the better to avoid 
them. That is the subject of Chapter Two.
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