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Thermodynamics of Homogeneous
and Heterogeneous Semiconductor

Systems

1.1 Introduction

Elemental and compound semiconductors represent a vast family of materials of strategic
interest for a variety of mature and advanced applications in micro- and opto-electronics,
solid state lighting (SSL), solid state physical and chemical sensors, high efficiency solar
cells and nanodevices. The materials themselves have always been technology enablers and
their role today is even more significant in view of the increasing demand for sustainable
development applications and high temperature, high pressure technologies.
The semiconductors family includes elemental solids such as silicon, the material of

choice for the microelectronic and photovoltaic industry, binary alloys such as the Si-Ge
alloys used for their elevated carrier mobilities, and compound semiconductors, of which
SiC is used for high power, high frequency devices and phosphides, arsenides and nitrides
for the most advanced optoelectronic applications.
Their preparation under defined limits of stoichiometry (in the case of compounds) and

purity requires a deep knowledge of the chemistry and physics of liquid-, solid-, vapour-
and plasma-growth and post-growth processes.
Semiconductors, like other inorganic and organic solids, may be stable in different struc-

tural configurations, depending on the composition, temperature, hydrostatic pressure and
strain. Their chemical, physical and mechanical properties under different environmental
conditions (temperature, pressure, strain) depend on their elemental composition, stoi-
chiometry, impurity contamination, and also on their point- and extended-defects content.
In fact, although solids are a typical class of materials characterized by microscopic order,
most of their electronic and optoelectronic properties depend on or are influenced by impu-
rities and point and extended defects.
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Knowledge of their macroscopic features, such as their structural, thermodynamic,
chemical, electrical and mechanical properties over a broad range of temperatures and
pressures, is critical for their practical use. These properties, when not already available,
should be experimentally or computationally determined.
This objective, addressed at metals, metal alloys and non-metallic solids, has been in

the last few decades the traditional goal of physical metallurgy and physical chemistry.
It is also the subject of several excellent textbooks and monographs [1–4], where empha-
sis is mainly given to structure–property relationships, solution- and defect-theories and
nonstoichiometry of non-metallic solids [5], devoting, until very recently [6], only limited
attention to elemental and compound semiconductors.
The aim of this chapter, and of the entire book, is to fill this gap and present in the

most concise and critical manner possible the application of thermodynamics and phys-
ical chemistry to elemental and compound semiconductors, assuming knowledge of the
fundamental laws of thermodynamics [7] and the basic principles of solid state and semi-
conductor physics [8, 9].
The intent is also to show that physical chemistry applied to semiconductors has been,

and still is, of unique value for the practical and theoretical understanding of their environ-
mental compliance and for the optimization of their growth and post-growth processes, all
having a strong impact on the final properties of the material.
As impurities have a significant role in the optical and electronic properties of semi-

conductors, their thermodynamic behaviour will be considered in terms of their solubility
and distribution among neighbouring phases as well as in terms of formation of complex
species with other impurities and point defects.
For elemental semiconductors the main interest will be devoted to Group IV and VI

elements (carbon, germanium, silicon, selenium and tellurium), the first of which being
characterized by a number of stable phases, some of these of extreme scientific and tech-
nological interest, as is the case for diamond and graphene. For compound semiconductors
we will consider the II–VI and the III–V compounds, such as the arsenides, phosphides,
selenides, sulfides, tellurides and nitrides, all of which are of crucial interest for optoelec-
tronic applications, SSL and radiation detection.
The most up to date physical and structural data of the different systems will be used: the

reader interested in thermodynamic databases and phase diagram computation is referred
to the Scientific Group Thermodata Europe (SGTE) Solution database, NSM Archive,
www.ioffe.rssi.ru/SVA/NSM/Semicond/ and to Gibbs [10].

1.2 Basic Principles

A semiconductor is a thermodynamic system for which one has to define the equilibrium
state and the nature of the transformations which occur when it is subjected to external
thermal, mechanical, chemical, magnetic or electromagnetic forces during its preparation
and further processing.
This system may consist of a homogeneous elemental or multicomponent phase or a

heterogeneous mixture of several phases, depending on the temperature, pressure and
composition.
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A phase is conventionally defined as a portion of matter, having the property of being
chemically and physically homogeneous at the microscopic level and of being confined
within a surface which embeds it entirely.
The surface itself may be an external surface if it separates a phase from vacuum or from

a gaseous environment. It is an internal surface, or an interface, when it separates a phase
from another identical or different phase. According to Gibbs, the surface itself may be
considered a phase of reduced (2D) dimensionality.
When one is concerned with microscopic or nanoscopic phases, such as nanodots,

nanowires and nanotubes, the surface area to volume ratio, As∕V increases considerably, as
does the ratio R of the number of atoms at the surface to those in the bulk (see Table 1.1),
with reduction in size of the crystallite phase. This has a significant impact on the physical
and chemical properties of the phase itself and of its surface, enhancing in particular its
chemical reactivity, but also other properties of relevant importance in semiconductor
physics, such as the distribution and electrical activity of dopant impurities.
A phase may be gaseous, liquid or solid. In extreme conditions it could be stable in a

plasma configuration, consisting of a mixture of electrons and ionized atoms/molecules. A
phase is condensed when its aggregation state is that of a liquid or a solid material.

The thermodynamic state of a system is defined by specifying the minimum set of mea-
surable properties needed for all the remaining properties to be fully determined. Properties
which do not depend on mass (e.g. P,T) are called intensive. Those depending on mass (i.e.
on composition) are called extensive.
A critical thermodynamic state of a system is its equilibrium state. It represents the con-

dition where the system sits in a state of minimum energy and there are no spontaneous
changes in any of its properties.
For a system consisting of a single, homogeneous multicomponent phase it is possible

to define its thermodynamic state using thermodynamic functions (e.g. the internal energy
U, the Helmholtz free energy F, the Gibbs free energy G, the entropy S and the chemi-
cal potential 𝜇), whose values depend on macroscopic parameters, such as the hydrostatic
pressure P, the absolute temperature T and the composition, this last given conventionally
in terms of the atomic fraction of the components xi =

ni∑
i
ni
, ni being the number of atoms

of i-type.

Table 1.1 Cell size dependence of the surface to volume ratio (As/V) and of the ratio R of
atoms sitting at the surface vs those sitting in the volume, for a cubic crystal having an atomic
density of 1021 cm−3

Cell edge
length (nm)

Volume
(nm3)

Surface
area (nm2)

As∕V
(nm−1)

Atoms in the
volume (NV)

Atoms at the
surface (Ns)

R = Ns∕Nv

107 1021 6 ⋅ 1014 6 ⋅ 10−7 1021 6 ⋅ 1014 6 ⋅ 10−7

105 1015 6 ⋅ 1010 6 ⋅ 10−5 1015 6 ⋅ 1010 6 ⋅ 10−5

104 1012 6 ⋅ 108 6 ⋅ 10−4 1012 6 ⋅ 108 6 ⋅ 10−4

103 109 6 ⋅ 106 6 ⋅ 10−3 109 6 ⋅ 106 6 ⋅ 10−3

102 106 6 ⋅ 104 6 ⋅ 10−2 106 6 ⋅ 104 6 ⋅ 10−2

For Ge and Si the actual values of atomic densities are 4.42 ⋅ 1022 and 5 ⋅ 1022 (cm−3).
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A system is said to be inmechanical equilibriumwhen there are no unbalanced mechan-
ical forces within the system and between the system and its surrounding. The system is
also said to be in mechanical equilibrium when the pressure P throughout the system and
between the system and the environment is the same. This condition is typical of the liquid
state but not of the solid state unless internal mechanical stresses are fully relaxed.
Two systems are said to be in mechanical equilibrium with each other when their pres-

sures are the same.
A system is said to be in chemical equilibrium when there are no chemical reactions

going on within the system or they are fully balanced, such that there is no transfer of
matter from one part of the system to another due to a composition gradient. Two systems
are said to be in chemical equilibrium with each other when the chemical potentials of their
components are the same. A definition of the chemical potential will be given below.
When the temperature T of the system is uniform and not changing inside the system, the

system is said to be in thermal equilibrium. Two systems are said to be in thermal equilib-
rium with each other when their temperatures are the same. By convention, the temperature
is expressed in degrees Kelvin.
Mechanical equilibrium conditions in a solid phase may be modified by an imbalance

of mechanical forces arising from the presence of thermal or composition gradients and of
lattice misfits. This imbalance is the driving force for the migration of point defects and for
the formation of extended defects during crystallization processes from a liquid phase or a
vapour phase and during heteroepitaxial depositions, as will be shown in Chapter 4.
We call transformation any change of the structural, physical and chemical properties

of a system and, therefore, of its thermodynamic state, induced by the work w carried out
on it by external mechanical, thermal, chemical, magnetic or electromagnetic forces, that
is as the result of interaction of the system with the ambient.
To deal properly with the properties of a transformation it is necessary to know whether

it is uniquely driven by mechanical forces, or by thermal, chemical, magnetic or electro-
magnetic ones.
The definition of a thermally insulated system, originally associated to a system imper-

vious to any exchange of heat, should be extended to the case of systems impervious to
exchanges of any kind of energy of non-mechanical nature with an external system (its
environment), which behaves as the source or the sink of non-mechanical energy.
In the rest of this chapter heat is identified with the electromagnetic energy emitted by

a specific radiation source (the flame of a combustion process, the hot filament of a light
bulb, the surface of a star, a light emitting diode (LED) or a laser), which emits a broad- or
line-like spectrum of radiations, depending on the physics of the emission process. Thermal
sources behave as black bodies and the property of their spectrum is described by Planck’s
radiation law

E𝜆 = 8πhc
𝜆5(e(hc∕𝜆kT) − 1)

(1.1)

where E𝜆 is the emitted energy per unit volume, h is the Planck constant (6.626 ×
10−34 J s), 𝜆 is the wavelength and c is the speed of light (3 × 108 m s−1).

The black body radiation spectra for different black body temperatures are displayed in
Figure 1.1.
As conventional hot filament light bulbs operate with a maximum colour temper-

ature around 3500K, their emission occurs almost entirely in the infrared, with a
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Figure 1.1 Black body radiation curves. earthguide.ucsd.edu

fraction not larger than 5% in the visible. This condition grants huge advantages to
semiconductor-based SSL devices, whose monochromatic light emission depends on
the energy gap Eg of the semiconductor used as the active substrate for quantum device
applications which will be discussed later in this section.
By definition, a transformation which occurs without any input or output of heat is

defined as adiabatic.
In this context, the work carried out by the system or supplied to the system is directly

related to the variation in its internal energy U

ΔU = ±w (1.2)

An isothermal transformation, however, occurs when the temperature of the system
remains constant during the transformation.
Important examples of isothermal transformations are the changes of phase associated

with solidification, melting, vaporization and sublimation or phase transitions of systems
crystallizing in phases of different structure, as we will see later in this chapter.
In this last case, the system consists of two phases in thermodynamic equilibrium at the

transformation temperature, any heat exchange from/with an external source/sink merely
serves to modify the mass ratio of the two phases.
For a generic process involving a system that adsorbs heat from an external source and

delivers work, the following equation holds for the variation of the internal energy U of the
system

ΔU = −w + q (1.3)

where q is the energy absorbed as heat, w is the supplied work and ΔU = U2 − U1 is the
difference in the internal energy of the system.
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Heat can be converted to mechanical work using a transfer fluid (liquid, gas or vapour)
and operating a thermodynamic cycle (e.g. a Carnot cycle), whose maximum efficiency 𝜂

is given by the second law of thermodynamics

𝜂 =
Wout

Win
=

Ts − Ta
Ts

(1.4)

where Wout and Win are the output and input power, respectively, Ts is the temperature of
the source and Ta is the temperature of a sink which dissipates the excess heat not converted
to work.
As semiconductor-based devices play a crucial role in harvesting light and transforming

it into electrical energy or emitting light as a result of a supply of electrical work, it is
interesting to examine here these processes from the viewpoint of thermodynamics.
The electromagnetic energy of a radiation can be directly transformed into energy/work

without making use of a transfer fluid using, for example, a semiconductor-based single-
or multiple-junction device, where light is converted into electrical work qV , where q is
the charge and V is the tension.1

Conversely, the electrical work qV supplied by polarizing an n–p junction fabricated on
a direct gap semiconductor can be converted into the energy of a beam of monochromatic
light. In fact, upon excitation, a fraction 𝜀 = ℏ𝜈

kT
𝜂EQE of the generated free electrons and

holes, where 𝜂EQE is the quantum efficiency of the process, relaxes by radiative recombi-
nation and generates a beam of photons with energy ℏ𝜈 = Eg, where Eg is the energy gap
of the semiconductor. In principle, this process could occur with a theoretical 100% effi-
ciency, as it is submitted only to the restrictions of the first principle of thermodynamics
[11]. The second law of thermodynamics provides, instead, an upper limit to the theoretical
efficiency of a direct transformation of the light adsorbed by a semiconducting material into
electrical work qV, occurring through the recombination of the generated free electrons and
holes in an external circuit.
In this case, if the radiation is that of a black body at a temperature T , as is the case of

the light emitted by the sun, the efficiency of a solar cell is again ruled by the temperature
of the source Ts and that of the substrate Ta, which behaves as a selective light absorber
for light photons with energy ℏ𝜈 ≥ Eg and dissipates the light not converted into energy
as heat.
This upper theoretical limit cannot be reached by a single junction solar cell because

only the photons of the incident light beam having an energy ℏ𝜈 ≥ Eg are absorbed and
excite electrons from the valence to the conduction band.
According to Shockley and Queisser [12], the variables on which the efficiency of a

single junction semiconductor-based light converter depends are: the temperature of the
sun Ts

kTs = qVs (1.5)

the temperature of the solar cell Tc
kTc = qVc (1.6)

1 It is not the author’s intention to deal here with the physics of solar cells or of solid state light emitters, but only to discuss the
behaviour of these devices with respect to the second law of thermodynamics.
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and the energy gap of the absorber

Eg = ℏvg = qVg (1.7)

so that the efficiency of the device involves only the two ratios

xg =
Eg

kTs
(1.8)

and xc =
Tc
Ts

(1.9)

but depends also on the probability ts that a photon of energy ℏ𝜈 ≥ Eg would produce an
electron–hole pair and on a geometrical factor 𝜁 related to the angle of incidence of the
light on the surface of the device.
The ultimate efficiency is given by the equation

𝜂(xg, xa, ts, 𝜉) =
qV

Win
(1.10)

where the product qV is the maximum electrical power output of the device and Win is
the power (in watts) of the incident radiation. If the light source emits, instead, a beam
of monochromatic light of energy ℏ𝜈′ and the absorber has an energy gap Eg = ℏ𝜈′, the
system obeys only the first law and the maximum theoretical conversion efficiency should
be 100%, as the electrical work qV corresponds to the variation of the internal energy of
the system.
Other important kinds of transformation involve chemical forces, which drive matter

fluxes among neighbouring phases of different structure and chemical composition. These
transformations may by reversible or irreversible, and the latter ones are the concern of the
thermodynamics of irreversible processes [13]. Most of the modern growth processes, such
as physical vapour deposition (PVD), the chemical vapour deposition (CVD), atomic layer
deposition (ALD) and metal-organic chemical vapour deposition (MO-CVD), which will
be discussed in Chapter 4, belong to this kind of chemical processes. The systems involved
in these processes are open systems.

1.3 Phases and Their Properties

1.3.1 Structural Order of a Phase

The properties of a phase are determined by its short- and long-range order and by its
macroscopic and microscopic composition. While only short-range order is present in liq-
uid phases, short- and long-range order is present in crystalline phases. In liquid and solid
phases the short-range order can be investigated by extendedX-ray absorption fine structure
(EXAFS) spectroscopy [14–19].
Long-range order is investigated by diffraction experiments using X-rays, electrons

or neutrons of adequate energy h𝜈 or wavelength 𝜆, while high resolution transmis-
sion electron microscopy (HRTEM) directly reveals short- and long-range order with
sub-nanometric resolution.
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Today, knowledge of local composition is an additional, crucial requirement in meso-
scopic and nanoscopic applications of semiconductors. Depending on the detection range
and on the chemical sensitivity required, X-ray fluorescence (XRF), infrared spectroscopy
(IRS), Scanning Ion mass spectroscopy (SIMS, both time of flight (TOF)-SIMS and
dynamic SIMS), Raman spectroscopy, energy dispersive X-ray spectroscopy (EDS),
field-emission Auger electron spectroscopy (FE-AES), electron energy loss spectroscopy
(EELS) and atom probe tomography (APT) may be used [20–24], with local resolutions
ranging from a few micrometres for Fourier transform infrared (FTIR) to sub-nanometres
for APT and a detection sensitivity down to 100 ppt for dynamic SIMS.
To get information simultaneously on local structure and composition, APT is partic-

ularly suited, as it allows both atomic range structural resolution and excellent chemical
selectivity for the study of local order [25]. Figure 1.2 shows an interesting example of the
application of APT to Ge-Sn alloys which will be discussed in Section 1.7.
A phase may consist of a single crystal or a polycrystalline aggregate. The crystalline

materials found in nature, with several exceptions, consist mainly of polycrystalline
aggregates, where the single crystallite size may vary from a few micrometres to several
centimetres. The size- and orientation-distribution of the crystallites in a natural polycrys-
talline matrix is generally disordered. The interfaces between crystallites are called grain
boundaries (GBs).
Synthetic crystals can be grown as single-crystalline or polycrystalline ingots, or as thick

or thin polycrystalline or amorphous films, as will be shown in Chapter 4. Synthetic poly-
crystalline ingots can present a disordered or an ordered microstructure, depending on the
growth process adopted.
GBs in natural and synthetic polycrystalline semiconductor materials (see Figure 1.3)

are characterized by conditions of local disorder and electrical activity, associated with the

1 nm

GeSnAtom position

GeSnAtom position

Figure 1.2 Atom probe tomography of a Ge-Sn alloy sample: lattice planes lie in the <111>
direction. Distance between the <111> planes for this sample is 0.377 nm. Kumar et al., 2012,
[24]. Reproduced with permission from John Wiley & Sons, Ltd
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C = 2.78%

Figure 1.3 (a) Scanning electron microscopy (SEM) micrography of a multicrystalline silicon
sample. (b) Light beam induced current (LBIC) image of the electrical activity of GBs associated
with recombination of minority carriers minority carriers recombination
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Figure 1.4 Impurity segregation patterns in multicrystalline silicon, localized by synchrotron
X-ray measurements. Buonassisi et al., 2006, [28] Reproduced with permission from JohnWiley
& Sons, Ltd

presence of dislocations, distorted or broken (dangling) bonds and impurities segregated
on them as individual species, precipitates or microprecipitates. SIMS, APT [26], X-ray
absorption microspectroscopy (μ-XAS) [27] and X-rays microfluorescence (Figure 1.4)
[28–31] are the main tools for direct impurity localization on GBs in semiconductors.
One can see in Figure 1.4 that Ni and Cu impurities segregate in correspondence to a GB

(the solid line in the figure), Fe segregates both at the GB and in the bulk and Ti segregates
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elsewhere rather than at the GB. This is already an indication that segregation of impurities
at a GB is dominated by selective interactions depending on the chemical nature of the
impurity.This will be discussed further in Chapters 2 and 3.
A phase may consist of a single or multiple components. Homogeneous multicomponent

solid phases may be stable as a solution or consist of stoichiometric or non-stoichiometric
compounds. In both cases, the chemical composition of a phase in thermodynamic equilib-
rium should be microscopically, or at least mesoscopically, homogeneous. Solid solutions
of semiconductors are conventionally called alloys, as in the case of metallic alloys.
The solvent and the solutes, respectively, are the components which are present in larger

and smaller amount, respectively, in a homogeneous solution. Solutions are discussed in
terms of ideality or non-ideality of their thermodynamic behaviour.
Ideal solution behaviour, which will be discussed in Section 1.6 and occurs very rarely

in semiconductor alloys, is accomplished when the components do not interact chemically
with each other and distribute randomly in the condensed phase, giving rise to a compo-
sitional disorder. Deviations from the ideal behaviour are also discussed in Section 1.6 in
the frame of the most recent applications of the regular solution approach [32] and of the
generalized quasichemical approximations (QCAs) [33, 34].
The solution is of the substitutional-type when the solute atoms replace the solvent atoms

in their stable lattice positions, as is the case for the solution of Ge, Al, B, Ga, P in Si.
The solution is of the interstitial-type when the solutes enter in interstitial positions of

the lattice. This is the case for transition metals (TMs), carbon and oxygen in Si and Ge.
Several impurities in elemental or compound semiconductors, however, may enter in

both lattice and interstitial positions, behaving as substitutional and interstitial species. An
additional possibility is present in compound semiconductors, where impurities may share
occupancy in both sublattices.
Solutes which, added in trace amounts, as is the case of B, P, Sb, Ga, As in Si, mod-

ify the carrier concentration in the semiconductor are conventionally called dopants. The
impurity/dopant content is generally reported in terms of atoms cm−3, parts per million
by weight (ppmw) or in parts per million atoms (ppma). As the concentration of dopants
and impurities in semiconductors is directly correlated with the concentration of the cor-
responding shallow and deep levels, the best concentration notation is that expressed in
atoms cm−3.
Solutions of two different compounds, such as the solutions of alkali halides, alkali earth

oxides or the III–V and II–VI compounds, could be considered pseudo-binary when the
content of one of the components is invariant towards the composition changes of the other
components.
A solution may be stable and homogeneous in a limited range of concentration or in a

continuous range of compositions. A solution of different elemental or compound semi-
conductors is called a multicomponent alloy.
In the case of ionic solids forming a continuous series of substitutional solid solutions,

Vegard [35] observed that often the effective lattice constants change linearly with the
solute concentration, expressed in terms of atomic fraction, with a lawwhich took his name

aoAxB(1−x)
= xaoA + (1 − x)aoB (1.11)

(where aoAxB(1−x)
is the lattice constant of the solution for a certain value of x and aoA and

aoB are the lattice constants of the pure components). In spite of many experimental and
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theoretical proofs which show that this empirical law is very rarely followed, ideal solid
solution formation in semiconductors has often been correlated in the literature on their
accomplishment with Vegard’s law.
As will be discussed in detail in Chapter 2, solid solution formation may involve the

additional presence of point defects [36–39].
This is the case for ionic and compound semiconductors, when aliovalent dopants are

added to favour the ionic conductivity or to induce a p-type or n-type carrier excess, as
occurs when AlN is doped with Mg2N3

MgN1,5 → MgAl + 1.5 NN + 0.5 VAl (1.12)

where MgAl is a Mg atom in an Al-lattice site, behaving as an acceptor, NN is a nitrogen
atom in a regular lattice position and VAl is an aluminium vacancy.2

Amorphous solids (and glasses) exhibit the absence of long-range order and the
presence of distorted and broken bonds: they might be conceived as metastable phases
because they transform spontaneously in crystalline phases under suitable activation of
the transformation.

1.4 Equations of State of Thermodynamic Systems

1.4.1 Thermodynamic Transformations and Functions of State

The properties of a thermodynamic system are described using equations of state that
account for the dependence of a specific property of the system, such as its internal energy
U, on the external variables and take the general form

f (P,V , … T) = 0 (1.13)

A well known equation of state is that of ideal gases, written as

PV = RT (1.14)

where R is the gas constant
Any transformation of a thermodynamic system from a generic state 1 to a generic state 2

is quantitatively accounted for by the corresponding changes in the function of state X
which better describes the thermodynamic state of that system in the state 1 and in the
state 2.
A specific character of a function of state X is that its change ΔX1–2 when the system

passes from a state 1 to a state 2 must be independent of the path followed passing from
1 to 2.
Figure 1.5 shows such a change of state in a PV diagram, where X1 = P1V1 and

X2 = P2V2.
A is well known, the functions which have this property are the internal energy U, the

enthalpy H, the entropy S, the Helmoltz free energy F and the Gibbs free energy G.

2 The Kröger and Vink notation [40] for defects in solids will be used throughout this book.
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1

2
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Figure 1.5 Two possible paths for the transformation of the system from state 1 to state 2 and
vice versa

As it is experimentally impossible, although theoretically feasible, to define the absolute
value of a function of state, it is common practice to define an arbitrary standard reference
state, to which all changes associated with a transformation refer.
Thermodynamic transformations may be carried out reversibly or irreversibly.

Reversible transformations are carried out along a continuous, formally infinite series of
intermediate equilibrium states, each of them presenting a negligible energy difference
from the neighbouring ones. Such types of transformations are invariant with respect to
time and are fully deterministic. This condition allows one to bring a system from its
initial state 1 to the final state 2, and to bring it back to the initial state 1 without hysteresis
effects.
It should be noted that the transformations of real systems seldom follow full reversibility

conditions, for various chemical, physical and structural reasons. The value of this proce-
dure, however, rests in the fact that it allows calculation of the maximum work done by a
transformation or the minimum work needed to induce the transformation.

1.4.2 Work Associated with a Transformation, Entropy and Free Energy

Every change in the thermodynamic state of a system is associated with an exchange of
energy, and in particular of heat q and work wwith the environment or with a neighbouring
phase.
Like work, heat is not a function of state, because the amount of heat exchanged or

supplied in any kind of transformation depends on the path followed in the transformation.
The infinitesimal change of internal energy dU associated with a reversible stage of a

transformation is the sum of a mechanical work term and a heat term

dU = 𝛿w + 𝛿q (1.15)

where the partial derivative notation for the heat and work terms shows that the values of
𝛿q and 𝛿w in the transformation depend on the route followed along the transformation.
In a closed cycle ∮ dU = 0 and thus 𝛿q = −𝛿w.
The work, here, is formally associated with a volumetric expansion or contraction of the

system and is given by the integral

w = ∫
2

1
pdV (1.16)
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Thus, the total variation of internal energy of the system is given by the sum

ΔU = ∫
2

1
dq ± ∫

2

1
pdV = T∫

2

1

dq
T

± ∫
2

1
pdV (1.17)

where T is the absolute temperature.
The value of the integral ∫ 2

1 pdV , for an isothermal expansion/compression of an
ideal gas

∫
2

1
pdV = RT∫

2

1

dV
V

= RTln
V2

V1
(1.18)

depends only on the values V2 and V1 of the final and initial states and represents the
maximum work done by the system or, changing the sign, the minimum work needed to
carry out the transformation.
Furthermore, the value of the integral ∫ 2

1
dq
T
relative to a reversible transformation from

state 1 to 2 at constant temperature T , is independent of the path followed, depending only
on the states 1 and 2 and allows definition of a new function of state S

∫
2

1

dq
T

=
q2
T

−
q1
T

= S2 − S1 = ΔS (1.19)

which is the entropy.
According to Eq. (1.17)

ΔU = TΔS + RTln
V2

V1
(1.20)

It must be emphasized here that only the variation ΔU of the internal energy associated
with a transformation is thermodynamically well defined and measurable. The complete
definition ofU for a specific systemwould require, in fact, an arbitrary definition of its state
of zero energy. Once this reference state is fixed, any other state is univocally determined.
It is then useful to define another function of state, the Helmholtz free energy F, whose

change ΔF = RT lnV2
V1

is a measure of the maximum (here mechanical) work done by the
system in isothermal conditions.
We have, therefore, for a reversible transformation, that

ΔF = ΔU–TΔS (1.21)

It should bementioned thatU, S andF are extensive properties of the system: it is, therefore,
common practice to account for them in terms of unit of mass or mole.
Another thermodynamic function isG, the Gibbs free energy, whose variation is defined

as the sum
ΔG = ΔU − TΔS + PΔV (1.22)

where the PΔV term is a measure of the work carried out on the system to pass from an
initial volume Vo to the final volume V during a composition change or an isobaric and
isothermal transformation. Typical examples of processes involving a volume change are
chemical reactions, the sublimation of solids and a number of solid state phase transforma-
tions, as is the case of silicon dioxide (i.e. silica) (see Table 1.2)
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Table 1.2 Density and crystal structure of silica polymorphs

Phase Structure Density (g cm−3) Temperature (∘C) Pressure (MPa)

β-Cristobalite Cubic 2.33 >1470 —
β-Tridymite Hexagonal 2.28 >870 —
β-Quartz Hexagonal 2.53 >570 —
α-Quartz Rhombohedral 2.65 <570 —
Coesithe Monoclinic 2.93 — >2000
Stishovite Tetragonal 4.30 — >8000

The definition of G allows also the definition of enthalpy H, by means of the equation

ΔH = ΔU + PΔV (1.23)

Because in semiconductor alloys the volume dependence on composition is often negligi-
ble, the Helmoltz free energy F is interchangeable with the Gibbs free energy [33].
The standard thermodynamic properties of inorganic and organic solids3 are tabulated

in the CRC Handbook of Chemistry and Physics [41]. An entry value of 0.00 for ΔH or
ΔG for an element indicates the reference state of the element.

1.4.3 Chemical Potentials

The transformations discussed so far occur in the absence of matter exchanges. Of spe-
cial relevance are, however, the transformations, or processes, which involve mass transfer
within neighbouring phases of different structure and composition, and which occur in the
vast majority of chemical and physical processes used in the technology of materials of
current use.
To quantify the variation of the internal energy of a homogeneous phase associated with a

defined amount ofmass exchange, it is convenient to use a new function, called the chemical
potential 𝜇i

𝜇i =
(
dU
dni

)
S,V , ni

(1.24)

which accounts for the variation of the internal energy of a phase consisting of a solution
of j components, when only its i-content changes by an infinitesimal amount dni.

Therefore, the total change in the internal energy of a homogeneous phase associated
with an infinitesimal composition change dn of all its components is given by:

dU = TdS − PdV +
∑
i

𝜇idni (1.25)

Given the definition of the Gibbs free energy (see Eq. (1.22)), we have also

dG =
∑
i

𝜇idni (1.26)

3 The temperature dependence of thermodynamic functions may be found in the NIST-JANAF Thermochemical Tables, making
reference to their standard conditions, corresponding to an absolute temperature of 298.15K and a pressure of 1 atm or 101.3 kPa.
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In a system consisting of only one component, Eq. (1.26) reads

𝜇i =
(
dG
dni

)
T ,P

(1.27)

and
Go
i = 𝜇ì (1.28)

where the chemical potential 𝜇i takes the value of the molar free energyGo
i of the species i.

Let us now denote by
(

dG
dn1

)
α→β

the work needed to transfer an infinitesimal amount

dni of the species i from the phase α to the phase β and by
(

dG
dn1

)
β→α

the work needed to

transfer the same infinitesimal amount of mass dni from the phase β to the phase α, at the
equilibrium coexistence temperature Tα.β in the absence of any change of the concentration
of the other species in both α and β.
To maintain the system in full equilibrium conditions during and after the transformation

(dG = 0) (
dG
dni

)
a→β

=
(
dG
dni

)
β→α

(1.29)

and
𝜇α
i = 𝜇

β
i (1.30)

The equilibrium between phases of different composition is, therefore, given by a set of
equations (1.30) for each j component of the solution. The relationship between 𝜇i and the
composition will be given in Section 1.5.

1.4.4 Free Energy and Entropy of Spontaneous Processes

Let us now consider a thermally isolated system consisting, as before, of an intimate mix-
ture of two phases α and β of identical composition in mutual equilibrium.

It holds, therefore, in equilibrium conditions

Tα = Tβ;Gα = Gβ (1.31)

and
S = Sα + Sβ (1.32)

if the two phases maintain their original integrity during and after the mass transfer process.
Let us suppose, instead, that the two phases are at different temperatures

Tα > Tβ (1.33)

In this case a heat flux4 𝛷q =
dq
dt

(where t is the time) would spontaneously flow from α to
β until Tα = Tβ. Consequently, we will have a change of entropy of each of the two phases

4 Heat fluxes may involve conduction, convection and radiation.
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dSα = −
(

dq
Tα

)
and dSβ =

(
dq
Tβ

)
and a variation of entropy dS of the system

dS = −
(
dq
Tα

)
+
(
dq
Tβ

)
= dq

(
1
Tβ

− 1
Tα

)
> 0 (1.34)

Therefore, dS> 0 for a spontaneous process. We expect, similarly, that dF < 0 and dG < 0
for a spontaneous process.

1.4.5 Effect of Pressure on Phase Transformations, Polymorphs/Polytypes
Formation and Their Thermodynamic Stability

Knowledge of the effects of an applied gas or hydrostatic pressure on the properties and the
stability of a phase has important technological outcomes, as it may allow, as a not exclu-
sive example, the synthesis of materials outside conventional temperature and pressure
conditions, where their preparation would be challenging or impossible.
As an example, the equilibrium vapour pressure or the decomposition pressure of phos-

phide, arsenide and nitride alloys may be so high at their growth temperatures (even well
below themelting point) as to induce partial or full decomposition of thematerial or/and the
onset of non-stoichiometry. This would make their growth as bulk single crystal or single
crystalline- or polycrystalline-thin films very challenging, unless the applied gas pressure
is sufficiently high to prevent the decomposition.
Meanwhile, an understanding of the effects of a mechanical strain, arising from external

or internal sources of stress, on the properties of a material, is important in order to optimize
its growth or deposition processes and to accomplish for the presence of extended defects.
A typical, but not exclusive example is the dislocation generation induced by lattice mis-
match, occurring in the heteroepitaxial deposition processes which will be discussed in
Chapter 4.
As a further example, the combined effect of temperature and applied pressure may

induce a sequence of phase transformations in elemental or compound semiconductors. In
this section we will deal with the effects of an externally applied hydrostatic pressure on the
equilibrium transformation temperatures of liquid/solid systems and of solid/solid systems,
leaving the analysis of the effects of internal mechanical stresses on defect generation to
later chapters.
The effect of the applied pressure on the melting temperature Tf and the molar volume

of a number of model systems, including Ge and Si, is reported in Table 1.3 [42, 43], while
Table 1.4 reports the value of the critical pressure at which typical phase transformations
of alkali halides and oxides occur.
Pressure-induced phase transformations in silicon and germanium were studied by

Bundy [44], who showed a transition from semiconductor to metallic character in both
cases, although the silicon transition was more sluggish. In the case of silicon this
transition occurs at 10–13GPa and is associated with a volume decrease of 22%. Diamond
anvil cell and micro- and nano-indentation experiments showed the formation of at least
12 different silicon polymorphs following the application of increasing pressures [45].
Other examples can be found within compound semiconductors (see Section 1.7), as is the
case of GaAs, which crystallizes in the cubic zinc blende structure at ambient pressures
but undergoes a transition to at least two orthorombic structures, the first of which occurs
at 12 ± 1.5GPa at 300K [46]. CdS, CdSe and ZnS, eventually, show unique behaviour
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Table 1.3 Effect of the applied hydrostatic pressure on the melting temperature of model
systems

Material Tf(K) ΔfH (kJ mol−1) ΔVm(cm3 mol−1) ΔTcalc (0.9 GPa) ΔTexp (0.9 GPa)

H2O 273.2 6.012 −1.6308 −7.5 −7.4
Sn 505 7.03 (white tin) +0.4617 +3.4 3.28
Bi 544.7 11.3 −0.7147 −3.56 −3.10
Si [42] 1687 50.21 −6.767 −20.46 900 (10 GPa)
Ge 1211.4 34.7 −20.121 −78.048 —
Al [43] 933.47 10.71 +7.473 +58.62 1500 (10 GPa)

Adapated from Soma and Matsuo, 1982, [42] and from Hänström and Lazor, 2000, [43].

Table 1.4 Critical phase transformation pressures for a number of model systems

Material Phase transformation Pc (GPa) ΔVmα→β(cm3 mol−1) ΔHα→β(kJ mol−1)

KCl NaCl → CsCl 1.96 −4.11 8.03
KBr NaCl → CsCl 1.80 −4.17 7.65
RbCl NaCl → CsCl 0.57 −6.95 3.39
ZnO Wurtzite → NaCl 8.86 −2.55 19.23
SiO2 Quartz → coesite 1.88 −2.0 2.93
SiO2 Coesite → stishovite 9.31 −6.6 52.27

in view of their wurtzite–zinc blende transformations which resemble quasi-equilibrium
conditions.
An even more important case of polymorphism for its relevance to material applications

is that exhibited by carbon and silicon carbide, which will be discussed in Section 1.7. The
polymorphism of silicon carbide, with its more than 200 different polymorphs, falls into
the category of polytypism, as each different polymorph can be regarded as built up by
stacking layers of (nearly) identical structure and composition, and the difference lies only
in their stacking sequence. Polytypism is, therefore, a special case of polymorphism where
the two-dimensional translations within the layers are essentially preserved [47].
While the evaluation of the critical pressure at which a structural phase transformation

occurs may be obtained by ab initio or molecular dynamics (MD) computations, the effect
of the pressure on the phase transformation temperature Tα→β of a generic material may be
deduced by the Clausius–Clapeyron equation

dP
dT

=
ΔHα→β

Tα→βΔVα→β
(1.35)

where ΔHα−β is the enthalpy of the α → β transformation, Tα−β is the equilibrium
transformation temperature and ΔVα−β is the volume change associated with the α → β
transformation.
Equation (1.35) could also be written

dTα→β =
Tα→βΔVα→β

ΔHα→β
dP (1.36)

for the change in the transformation temperature as a function of pressure.
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Figure 1.6 Effect of the pressure on the melting point of iron. Luo et al., 2011, [48]. Repro-
duced with permisssion from American Chemical Society

If both the ΔHα−β and ΔVα−β terms are taken as independent of both temperature and
pressure, a linear increase or decrease of the melting temperature is expected with increase
in the applied pressure, depending on whether there is a volume contraction or expansion
on melting, as shown in Table 1.3.
The melting temperature, therefore, increases with the applied pressure in the case of

metals, see Figures 1.6 and 1.7, and decreases in semiconductors, see Figure 1.8 for the
typical case of silicon, because, almost systematically, there is, on freezing, a volume con-
traction in metals and a volume expansion in elemental semiconductors [43, 48–50]. As the
Clapeyron equation has been deduced for conditions very close to the equilibrium melt-
ing temperature To

α−β, we might expect sensible deviations from the linearity at elevated
pressures, as is, in fact, shown in Figures 1.6–1.8.
The validity of the Clapeyron equation may be, however, extended to a wider pressure

and temperature range once the pressure and temperature dependence of the ΔHα−β and
ΔVα−β terms are known or could be calculated.
A critical role is expected to be played by theΔVα−β term in Eqs. (1.35) and (1.36), which

is related to the effect of the applied pressure on the density of the two phases in equilibrium.
Density should decrease in absolute value with increase in the applied pressure, that is with
increase in the mechanical deformation. Figure 1.9 shows, as an example, the calculated
strong decrease of the atomic volume of hexagonal close packed (HCP) solid iron with
increase in pressure, which is associated with a decrease in the ΔVα−β term value from
0.16 cm3 mol−1 at atmospheric pressure to 0.10 cm3 mol−1 at 250GPa [48].

The effect of volume changes on the melting temperature is phenomenologically taken
into account by the Lindeman equation [51] in its integrated form [43]

Tm = To
m

(
VTm

Vo
Tm

) 2
3

exp

[
2𝛾o

q

(
1 −

VTm

Vo
Tm

)q]
(1.37)
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Figure 1.7 Experimental and calculated melting temperatures of aluminium under high pres-
sure. Hänström & Lazor, 2000, [43]. Reproduced with permisssion from Elsevier
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Figure 1.8 Effect of the pressure on the melting point of silicon (the effect of crystallite size
is also shown). Yang et al., 2003, [49]. Reproduced with permisssion from Institute of Physics
and Q. Jiang

where 𝛾 = 𝛾o
(

VTm
Vo
Tm

)q

, Vo
Tm

is the molar volume at the onset of linearity deviations, VTm
is

the molar volume at the experimental melting temperature, To
m is the melting temperature

in correspondence to Vo
Tm

and q is the volume dependence for 𝛾 , often taken equal to 1.
The Lindeman equation has been successfully applied to fit the experimental points of

Figure 1.7 for the case of Al, where Vo
Tm

is the experimental molar volume of Al at 100 kPa,
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Figure 1.9 Atomic volume of iron as a function of the applied pressure. Luo et al., 2011, [48].
Reproduced with permisssion from American Chemical Society

VTm
is the experimental molar volume of Al at the melting temperature under pressure, To

m
is the melting temperature of Al at 933K and 100 kPa and q is taken equal to 1 [43].
Alternatively, when the data concerning the pressure dependence of the melting temper-

ature of a material are known experimentally they could be satisfactorily fitted, as was done
for the case of Al, see again Figure 1.7, using the empirical Simon’s melting equation:

Tm = To
m

(P
A
+ 1

)
B (1.38)

where To
m is the experimental value of the melting temperature of Al at 100 kPa and A and

B are fitting parameters, treating aluminium as an harmonic Debye solid.
It is important to remark here that, different from the past, there is a growing research

interest today concerning the behaviour of metals and semiconductors under elevated pres-
sures. Independently of the advances in the understanding of their basic physico-chemical
behaviour, knowledge of the effect of the hydrostatic pressure on the melting temperature
is important for the optimization of growth and further thermal processes of high tempera-
ture melting or highly corrosive semiconductor materials. In several cases a decrease in the
melting temperature might permit the use of cheaper crucibles or reduce corrosion effects
which are more detrimental as the operational temperatures increase, as well as reducing
energy costs. This would be the case for silicon, for which the growth of single crystalline or
multicrystalline ingots could be carried out at about 1000K at 10GPa instead of at 1685K
at ambient pressure. Diamond is a limiting case, as will be seen in Section 1.7.6, where
temperatures of several thousand degrees K and pressures of 1000GPa might be obtained
by shock waves [52].
The growing interest in pressure effects on the melting temperatures of metals and

semiconductors is demonstrated by a number of recent theoretical studies [42, 49, 53–56]
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dedicated to the melting behaviour of face centred cubic (FCC) metals, semiconductors
and semiconductor alloys under pressure.
All these studies are based on the application of a variant of the Lindeman’s melt-

ing law [51] which postulates that the melting process in FCC solids occurs when the
root-mean-square displacement, ⟨u2⟩1∕2 of the lattice vibrations reaches a critical fraction
xm of the nearest-neighbour distance and that this critical fraction is assumed to be the
same for all crystalline solids. It was, however, shown that in various cubic metals and
alkali halides this fraction was actually not constant. A better account with the experimen-
tal data is obtained [54] by assuming as the critical fraction xm for melting the ratio of
twice the root-mean-square displacement ⟨u2⟩1∕2, at the melting temperature, Tm, to the
nearest-neighbour distance, R1 = (21∕2 a)∕2, given by

xm =
⟨u2⟩1∕2
R1

(1.39)

Considering, further, the pressure dependence of themean square displacement, ⟨u2⟩ and
of the nearest-neighbour distance, R1, and assuming as before xm as the melting criterion,
it is possible to estimate the pressure effect on the melting temperature Tm when both the
following relations are simultaneously satisfied

xm =
⟨u2⟩1∕2Tm,P

R1(P)
(1.40)

R1(P) =
[
𝛺 (P)
𝛺o

]
R1(𝛺o) (1.41)

where 𝛺o and 𝛺(P) are the crystal volumes under atmospheric pressure and under a
pressure P, respectively, and R1(𝛺o) is the nearest-neighbour distance at atmospheric
pressure.
The comparison between the experimental and calculated values is reported in

Figure 1.10, which shows that the calculated values deviate slightly from the experimental
ones, still exhibiting a linear dependence on the applied pressure.
Among issues not considered here, those concerning the pressure-induced widening of

the solid solubility domains of impurities in silicon and germanium has relevant techno-
logical consequences and will be discussed in Section 1.7.5.

1.4.6 Electrochemical Equilibria and Electrochemical Potentials
of Charged Species

It is a common practice in physical chemistry and solid state physics [7, 9] to discuss the
equilibrium properties of charged species, such as ions, charged point defects or electrons,
between phases of equal or different chemical compositions, like two differently doped
semiconductors or two solutions of electrolytes, using the electrochemical potential 𝜂i
formally defined as

𝜂i
α = 𝜇α

i + ze𝜑α (1.42)

where 𝜇i is the chemical potential of the i species, ze is its charge and 𝜑 is the internal
potential of the phase.
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Figure 1.10 Calculated dependence of the melting point of Al as a function of the pressure
(solid line):○ and • are experimental points. Kagaya et al., [54]. Reproduced with permisssion
from Chapman and Hall)

The condition of equilibrium of a charged species i±z between two phases α and β
requires that

𝜂i
α = 𝜂

β
i (1.43)

and that (𝜑α − 𝜑β) = 0 (1.44)

when the composition of the two neighbouring phases is equal, that is 𝜇i
α = 𝜇

β
i .

The equilibrium condition for a charged species i present in two neighbouring phases α
and β of different chemical compositions still requires that

𝜂i
α = 𝜂

β
i (1.43)

but that a potential drop Δ𝜑 occurs at the α∕β interface

Δ𝜑 = (𝜑β − 𝜑α) =
𝜇i

α − 𝜇
β
i

zF
(1.45)

It is very important to note here that the electrochemical potentials refer to defined
charged species (point defects and electrons in metals and semiconductors, ions in
electrolytes) while the internal potential is a property of the phase. It should be addi-
tionally noted that a difference Δ𝜑 = (𝜑β − 𝜑α) in the internal potential of two phases is
physically defined and directly measurable only if the two phases have identical chemical
composition.
This means that a system where a difference of internal potentials exists should be prop-

erly connected to two electrodes of equal chemical composition to make the difference
Δ𝜑 = (𝜑β − 𝜑α) directly measurable.
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We will discuss in the Appendix a direct application of these concepts when dealing
with the equilibrium conditions occurring in a galvanic chain used to measure the Gibbs
free energy of formation of compound semiconductors.

1.5 Equilibrium Conditions of Multicomponent Systems Which Do Not
React Chemically

For multicomponent systems, the dependence of every thermodynamic function of state or
of every extensive property (as an example the volume and the density) on the composi-
tion is normally expressed in terms of the atomic/molar fraction x1 =

ni∑
i
ni
, where ni is the

number of atoms/moles of the component i.
For heterogeneous mixtures of two phases, each consisting of an elemental component

A or B, and each assumed fully insoluble in the other,5 the Gibbs free energy, like any other
extensive property of the system, is given by the sum

G = xAG
o
A + xBG

o
B = xGo

A + (1 − x)Go
B (1.46)

whereGo
A andGo

B are themolar free energies of the components A and B, at the temperature
of the experiment.
The dotted curve in Figure 1.11 fits the linear dependence of the Gibbs free energy of

the heterogeneous mixture of A and B on composition, according to Eq. (1.46).
In the same figure the hypothetical6 dependence of G on the composition x is reported

for the case of a system exhibiting complete mutual solubility of the components A and
B. Depending on the temperature, the solution will be either liquid or solid. We define
as the free energy of mixing ΔGmix (T ,P, x) the free energy excess associated with the
formation of a solution from the pure elements, whose value is supposed to depend on the
composition, temperature and pressure.
The dependence ofΔGmix (T ,P, x) on the composition at constant temperature and pres-

sure might be formally deduced, starting from the definition of the chemical potential given
by the Eq. (1.27), written for a system of n components.

𝜇i =
(
dG
dni

)
T ,P,n1 … nj

(1.27)

Therefore, the molar free energy Gsoln of a solution is given by the sum

i∑
1

xi𝜇i = Gsoln (1.47)

where the sum is extended to all the components of the solution.
For a binary system we can write for the molar free energy of the solution

Gsoln = xA𝜇A + xB𝜇B (1.48)

5 Full insolubility is not an equilibrium condition, as a limited solubility of A in B and B in A, respectively, increases the ther-
modynamic stability of the phase due to an entropic mixing contribution to the free energy. Instead of pure A and B, we should
therefore use as components A saturated in B and B saturated in A, respectively.
6 The actual shape of the free energy curve depends on the properties of the solution.
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Figure 1.11 Composition dependence of the Gibbs free energy G of a heterogeneous mixture
of the components A and B (dotted curve) and of a solution of A and B (solid curve). Courtesy
of W. Craig Carter, MIT

and derive a relationship between Gsoln and the chemical potentials, for any value of x
between xA = 1 and xB = 1, by writing first

dGsoln = 𝜇AdxA + 𝜇BdxB = (𝜇B−𝜇A)dxB (1.49)

where
xA + xB = 1; xB = 1 − xA; dxA = −dxB (1.50)

It is then possible to write
dGsoln

dxB
= 𝜇B − 𝜇A (1.51)

and

𝜇B = 𝜇A +
dGsoln

dxB
(1.52)

Therefore, from Eq. (1.48)

Gsoln = (1 − xB)𝜇A + xB

[
𝜇A +

(
dG
dxB

)]
= 𝜇A + xB

(
dG
dxB

)
(1.53)

and

𝜇A = Gsoln − xB

(
dGsoln

dxB

)
(1.54)

𝜇B = 𝜇A +
dGsoln

dxB
= Gsoln − xB

(
dGsoln

dxB

)
+

dGsoln

dxB
= Gsoln + (1 − xB)

(
dGsoln

dxB

)
(1.55)
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Figure 1.12 Geometrical determination of the values of the chemical potentials of the com-
ponents of a binary solution using the common tangent procedure (dotted line in the figure).
The composition dependence of the Gibbs energy, as shown by the solid line, is arbitrary.
Courtesy of W. Craig Carter, MIT

where dGsoln
dxB

= Gsoln−𝜇A
xB

is the equation of the tangent to the curve Gsoln(x) for any arbitrary

value of the composition xB between xB = 0 and xB = 1 and the terms (1 − xB)
(
dGsoln
dxB

)
and xB

(
dGsoln
dxB

)
are the values of the intercepts of the tangent to the curve Gsoln(x) for a

defined value of composition xB, as is shown in Figure 1.12.
The equilibrium composition of two coexisting phases, both solids or one liquid and the

other solid, may be easily found by imposing the condition (1.30) for each component of
the system.
In the case of a binary AxB1−x system, the equilibrium condition among a liquid and

solid phase should be written
𝜇A

l(xAl) = 𝜇A
s(xAs) (1.56)

𝜇B
l(xAl) = 𝜇B

s(xAs) (1.57)

To determine the equilibrium composition of the solid and liquid phases at a given tem-
perature (and pressure) it is necessary to solve Eqs. (1.56) and (1.57) simultaneously on
the basis of the available information on the dependence of the chemical potentials on the
composition, as deduced from measurements or by solution models, as will be shown in
the next section. Alternatively, it is possible to use the geometrical procedure illustrated in
Figure 1.12 called the common tangent procedure, when the composition dependence of the
Gibbs free energy G1 and Gs of the liquid and solid phases, respectively, is experimentally
available or can be suitably modelled.
One can see that the equilibrium condition of the system of Figure 1.13 implies the coex-

istence of a liquid phase of composition x1B and a solid phase of composition xsB. A liquid
phase of composition x1 would be thermodynamically metastable because there will be a
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Figure 1.13 Graphical representation of the coexistence equilibrium conditions of a solid
and liquid phase: the black curve pertains to the liquid phase and the blue one to the solid
phase. Adapted from http//ocw.mit.edu licensed under the Creative Commons Attribution 3.0
Unported license

decrease in free energy ΔGx1 if this metastable solution spontaneously decomposes into
two phases.
To proceed further it is necessary to find some quantitative relationship between the

chemical potentials and the composition of a phase or other measurable variables propor-
tional to the concentration of the components.
This is immediate for the case of the equilibrium between a condensed and a vapour

phase, under the assumption that the vapour phase behaves as an ideal gas. This assump-
tion could be applied to a dilute vapour phase provided each i component of the condensed
phase sublimes without chemical changes arising from incongruent sublimation, pyrolysis,
chemical reactions or polymerization, a condition violated inmany practical circumstances,
as for example during crystal growth processes of semiconductors from metal-organic pre-
cursors [57], but ignored in the following analysis.
Under these conditions it is possible to find a direct relationship between the Gibbs free

energy, the chemical potential and the pressure p of the vapour phase using the equation(
dG
dp

)
= V = RT

p
(1.58)

which at constant temperature can be written as

dG = RT
dp
p

(1.59)

After integration

ΔG = ∫
p

po
dG = RT∫

p

po

dp
p

= RTln
p

po
(1.60)

ΔG = 𝜇 − 𝜇o = RTln
p

po
;𝜇 = 𝜇o + RTln

p

po
(1.61)

where po is an arbitrary reference pressure.
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The equilibrium conditions between a condensed (liquid or solid) phase s and its vapour
phase v may be then deduced applying to each component i of the system the equilibrium
condition (1.30)

𝜇α
i = 𝜇

β
i (1.30)

and writing

𝜇s
i = 𝜇v

i = 𝜇
o,v
i + RTln

pi
poi

(1.62)

where pi is the partial pressure of the component i for an arbitrary value of the composition
of the condensed phase, poi is the partial pressure of the pure component i and 𝜇

o,v
i is the

chemical potential of the pure component i in the vapour phase.
It is then possible to define a new function, 𝜆, the absolute activity

𝜆 = e
𝜇∕RT (1.63)

which allows one to redefine the equilibrium conditions with the following equation

𝜆si = 𝜆vi (1.64)

After substitution of 𝜇v
i = 𝜇ov

i + RT ln p
po

in 𝜆, we obtain

𝜆vi = 𝜆ovi

(
p

po

)
(1.65)

and
𝜆vi

𝜆ovi

=
p

po
(1.66)

If we define the chemical activity ai of the component i in solution as the ratio 𝜆i
s

𝜆os
i

ai =
𝜆si

𝜆osi

=
p

po
(1.67)

It is possible, according to Eqs. (1.61) and (1.62), to express the chemical potential of the
component i in the condensed phase(s) as a function of its activity, which is a measurable,
composition dependent, property of the system

𝜇s
i = 𝜇v

i = 𝜇
o,s
i + RTlnai = 𝜇

o,v
i + RT ln

pi
poi

(1.68)

where 𝜇o,s
i is the chemical potential of a condensed phase consisting of the pure component

i for which the equilibrium partial pressure is poi .
It would, therefore, be sufficient to know from experimental measurements or from

theoretical analysis the composition dependence of the vapour pressures of the com-
ponents of a solution to get the values of their chemical potentials and activities in the
condensed phase and to draw the corresponding Gibbs free energy curves as a function of
the composition.
Because the partial pressure pi of a solute i in a solution is proportional to its concentra-

tion xi (with the linear Raoult’s or Henry’s law holding strictly for ideal or ideally diluted
liquid solutions), we might also write

pi = 𝛾(x)xipoi (1.69)



Trim Size: 170mm x 244mm Pizzini c01.tex V2 - 07/28/2015 6:14 P.M. Page 28

28 Physical Chemistry of Semiconductor Materials and Processes

thus finding a direct relationship between the chemical potential and the concentration xi
of the i-solute

𝜇i = 𝜇o
i + RTln𝛾(x)xi (1.70)

where 𝛾(x) is a composition dependent activity coefficient. Ideal solutions are those for
which 𝛾(x) = 1 for each component of the solution.

We can apply the same procedure for the equilibrium conditions relative to the ith com-
ponent between two generic condensed phases α and β, which may be written

𝜇
o,α
i + RTln𝛾αi (x)x

α
i = 𝜇

o,β
i + RTln𝛾βi (x)x

β
i (1.71)

1.6 Thermodynamic Modelling of Binary Phase Diagrams

1.6.1 Introductory Remarks

The availability of phase diagrams is not only the prerequisite for carrying out materials
research in the field of crystal growth, solid state reactions, phase transformations and dry
corrosion processes, but phase diagrams are also by themselves a thermodynamics-based
powerful tool for material design and optimization processes.
While a very large number of binary and some ternary systems, these last often limited

to narrow composition regions, have been experimentally investigated, the experimental
approach is almost impossible for most ternary and multicomponent systems.
The real challenge has been to develop phenomenological models, using as an example

the Calphad route, to calculate phase diagrams of interest for technological developments
[58]. Concerning binary and pseudo-binary systems, these have not only been the subject
of experimental studies but also, and for about a century, the subject of thermodynamic
modelling studies based on various solution theories, with the aim of finding formal, but
predictive, correlations between the energetics of the bonding interactions in solution and
the phase diagram topology.
The first, successful, approach was carried out in the framework of the ideal or regular

solutions approximations [59, 60], which would require only the preliminary availability
of the thermodynamic functions of the pure components, their structural and electronic
properties and the energetics of their mutual interactions in solution.
This approach was demonstrated to be useful in a significant number of cases, espe-

cially (but not always, as will be shown in the next section) for liquid solutions, but rarely
in the case of solid semiconductor systems, for which the assumption of a rigid lattice
and the absence of elastic constraints often leads to conclusions which are contradicted by
experience [61].
When elastic constraints were first accounted for, severe approximations were used for

the calculation of the elastic energy contributions and the interplay between elastic and
chemical ordering energies was often underestimated, making it impossible to reconcile,
for example, order–disorder transitions with thermodynamic data [61]. To overcome these
difficulties, a first principle statistical mechanics approach has been applied to study the
phase diagrams of a number of tetrahedral, FCC pseudo-binary semiconductors [34], such
as the arsenides, phosphides and tellurides.



Trim Size: 170mm x 244mm Pizzini c01.tex V2 - 07/28/2015 6:14 P.M. Page 29

Thermodynamics of Homogeneous and Heterogeneous Semiconductor Systems 29

The QCA has been instead used [33] to compute the partition functions of several binary
alloys and then the chemical potentials of the species involved. Once the chemical poten-
tials are known, all the thermodynamic functions are easily obtained. With the QCA, the
system under study is considered equivalent to a grand ensemble of statistically indepen-
dent, few-atom clusters, in equilibrium with the solution, which behaves as a reservoir. In
FCC lattices the typical configuration of the clusters is the tetrahedral one.
The QCA is based on the quasi-chemical model, originally applied tometal solutions and

to ionic salts, where only pair-like interactions are assumed to be relevant for the properties
of a solution and pairs are distributed randomly [60].
It is not the aim of this section to go deeply into the formal aspects of these theories,

considering the vast literature available on the subject and the vast number of applications
[32, 59, 60, 62–64], but rather to discuss the physico-chemical background of these ther-
modynamical models and to report the results of their application to semiconductor alloys
of technological interest. The intelligent manipulation of conditions of total or incomplete
miscibility, order–disorder transitions, the stress effect on phase stabilities, plays a particu-
larly important role in the application and modelling of crystal growth, doping and refining
processes, as will be seen in Chapter 4 and also in the next section.

1.6.2 Thermodynamic Modelling of Complete and Incomplete Miscibility

The equilibrium distribution of components among coexisting phases as a function of the
temperature and composition and the topological aspects of the phase diagrams, commonly
reported in temperature–composition (T , x) coordinates, are the expected output of these
modelling studies.
It should be noted here that in a vast number of semiconductor systems decomposition

may occur if the pressure of the environment is not taken into proper account. In these cases
the phase diagrams are reported in T , x,P diagrams or in their T , x projections.

The equilibrium distribution of a component i among two coexisting phases, of which
one is liquid and the other is solid, could be, however, given also in terms of its distribution

or segregation coefficient ki(x,T), defined as the ratio k =
xs
i

xl
i

where x si is the equilibrium

atomic fraction of i in the solid phase and xli is the equilibrium atomic fraction of i in the
liquid phase.
Segregation coefficients may be experimentally determined using appropriate analytical

techniques, but the need for knowledge about equilibrium segregation of impurities in semi-
conductors is essential, as will be seen in Chapter 4, because it allows a proper handling of
semiconductor doping and semiconductor refining processes.
It is important, therefore, to show the relationships occurring between the segregation

coefficient and the thermodynamic properties of the biphasic system where the repartition
of a solution component occurs, in order to understand the physico-chemical grounds.
Using Eq. (1.71) it is possible to write the following general equation for the segregation

coefficient

lnk = ln
xi
s

xil
= −

𝜇i
o,s–𝜇i

o,l

RT
− ln

𝛾i
s

𝛾 li

= −
ΔGo,f

i

RT
− ln

𝛾i
s

𝛾 ii

=
ΔSo,fi

R
− ΔHo.f

RT
− ln

𝛾i
s

𝛾 li

(1.72)
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which formulates the case of the equilibrium distribution of a generic solute i among two
coexisting solid and liquid phases as a function of the chemical potentials of the pure solute
i and the activity coefficients of i in the solid and liquid state, over the whole range of

temperatures where the two phases coexist. The ratio
𝛾s
i

𝛾 l
i

is a solution mixing term, whose

value depends on the specific interaction of iwith the solvent in the liquid and solid phases,
as will be seen later in this section, and, thus, on the temperature and the composition of
the solution.
The difference 𝜇

o,s
i − 𝜇o.l

i , in turn, is the Gibbs free energy of transformation (i.e. the
Gibbs free energy of melting ΔGo,f

i = ΔHi
o,f − TΔSo,fi of the pure component i at the

melting temperature T f
i , which takes positive or negative values depending on whether

T < T f
i ,T > T f

i .
The segregation coefficient is 1, and x si = x 1i when the following relationship holds for

the activity coefficients and the Gibbs free energy of melting, in the case of a solid/liquid
equilibrium

ln
𝛾si

𝛾 li

= −
ΔGo,f

i

RT
=

ΔSo,fi

R
−

ΔHo,f
i

RT
(1.73)

We will see in Section 1.7.8 a particular case of this conditions which is presented by
the nanocrystalline Si-Ge alloys, for which k ∼ 1 from pure Ge to pure Si. The physical

sense of this condition is that forΔGo,f
i → 0 and

𝛾s
i

𝛾 l
i

= 1, a distinction between the solid and

liquid phase is thermodynamically impossible.
The segregation coefficient is also unitary for the segregation of i at the melting point T f

i
of i, because in this condition the free energy of fusion ΔGo,f

i = 0 and 𝜇
o,s
A = 𝜇

o,l
A

For the equilibrium of i among a couple of ideal solutions, for which, by definition,
γi(s) = 1 and 𝛾i(l) = 1, the segregation coefficient is instead given by the equation

lnki = ln
xsi
xii

= −
ΔGf

i

RT
(1.74)

where ΔGo,f
i is again the Gibbs free energy of fusion of the pure component i.

Except for these particular cases, the equilibrium distribution of a generic component i
among two condensed phases or a condensed phase and a gaseous or vapour phase, given by
Eq. (1.72), depends on the specific thermodynamic properties of the coexisting solutions,
which should be experimentally available or theoretically determined.
A systematically practised solution to arrive at the theoretical evaluation of a phase dia-

gram is modelling the temperature, composition and pressure dependence of the Gibbs free
energy G(T ,P, x) functions of the coexisting liquid and solid solutions and of the poten-
tially stable intermediate compounds. In the case of binary or pseudo-binary solutions,
this corresponds to the evaluation of the features of the hypersurfaces G(T , p, x), or, in
isobaric conditions, those of the surfaces G(T , x) or of their isothermal sections G(x), asso-
ciated with the solid and liquid phases of the system under consideration, assuming, at a
first approximation, that both the liquid and the solid phases are in internal mechanical
equilibrium.
Let us first consider the simplest case of two elemental components A and B with very

close physical, chemical and structural properties, that is very close values of the lattice
constants, atomic radii and electronic properties in both the solid and liquid state. Such
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features hypothetically grant conditions of mutual solubility in all proportions in the liquid
and solid state and, furthermore, of ideal behaviour of both the liquid and solid solutions.
In this case, the thermodynamic activities of the components coincide with their atomic
fractions, that is ai = xi.

The molar Gibbs free energy of both the liquid and solid solution is, therefore, given by
the equation

Gsoln = xA𝜇A + xB𝜇B = xA𝜇
o
A + xB𝜇

o
B + RT(xAlnxA + xBlnxB) (1.75)

and the excess Gibbs free energy of mixing ΔGmix = ΔHmix − TΔSmix is given by

ΔGmix = Gsoln − (xA𝜇o
A + xB𝜇

o
B) = RT [xAlnxA + xBlnxB] (1.76)

Therefore, the Gibbs free energy of mixing has only a purely configurational entropy
character and ΔHmix = 0
The assumption about a purely configurational entropy character of theGibbs free energy

of mixing can be easily demonstrated, starting from the use of the Boltzmann equation

S = klnW (1.77)

where k is the Boltzmann constant and W is the total number of possible random configu-
rations of a system consisting of NA atoms of A and NB atoms of B

W =
(NA + NB)!
NA!NB!

= N!
NA!NB!

(1.78)

and NA + NB = N. Then one can see, using the Stirling approximation, that a pure config-
urational entropy term is given by the following equation

ΔS = Nk(xAlnxA + xBlnxB) = R(xAlnxA + xBlnxB) (1.79)

For solutions displaying significant deviations from ideality, the activities a = γx should
be used instead of the concentrations in Eq. (1.76), and the excess Gibbs free energy of
mixing is then given by

ΔGmix = −RT(xAln𝛾AxA + xBln𝛾BxB) (1.80)

In this case is possible to preliminarily apply the so-called regular model, originally
proposed by van Laar [65, 66], Hildebrand [67], Fowler and Guggenheim [68] and
Guggenheim [69], where the excess Gibbs free energy of a regular solution is ruled by
pair-like interactions between neighbour atoms in solution and is given by the following
general equation

ΔGmix(x,T) = xAxB𝛺 − TSconf − xAxB𝜂T (1.81)

where 𝛺 = ZN
[
HAB −

(
HAA+HBB

2

)]
is an interaction coefficient, taken as the difference

between the pair-binding enthalpy of unlike species in solution and the average of the bind-
ing enthalpies of like pairs and ZN is the product of the coordination number Z and the total
number N of atoms. Here the term xAxB 𝛺 is the enthalpy of mixing ΔHmix, now different
from zero and xAxB 𝜂 is a non-configurational entropy term.

The model indirectly assumes the absence of internal elastic energy contribution to the
enthalpy of mixing, arising from different atomic volumes or lattice mismatch of the com-
ponents, as well as a random distribution of components atoms in a rigid lattice.
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The excess Gibbs free energy of mixing, with respect to that of an ideal solution, is given
by the equation

ΔG∗
mix(x,T) = xAxB𝛺 − xAxB𝜂 = xAxB(𝛺 − 𝜂T) (1.82)

The composition dependence of the solution enthalpy termΔHmix = xAxB 𝛺 of Eqs. (1.81)
and (1.82) may be understood by noting first that the enthalpy of solution Hsoln is given by
the following sum

Hsoln = PAAHAA + PBBHBB + PABHAB (1.83)

where PXX is the number of XX pairs in solution and HXX is their binding energy. The
evaluation of the PXX terms is straightforward for systems where each X atom has the
same number Z of neighbours, as would be the case for Si and Ge, where Z = 4.
In the case of a solution of A and B species, with a total number NA of atoms A and NB

of atoms B

NA =
PAB

Z
+ 2

PAA

Z
(1.84)

NB =
PAB

Z
+ 2

PBB

Z
(1.85)

PAA =
(
NA −

PAB

Z

)
Z
2

(1.86)

PBB =
(
NB −

PAB

Z

)
Z
2

(1.87)

Hsoln = HAA

(
NA −

PAB

Z

)
Z
2
+ HBB

(
NB −

PAB

Z

)
Z
2
+ HABPAB

=
ZNAHAA

2
− HAA

PAB

2
+

ZHBBHBB

2
−

HBBPAB

2
+ HABPAB

= Z
2
NAHAA + Z

2
NBHBB + PAB

(
HAB − 1

2

(
HAA + HBB

))
(1.88)

ΔHmix = H − Z
2
NAHAA

Z
2
NBHBB = H − Ho

A − Ho
B = PAB

(
HAB − 1

2

(
HAA + HBB

))
(1.89)

As the total number of pairs is 1
2
ZN, the number of AB pairs PAB = NA

N

NB
N
ZN = xAxBZN

and

ΔHmix = xAxBZN

(
HAB −

HAA + HBB

2

)
= xAxB𝛺 (1.90)

To account for the non-configurational entropy term, the vibrational and electronic con-
tributions should be known or calculated with a quantum mechanical approach [70]. It is
common practice, however, when accounting for the properties of a regular solution, to
neglect the non-configurational entropy term and consider for the Gibbs free energy of the
solution and the excess Gibbs free energy of mixing the sole enthalpic term

Gsoln(x,T) = xAxB𝛺 − TSconf (1.91)

ΔGmix = ΔHmix = xAxB𝛺 (1.92)
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Table 1.5 Domains for invariant transformations in binary systems

Liquid 𝛺 > 0 𝛺 < 0 𝛺 > 0 𝛺 < 0 𝛺 = 0 𝛺 = 0 𝛺 > 0 𝛺 < 0
Solid 𝛺 > 0 𝛺 < 0 𝛺 < 0 𝛺 > 0 𝛺 > 0 𝛺 < 0 𝛺 = 0 𝛺 = 0

Sarma et al., 2003, [32]. Reproduced with permission from Springer Science and Business Media.

It should be noted that the interaction coefficient 𝛺 is assumed here to be temperature
independent, but it will be shown in the next section that the modelling of compound semi-
conductor alloys often requires the use of temperature-dependent interaction coefficients.
It will also be shown that a mixing enthalpy term with a quadratic composition

dependence might be foreseen in the case of II–VI compound semiconductor alloys (see
Section 1.7.10) where misfit lattice strain dominates the interaction, although within the
limit of validity of Hooke’s law.
As only the solid solution or only the liquid solution or both might be regular, and for

both positive and negative𝛺 values, the modelling of systems with𝛺 values different from
zero requires a solution for all the eight domains shown in Table 1.5 [32].
The shape of the free energy curves depends strongly on the absolute value of the

xAxB 𝛺 term. Positive values of this term will balance the configurational entropy
contribution (see Eq. (1.91)) at low temperatures, with the onset of miscibility gaps in the
temperature range of solid solutions. For very large positive values of𝛺𝛼 the formation of
an ordered 𝛼′ phase might be foreseen. Negative values of the xAxB 𝛺 term, corresponding
to large bonding energy of unlike atoms, add to the entropy term, thus increasing the
stability of the solid solution.
If the thermodynamics of a regular solution are dominated only by the enthalpic term

ΔHm = xAxB𝛺 (i.e. the non-configurational entropy terms are negligible), it is easy to get
the values of the activity coefficients of the components in solution and thus to evaluate the
chemical potentials from the experimental or calculated values of ΔHmix.

In fact, from Eq. (1.80)
𝛿ΔGmix

𝛿xB
= RTln𝛾B (1.93)

and Eq. (1.92) using the Gibbs-Duhem relationship [7] we obtain

𝜕ΔGmix

𝜕xB
=

𝜕ΔHmix

𝜕xB
= (1 − xB)2𝛺 (1.94)

from which the equations for the activity coefficients can be obtained

ln𝛾B =
(1 − xB)2 𝛺

RT
(1.95)

and

ln𝛾A =
x2B 𝛺

RT
(1.96)

and the chemical potentials

𝜇A(x,T) = 𝜇o
A + x2B𝛺 + RTlnxA (1.97)

𝜇B(x,T) = 𝜇o
B + (1 − xB)2𝛺 + RTlnxB (1.98)
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Figure 1.14 Modelling of the isomorphous phase diagram of the Ge-Si system. Pelton, 2001,
[71]. Reproduced with permisssion from John Wiley & Sons

Conversely, these equations may be used to calculate the interaction coefficient 𝛺 from
the experimental values of the activities or the chemical potentials, determined by suitable
thermochemical or electromotive force (EMF) measurements on electrochemical cells (see
Appendix).
A classical example of the application of thermodynamic modelling to a semiconductor

system is that reported in Figure 1.14 for the Ge-Si alloys, which was proposed by Pelton
[71] under the assumption that both the solid and liquid solutions are ideal (𝛺s = 𝛺l = 0).

The G(x) isotherms, calculated according to Eq. (1.48), are displayed in a ΔG versus x
graph, where the difference between the Gibbs free energy of the pure component Ge and
Si in the liquid and solid state, at any temperature between the melting temperatures of
Ge and Si, is given by their Gibbs free energy of fusion eΔGoGe

f = 𝜇oGe(l) − 𝜇oGe(s) and
ΔGoSi

f ΔGoSi
f = 𝜇oSi(l) − 𝜇oSi(s), respectively.



Trim Size: 170mm x 244mm Pizzini c01.tex V2 - 07/28/2015 6:14 P.M. Page 35

Thermodynamics of Homogeneous and Heterogeneous Semiconductor Systems 35

0
300

500

700

900

1100

1300

1500

LIQUID

FactSage

DIAMOND_A4

1700

0.1 0.2 0.3 0.4 0.5

Mole Si/(Ge + Si)

T
(K

)
Ge - Si

Data from SGTE alloy databases (revised 2004)

0.6 0.7 0.8 0.9 1

Figure 1.15 Experimental phase diagram of the binary Ge-Si system. Scientific Group Ther-
modata Europe (SGTE). Reproduced with permission from SGTE

As the free energy of fusion of the pure components Ge or Si7 can be written

ΔGo
f = ΔHo

f − TΔSof (1.99)

so far the enthalpy and the entropy of fusion remain independent of the temperature (which
is the actual case, considering the relatively narrow difference between the melting tem-
perature of Ge and Si), the Gibbs energy of fusion is linearly dependent on the temperature
and takes negative values for T > Tf and positive values for T > Tf , as indicated by the
vertical arrows in Figure 1.14.
Then, from the G(x) isotherms at 1100 and 1300 ∘C, the equilibrium composition of

the coexisting phases at these temperatures can be obtained, given by the intercepts of
the common tangents at the points P1 and Q1 and P2 and Q2. Using this procedure for
a sufficient number of temperatures, the isomorphous, lens-shaped, phase diagram at the
bottom of Figure 1.14 may be obtained, which compares well with the experimental one
displayed in Figure 1.15.
Using the regular solution model, van Laar [65, 66] demonstrated that many of the

observed types of simple phase diagrams could be obtained by a systematic variation of
the 𝛺 values (𝛺β and 𝛺α for liquid and solid phases, respectively, in the positive domain
(𝛺 > 0) with 𝛺𝛽 ≤ 𝛺𝛼 .

7 See Ref. [72] for the actual values of free energy of fusion.
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By varying 𝛺α from zero to very large positive values (keeping the liquid solution as
ideal with 𝛺β = 0), it was possible to obtain lens-shaped isomorphous, simple eutectic,
peritectic and isomorphous with congruent maximum or minimum diagrams.
A few examples of the procedure which should be used are displayed in Figures 1.16–

1.18 [73].
Figure 1.16a refers to the case of two pure components A and B crystallizing with dif-

ferent structures, α and β. For this system it is supposed that the liquid solution is ideal
and that two different regular solid solutions, one with the structure of the α phase and the
other with the structure of the β phase, are thermodynamically stable, both with 𝛺 values
<0, over the entire range of composition.

The relative Gibbs energy curves are calculated for a number of temperatures, ranging
from values above the melting temperatures of both components down to low temperature.
Using for the evaluation of the phase equilibria the common tangent procedure (dotted

curves in the three panels), the shape of a eutectic-type of phase diagram may be obtained,
with a wide miscibility gap.
The case of Figure 1.16b is that of a system of two components A and B crystallizing

with the same α structure. For this system it is supposed that the liquid solution is again
ideal and that the solid solution of A and B is regular, with 𝛺 values ≫ 0. Consequently,
the Gibbs energy curves present two nodes and a positive maximum due to the interplay
of the configurational entropy contribution TΔS = RT(xAlnxA + xBlnxB), which decreases
with decrease in temperature, and the mixing enthalpy ΔHmix = xAxB𝛺 term. Also in this
case a eutectic type of diagram could be obtained using the same geometrical procedure
adopted in Figure 1.16a. It is supposed that the A-rich α1 phase and the B-rich α2 phase
have close structural relationships with the phase α.
The origin of a solubility gap, with the consequent two phase decomposition processes

of the homogeneous solid solution is instead illustrated in Figure 1.17 for the case of an
isomorphous system with a congruent minimum. Here, slightly positive xAxB𝛺

s terms
dominate the shape of the Gibbs energy curves at very low temperatures, when the con-
figuration entropy term contribution TΔS = RT(xAlnxA + xBlnxB) begins to be small or
negligible.
Some key features of the phase decomposition processes will be discussed in

Section 1.6.4 for their crucial role in the epitaxial growth from the vapour phase of
several compound semiconductors at temperatures or compositions close to or within the
miscibility gap.
The formation of a low-temperature, ordered phase is eventually shown in Figure 1.18,

which occurs in the case of a system where the thermodynamics of the solid solution are
ruled by negative values of𝛺s, and a phase with a composition centred at xA = 0.5 becomes
stable at low temperature.
To complete the analysis, Figure 1.19 shows the variety of phase diagrams that can be

obtained by progressive changes of the interaction coefficients of the solid 𝛺S and of the
liquid solution 𝛺1 from negative to positive values.
These results confirm the ability of the regular solution model in forecasting the

structure of the most common phase diagrams as a sole function of the interaction
parameters 𝛺 for the liquid and solid solutions. It is also shown that minute changes,
around 10 kJ mol−1 of the interaction parameter 𝛺, have a significant impact on the
mutual solubility relationships.
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Figure 1.19 Influence of the interaction parameters 𝛺s and 𝛺l on the morphology of phase
diagrams. Pelton, 2001, [71]. Reproduced with permission from John Wiley & Sons

In the last 30 years, among others, Pelton [71], Pelton and Thompson [74], Oonk [75],
DeHoff [76] and Chang and Chen [77] demonstrated the occurrence of several other types
of simple binary phase diagrams for different combinations of regular solution parameters,
while Sarma et al. [32] extended the analysis to most of the possible alternatives.
These last authors confirmed, as an example, that isomorphous-type of phase diagrams

ruled by negative 𝛺s values display an ordered region at low temperatures, as experimen-
tally demonstrated in the case of the copper-gold system which will be dealt with in the
next section. They showed also that the isomorphous diagrams with a congruent minimum,
ruled by positive values of 𝛺s, display, instead, a miscibility gap [32].
The predictive ability of the regular solution approximation fails, however, in a large

number of cases of binary and pseudo-binary semiconductor systems, where structural
misfits and consequent misfit strains play a crucial role in the solution thermodynamics.
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The regular solution scheme leaves open a number of conceptual challenges, especially in
the case of disordered phases of compound semiconductors of general composition AnBm,
as it assumes the presence of a fixed coherent AB lattice and the absence of lattice mismatch
and ignores the existence of thermodynamically stable atomic arrangements different from
neighbour pairs. The assumption of a rigid lattice precludes consideration of the effects of
elastic energy contribution, with the consequence of excluding the contemporary condition
of phase separation (the opening of a solubility gap) and ordering, as the first condition calls
for 𝛺 values >0 and the second for 𝛺 values <0 [61].
We will show in Section 1.7 how the QCA, an advanced version of the regular solution

model, and other models, allowing an interplay between chemical and elastic factors, per-
mits computation of the thermodynamic properties of several binary alloyswith satisfactory
precision.

1.6.3 Thermodynamic Modelling of Intermediate Compound Formation

An important family of binary systems shows the presence of an intermediate compound,
as is the case in the diagram of Figure 1.20. It is apparent that this diagram may be empir-
ically discussed as the superposition of two eutectic-type phase diagrams, one having as
the components pure Mg and the intermediate compound Mg2Si, and the other one the
compound Mg2Si and pure Si.

1.6.4 Retrograde Solubility, Retrograde Melting and Spinodal Decomposition

At temperatures above the eutectic temperature, see Figure 1.16a,b, the solubility of
the solute is expected to decrease with increasing temperature after having reached its
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compound Mg2Si. Scientific Group Thermodata Europe (SGTE). Reproduced with permission
from SGTE
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maximum value at the eutectic point. In several binary systems, however, the solubility
continues to increase at temperatures well above the eutectic temperature until a solubility
maximum is reached, as shown schematically in Figure 1.21, for the solubility of an
impurity M in Si on the Si-rich corner.
This phenomenon is called retrograde solubility and known to be common to several

binary (Transition Metal) TM-Si or TM-Ge systems [78] but also to compound semicon-
ductor systems [79, 80]. An example is given by the Ni-Si system, where the eutectic
temperature is 964 ∘C while the maximum solubility is achieved at 1300 ∘C [81].
In spite of the vast number of cases where retrograde solubility occurs, this phenomenon

has been considered, erroneously, thermodynamically anomalous [82, 83]. Actually [71],
the common assumption of amaximum solubility at the eutectic temperature is contradicted
by the regular solution theory, see Figure 1.19d, where one can observe that the solubility
maximum for the species B lies well above the eutectic temperature for the equilibrium
between regular liquid and solid solutions, characterized by very large, positive interaction
coefficients (𝛺l = +10;𝛺s = +30).
Therefore, retrograde solubility is not an anomalous phenomenon, but one which should

be considered in the case of potential occurrence of relevant interaction processes between
solution components and solution components and point defects [80], as will be discussed
in Chapter 2.
Retrograde melting is a possible consequence of retrograde solubility and is expected to

occur at temperatures above the eutectic, as was recently discussed by Buonassisi et al. [30]
and successfully confirmed by Hudelson et al. [27] with a delicate experimental approach,
using μ-XAS.

In fact, if the phase diagram of a Si-M binary system has the shape of Figure 1.21,
and a homogenous alloy of composition x1 at point A is quenched from the temperature
T1 to T2, the system is brought to thermodynamically unstable conditions in one phase
configuration and spontaneously decomposes in two phases, one of which is a liquid of
composition x2. Independently of the thermodynamic aspects of this phenomenon, the
formation of liquid droplets of known composition upon cooling a homogeneous semicon-
ductor alloy might be of interest for the engineering of quantum devices, if the droplets size
was nanometric.
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Figure 1.21 Schematic diagram of a Si-M binary system exhibiting retrograde solubility.
Adapted from Hudelson et al., [27], with permission from John Wiley & Sons
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Spinodal decomposition is another, frequently observed, phenomenon in semiconduc-
tor growth and processing, which occurs when a binary system presents a miscibility gap
(see Figure 1.22a), its Gibbs free energy curves have the typical shape of Figure 1.22b for
any temperature inside the range of existence of the miscibility gap and the process must
be operated in the temperature/composition range of the miscibility gap for compelling
technological reasons.
If an alloy of composition within X1 and X2 is quenched from temperature T1 to the

T2, the system is brought from its homogeneous α-phase configuration to thermodynam-
ically unstable conditions and the condition, therefore, occurs for its decomposition into
two phases α1 and α2 of limiting composition X1 and X2, given by the common tangent
procedure.
The curve drawn using a set of points X1 and X2 kept at the nodes of the Gibbs energy

curves at different temperatures is the coexistence curve and represents the set of the isother-
mal boundaries of the miscibility gap in a T versus x diagram. Instead, a set of points S1
and S2, corresponding to the coordinates of the zeroing of the second derivative

𝛿2G
𝛿x2

= 0 of
the Gibbs free energy defines the shape of the spinodal curve, represented in Figure 1.22a.

Where the two branches of the coexistence and spinodal curve meet, one finds the critical
point above which the system is thermodynamically stable in the homogeneous α-phase
configuration.
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Inside the miscibility gap the phase separation process α → α1 + 𝛼2 should occur spon-
taneously as it implies a Gibbs free energy variation ΔG < 0, but it requires a suitable
(thermal) activation in order to occur at a reasonable rate.8 Under the assumption that the
α1 phase has the same, or a very close, structure as the original homogeneous α phase, the
hypothesis should be made that the decomposition process may be either heterogeneous or
homogeneous. Heterogeneous unmixing occurs by a nucleation process of the α2 phase at
suitable heterogeneous nucleation sites, which could be GBs, dislocations or point defect
complexes.
Homogeneous phase decomposition is supposed, instead, to be initiated, in the absence

of heterogeneous nuclei, by two different mechanisms, corresponding to two types of statis-
tical concentration fluctuations, the heterophase- or the homophase-local fluctuation. The
concentrationwidth of these fluctuations is between the spinodal and the coexistence curves
for the heterophase mechanism, which occurs when the concentration of the precursor
phase is Xo, that is for a system only slightly supersaturated and requires overcoming a
nucleation barrier typically larger than 5 kT (>0.5 eV at 1000K) [84]. This process may
be treated as a homogeneous nucleation and growth mechanism, initiated with the forma-
tion of a distribution of ordered domains (nuclei) of the α2 phase, which will then grow to
macroscopic size.
The concentration width of these fluctuations is, instead, between the two branches of

the spinodal curves for the homophase process, which occurs when the concentration is Xo,
deep into the solubility gap. This process is called spinodal decomposition and, differently
from that initiated by nucleation, involves composition fluctuations in the whole bulk of
the material [84, 85]. Both processes are controlled by the same mechanism, the isother-
mal diffusion of solvent and solute atoms driven by a gradient of the chemical potential, but
the consequences, in terms of material quality and properties, are quite different. Spinodal
decomposition of metallic alloys has the practical advantage of producing a very disperse
microstructure which could improve the mechanical properties of the alloy. In the case
of semiconductors, however, it has the drawback of producing local composition inhomo-
geneities, with consequent electrical and optical inhomogeneities which could be dramatic
from the view point of devices. The role of spinodal decomposition in growth processes of
compound semiconductors carried out in the region of the solubility gap will be discussed
in the next section.

1.7 Solution Thermodynamics and Structural and Physical Properties
of Selected Semiconductor Systems

1.7.1 Introductory Remarks

This section deals with the analysis of the thermodynamic properties of several binary and
pseudo-binary semiconductor systems of technological interest, with the aim to discuss the
relevant correlations between structural, physical, topological and solution thermodynam-
ics aspects.
In this regard, while there is a well-settled empirical knowledge that the solid solubility

of an element or of a compound in another one is generally favoured by equal crystal

8 This is the reason why strained layers may survive in a metastable homogeneous single phase configuration.
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structures, similar atomic sizes, close lattice parameters and equivalent stable charge states
or electronic properties, the macroscopic correlations between thermodynamic behaviour
and solution structure present important criticalities.
As an example, contrary to the common belief, complete mixing and ideality in binary

or pseudo-binary systems, even belonging to the same crystal system, is not necessarily
associated with the fulfillment of Vegard’s law [35]

aoAxB1−x
= xaoA + (1 − x)aoB (1.11)

which was discussed in Section 1.3.
A number of binary metallic and non-metallic alloy systems present complete solid state

miscibility but important deviations from this law. The possible presence of bimodal distri-
butions of lattice constants, with values intermediate between those of the pure compound
and the average Vegard values [70] and of very different distributions of bond distances
as a function of the composition, has also been seen, as is the case for the Ge-Si systems
which will be discussed later in this section.
The main reason for this behaviour is that the accomplishment of this law is based on the

fulfilment of a continuum elasticity model, while the effective physics is fundamentally a
problem of quantum mechanics and physical chemistry [86], on which there already now
begins to exist a sound theoretical background.
Deeper information on structural relationships could be obtained using the EXAFS tech-

nique, which is particularly powerful for the determination of the distance between selected
atomic pairs. It was, in fact, demonstrated to be capable of giving supplementary informa-
tion on the evolution of the nearest neighbour distances for both ionic solutions (such as
the pseudo-binaries K1−xRbxBr,RbBr1−x Ix,KCI1−xBrx compounds) and semiconducting
alloys (such as In1−xGaxAs,GaAs1−xPx and Si1−xGex), as will be seen later.
As an example, the configurationally averaged lattice parameters versus composition

for mixed nitrides (InxGa1−xN and AlxGa1−xN) have been calculated using total energy
minimization procedures, showing that they fulfil Vegard’s law. Instead, for the experimen-
tal bond lengths measured using EXAFS measurements as a function of the composition,
Vegard’s law fails [64, 87, 88].
Furthermore [86], the size effects have often been studied from an idealized point of

view and the limited success of the continuum elasticity model depends on the fact that
the electronic interactions between the outermost quantum shells of the solute and solvent
atoms are too complex to be only accounted for by a simple size effect.
By using an elasticity inclusion model Lubarda [86] calculated the apparent size of the

solute atoms for a number of binary systems and carried out a comparison with the experi-
mental data of selected systems, with a modest general success, which emphasizes the need
to apply non-linear elasticity theories and ab initio methodologies.
More recently, Jacob et al. [89] showed with pure solution thermodynamics arguments

that the conformity with Vegard’s law is not an indication of ideal solution behaviour. For
non-ideal solutions it is shown that positive𝛺 values increase the positive deviations from
Vegard’s law and that for very negative values of 𝛺 the positive deviations of the law
caused by lattice mismatch may be compensated by the large effect associated with the
solute–solvent interaction. The conclusion is that Vegard’s law, due to the absence of a
sound theoretical background, might be downgraded to a simple approximation, at least
until deeper experimental evidence becomes available.
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1.7.2 Au-Ag and Au-Cu Alloys

To analyse the descriptive and predictive ability of solution thermodynamics, associated
and implemented by a comprehensive knowledge of structural and physico-chemical prop-
erties, it is convenient to start with the analysis of two binary metal alloys (Ag-Au and
Au-Cu), deeply discussed in the literature, for which there is an almost complete set of
physical and structural information.
The experimental phase diagrams of these two binary systems are displayed in

Figure 1.23. Both present a continuous series of solid solutions [90–92], while the Au-Cu
system shows also the presence of low-temperature ordered phases [91].
First should be noted the very narrow liquidus–solidus gaps presented by both systems,

which may be understood considering that the shape of an isomorphous type of phase
diagram depends on the Gibbs free energy of fusion of the components and on the mixing
terms𝛺s and𝛺l. In the hypothetical case of ideal behaviour and of close values of entropy
of fusion, the liquid–solidus gap decreases with decrease in the entropy of fusion, as shown
in Figure 1.24 [71] for the hypothetical case of an AB alloy.
The properties of the silver-gold system have been critically reviewed by Okamoto et al.

[91], who argued that the very narrow liquid–solidus gap, of the order of 2 ∘C and less, leads
to a segregation coefficient close to 1, almost independent of the temperature. Their study
on the thermodynamic properties of the liquid solutions, carried out with calorimetric and
EMF measurements, showed that the liquid solution is not ideal and found an interaction
coefficient 𝛺l value of −11 to 16 kJ mol−1 over the entire composition change, leading to
a negative value of the enthalpy of mixing.
On the basis of the known values of the melting enthalpy for silver and gold (ΔHf

Ag =
11.3 kJ mol−1 and ΔHf

Au = 12.5 kJ mol−1), the entropy of fusion at 1200K, a tempera-
ture intermediate between the melting point of Ag and Au, may be calculated as ΔSf =
ΔHf∕T , with ΔGf = 0 at the melting temperature. The resulting values of fusion entropy
are 9.53 J K−1 for silver and 10.4 J K−1 for gold, so close to each other as to justify a very
small liquid–solidus gap.
Moreover, the solid solutions are not ideal, as is suggested from accurate bond energy

values for the Ag-Ag, Au-Au and Ag-Au pairs calculated by Jian-Jun et al. [93], for whom
the Ag2 pair has a binding energy of 1.55 eV, the Au2 pair an energy of 1.88 eV and the
Ag-Au pair an energy of 1.92 eV, with the Ag-Ag bond energy well comparable with the
experimental value of 1.65 ± 0.03 eV [94] and with the theoretical values of 1.64–1.98 eV
obtained by Kobayashi et al. [95]. On that basis we could estimate for the solid solution a
value of the interaction coefficient 𝛺S = −10 kJ mol−1.
As could be inferred from an inspection of Figure 1.19q, these 𝛺 values should lead to

a positive curvature of the phase diagram, in extremely good agreement with the experi-
mental shape of the Ag-Au phase diagram.
The thermodynamic properties of silver-gold alloys, therefore, are satisfactorily

described by the regular solution model, which also foresees the set-up of conditions of
local order in correspondence to the Ag0.5 Au0.5 composition due to the strong Ag–Au
interactions, in good agreement also with the results of Flanagan and Averbach [96], who
interpreted the non-linear dependence of the Hall effect on the composition as a deviation
from a free electron behaviour, due to the formation of new Brillouin zones in the solid,
induced by local ordering.
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Figure 1.24 Influence of the entropy of fusion on the width of the liquid-solidus gap. Pelton,
2001, [71]. Reproduced with permisssion from John Wiley & Sons

The properties of the Au-Cu system, for which we expect, from an inspection
of Figure 1.19p, regular behaviour for the solid solutions, with an 𝛺s value around
−15 kJ mol−1 and regular behaviour also for the liquid solutions, with an 𝛺l value
around −20 kJ mol−1, have been critically reviewed by Okamoto et al. [90]. These
authors give for the interaction parameter of the liquid solution a value of 𝛺l(x) =
−21.740 − 16.614 x(kJ mol−1) and a value of 𝛺s(x) = −11.053–22.878x (kJ mol−1) for
the solid solutions, where x is the atomic fraction of copper. As the values of𝛺 correspond
to the ratio ΔHmix

x(1−x) , a value of about 5.6 kJ mol−1 is obtained for ΔHmix of the equimolar
mixture.
The enthalpy of mixing values calculated using the interaction parameters given above

fit well with the experimental values of heat of mixing reported by Weinberger et al. [97],
who investigated the dependence of the heat of mixing on the composition over the whole
range of Cu-Au solid solutions, see Figure 1.25.
The authors note that the shoulder at xCu = 0.66may suggest the formation of the ordered

phase with composition AuCu3, actually present in the phase diagram of Figure 1.23b [91].
The calculated phase diagram using the interaction parameters given by Okamoto

et al. [90] is reported in Figure 1.26, which shows a very good fit between the calculated
solid–liquidus curve and the experimental results.
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Okamoto’s experimental values of the interaction coefficients𝛺s are composition depen-
dent and a factor of 10 higher (−22.97 kJ mol−1 for the equimolar mixture) than those
calculated using the bond energies determined by Szoldos [98], giving a value of 0.595 eV
for the Au-Au bond, 0.590 eVfor the Cu-Cu bond and 0.623 eV for the Au-Cu bond, and
thus an 𝛺s value of −2.91 kJ mol−1.
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Apparently, the composition dependence of the Gibbs free energy of mixing in these
alloys is not only ruled by chemical mixing contributions, but also by elastic energy con-
tributions. It will be shown in Section 1.7.10 that an 𝛺sxAxB relationship for the mixing
enthalpy, according to Eq. (1.91), has a purely phenomenological character, as it accounts
also for elastic energy contribution terms.
The analysis of the structural properties of these systems, which were studied, among

others, by Lubarda [86], Bessiere et al. [91] and Weinberger et al. [97], add little, but
significant, supplementary information about their overall behaviour.
The composition dependence of the experimental lattice parameters of Ag-Au alloys

reported in Figure 1.27a shows a strong deviation fromVegard’s law and a bimodal distribu-
tion of the lattice parameters, centred at xAu = 0.5, which could be taken as a confirmation
of the start of ordering in this composition range, suggested by theHall effect measurements
[96] discussed above.
The presence of slight positive deviations from Vegards law, with a maximum centred

at xAu = 0.5 (see Figure 1.27b) for the Cu-Au alloys could instead be correlated with the
onset of ordered domains at low temperature (see Figure 1.23b), in agreement with the
results of Hall effect measurements which show here an important decrease in the Hall
effect with a minimum corresponding to Au0.5 Cu0.5. This effect was interpreted as due
to the formation of new Brillouin zones, corresponding to the establishment of structural
ordering and superlattice stabilization [95].
The analysis carried out on the properties of these metallic alloys shows the tremendous

value of the complementary use of structural, physical and theoretical methods to imple-
ment the information coming from thermodynamics, a research methodology that will be
demonstrated to be even more important in the case of semiconductor systems. The analy-
sis shows also that in the case of these metallic alloys the regular solution model apparently
works well, but that the model should be taken as a phenomenological rather than a phys-
ical model. In addition, as will be shown more clearly in the next sections, the deviations
from Vegard’s law have little to do with the thermodynamics of the solid solutions.

1.7.3 Silicon and Germanium

Silicon is known as the material of choice for microelectronic and photovoltaic applica-
tions and the study of its structural, physical and physico-chemical properties has been the
subject of systematic experimental and theoretical investigations over the last 60 years. It
has also been also as a model system for advanced simulations using ab initio MD calcu-
lations, as will be shown later in this section. Only recently, germanium gained a strategic
role in microelectronic technology, after the development of strained Si-Ge structures pre-
senting enhanced carrier mobility. The main physical properties of silicon and germanium,
together with those of other elemental semiconductors which will be dealt with in this and
the following chapters, are reported in Table 1.6.
In spite of being one of the most extensively studied semiconductors [99], the com-

plete phase diagram of silicon is only known approximately because of the challenge of
measurements in extreme temperature and pressure conditions.
It has, however, been demonstrated that certain tight binding models [100] and ab initio

MD calculations provide an accurate description of the thermal properties of this system
and the correct simulation of phase transformations, respectively. In the case of ab initio
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Figure 1.27 Composition dependence of the lattice constants of the Au-Ag (a) and the Cu-Au
system (b). Lubarda, 2003, [86]. Reproduced with permisssion from Elsevier

MD calculations, the advantage is that the combination of the Car–Parrinello with the
Car–Rahman method [101] allows a correct quantum-mechanical description of the inter-
atomic forces and internal stresses of the material.
Concerning the properties experimentally available, both silicon and germanium present

a negative Clapeyron slope dt∕dP along the melting line of their diamond-cubic, low pres-
sure polymorphs (see Figure 1.28a,b) due to the higher density of the liquid phases and
both present a number of different high-pressure polymorphs.
The most studied high-pressure polymorphs of silicon and germanium are the metallic

β-Sn phases (Si II and Ge II in Figure 1.28), stable above ∼12GPa, but other Si and Ge
phases are stable or metastable at increasing pressures. As an example, Table 1.7 reports
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Table 1.6 Physical properties of Group IV and VI semiconductors

Silicon Germanium Carbon Selenium Tellurium

Melting temperature
(Tm (K))

1685 1210 3823 494 722.66

Structure Diamond
cubic

Diamond
cubic

Diamond
cubic

Monoclinic Trigonal

Lattice constants (nm) 0. 5431 0.5658 0.35668 a ∶ 0.9054 a ∶ 0.4457
b ∶ 0.9083 b ∶ 0.4457
c ∶ 1.1601 c ∶ 0.5299
𝛼 = 𝛾 = 90∘ 𝛼 = 𝛽 = 90∘
𝛽 = 90.810∘ 𝛾 = 120∘

Density (g cm−3) at 298 K 2.3296 5.323 3.52 4.809 6.240
Density of the solid at Tm 2.29 5.22 3.51 — —
Density of the liquid at Tm 2.54 5.51 1.2 3.99 6.2
Electron mobility
(cm2 V−1 s−1)

1400 3900 2200 — —

Hole mobility
(cm2 V−1 s−1)

450 1900 1600 — —

Band gap (eV) 1.12 0.661 5.45 2.25 —

Data from Glazov and Shchelikov, 2000, [99].
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Figure 1.28 (a) Phase diagram of silicon. Solid, dashed and dotted lines: theoretical pre-
dictions, symbols: experimental results. Yang et al., 2004, [102]. Reproduced with permisssion
from Elsevier. (b) Phase diagram of germanium. Solid, dashed and dotted lines: theoretical pre-
dictions, symbols: experimental results. Yang et al., (2004) [103]. Reproduced with permission
from Elsevier

the crystal data for 6 high-pressure phases of silicon [105], but the actual situation is more
complex as at least 11 silicon high-pressure phases are known to be stable.
It has been observed that the high-pressure Si phases never convert directly back to the

diamond phase by pressure release, but undergo transformation into several metastable
phases. As an example, the β-Sn phase of Si undergoes by pressure release first a transition
to an intermediate rhombohedral R8 phase which then transforms to the metastable BC8
phase. On heating at ambient pressure the BC8 phase transforms to another phase which
has the hexagonal diamond (HD) phase structure.
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Table 1.7 Crystal data structures of main silicon polymorphs

Designation Structure Pressure
region (GPa)

I Cubic (diamond) 0 → 12.5
II Body-centred tetragonal (β-Sn) 8.8–16
III Body-centred cubic (BC8) ∼10 → 0
V Primitive hexagonal ∼14 → 40
VII Hexagonal close packed 40–78.3
VIII FCC cubic ≥78.3

EMIS Data Review Series, 1988, [104]. Reproduced with permission from the Institution
of Engineering and Technology.

The corresponding β-Sn phase of Ge undergoes instead a transformation to a short-lived
metastable BC8 phase by rapid depressurization or to the tetragonal ST12 phase by slow
depressurization [105, 106]. It should be noted, however, that the experimental transition
pressures do not necessarily correspond to the equilibrium ones because kinetic factors are
involved.
The phase diagrams of silicon and germanium were originally studied by Bundy [107]

early in 1964 and recently revisited by Yang et al. [102, 103] and by Kaczmarski et al.
[100], see Figure 1.28. It can be seen that in both cases the agreement between the
theoretical predictions and the experiments is particularly good in the relatively narrow
pressure/temperature range of the equilibria involving the cubic diamond and β-Sn type
solids with the liquid phase.
The Car–Parrinello and Car–Rahman methods have been used by Bernasconi et al. [101]

and Car and Parrinello [108] for the simulation of the transition of silicon from the cubic
diamond- to β-Sn structure, which is complicated by the high energy barrier inherent to this
transition and yielded large overpressurizations (42GPa vs 12GPa). To overcome the prob-
lem, Behler et al. [109] adopted a modified Parrinello–Rahman method, based on the intro-
duction of a bias-potential to overcome the large energy potential of the transformation.
Using this method several other high-pressure transitions were successfully studied [109].
The theoretical study of solid–liquid transitions in silicon and germanium is very chal-

lenging, as liquid silicon and germanium present some unusual properties. Upon melting,
different from metals, a density increase of ∼10% occurs in silicon and ∼5% in germa-
nium [50] (see Table 1.6) and the coordination rises from 4 to 6–7 at the phase transition.
This is a lower coordination than would be expected if the liquid were entirely metallic,
and is interpreted as an indication of persistence of covalent bonding [110], in agreement
with XR-diffraction measurements carried out close to the melting temperature [111] and
density measurements [112].
A recent re-examination of the properties of liquid silicon carried out by the Car and

Parrinello group, aimed at getting direct information of the temperature dependence of
the liquid Si density [113] not only supported the hypothesis of persistence of covalent
bonding in liquid silicon [110, 113], but also indicated that liquid silicon is a mixture of two
polymorphs, one covalently bonded and the other behaving as metallic silicon [114]. It has
been found using inelastic X-ray scattering, that a population of 17% of covalent-bonded
silicon atoms coexists at 1787K with metallic-bonded silicon atoms in liquid silicon [115].
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Similar behaviour has been observed in liquid germanium, where the persistence of a
strong covalent bonding in the liquid state has been demonstrated [116–118], as well as a
decrease in the fraction of the covalently bonded Ge with increase in pressure.
It will be shown also that carbon with the structure of diamond presents a similar, even

more complicated behaviour, which is typical of Group IV semiconductors.

1.7.4 Silicon-Germanium Alloys

Few binary elemental semiconductors systems of Group IV present conditions of com-
plete solid solubility, among which the case of silicon-germanium alloys is particularly
interesting for the role played by these alloys in microelectronic and optoelectronic tech-
nology, together with their elemental precursors (see Table 1.6), as has been preliminarily
mentioneded in the last section.
Silicon-germanium alloys, thanks to the elevated electron mobility of germanium, cover

a technology sector where silicon is in decline, as they enable faster, more efficient devices
to be manufactured using smaller, less noisy circuits than conventional silicon, through
greater integration of components onto the chips.
The key advantage of silicon-germanium alloys over their rival technologies is their

compatibility with mainstream complementary metal-oxide semiconductor (CMOS)
processing. In addition, silicon-germanium alloys provide ultra high frequency capability
(well over 100GHz) on the identical silicon platform where baseband, memory and digital
signal processing functions can also be integrated. This is the rationale and the reason
why silicon-germanium alloys appear prominently on the technology roadmaps around
the world and why they attract increasing attention.
The phase diagram of this system has been studied byOlesinski andAbbashian [119] and

reported in a revised form in Figure 1.15: it looks qualitatively very close to the calculated
one of Figure 1.14, based on the assumption of the ideality of both the liquid and solid
solutions.
On the basis of the bond energies of solid alloys reported in the literature (ESi−Si =

−2.32 eV,EGe−Ge = −1.94 eV and ESi−Ge = −2.12 eV [120] one obtains an interaction
coefficient for the solid solutions close to zero (𝛺s(eV) = +0.01 eV). This value is con-
sistent with the assumption of ideality of the solid solutions and with the experimental
values of the heat of mixing, which are small (ΔHmax ∼ 1.3 kJ mol−1) and positive (see
Figure 1.29) [121].
These results also agree well with those obtained by Jivani et al. [121], see again

Figure 1.29, who carried out the theoretical evaluation of the Gibbs free energy and of the
heat of mixing of GexSi1−x solutions using a pseudo-potential theory of covalent crystals
[122].
They confirmed that the heat of mixing of the solid solution is small and positive, pre-

dicting small deviations from the ideality and un-mixing features at low temperature, in
agreement with the results of an earlier study of Dunweg and Landau [123]. The mod-
elling of the liquid solution is more challenging, in view of the presence of two phases, one
metallic and the other covalent, as shown in the last section.
We could suppose, therefore, that the liquid SixGe1−x alloys are heterogeneous mixtures

of covalent- and metallic-bonded Si and Ge, making the evaluation of the liquid–solid equi-
libria questionable when carried out in terms of a simple regular solution model.
The structural aspects of these alloys are also challenging. There is experimental

evidence from XR diffraction measurements of slightly negative deviations of the lattice
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Figure 1.29 Dependence of the heat of mixing on the composition of the GexSi1−x alloys.
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distances from Vegard’s law (see Figure 1.30) and of almost complete relaxation of Ge-Ge
and Ge-Si bonds, from EXAFS measurements (see Figure 1.31). These latter show that the
bond lengths are independent of the solution composition and closely follow the Pauling
limit [124]. The authors did not investigate directly the Si-Si bond distances, but it was
supposed that these bonds are also completely relaxed close to a bond length of 0.235 nm,
which is the sum of two Si atomic radii.
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The explanation given is that bond angle distortion accounts for the monotonic variation
of the lattice distances and that their non-linear variation might be considered a conse-
quence of the bond lengths invariance.
Shen et al. [125] showed that the experimental values of the relaxed bonds could be

significantly well predicted using a simple radial force model, while models based on the
valence force field fail when the bond-bending forces are included.
Eventually, it was also found from the study of the coordination ratio of Ge in Ge-Si

solutions that the distribution of Si and Ge atoms in the lattice is random [124].
The final conclusion is that close lattice parameters, random mixing and close bond

energies values are sufficient to make Si-Ge alloys near to ideal solid solutions.

1.7.5 Silicon- and Germanium-Binary Alloys with Group III and Group IV
Elements

The solubility of Group III and IV elements in germanium and silicon is generally low
or negligible and, consequently, eutectic type phase diagrams are representative of these
binary systems.
The solubility of boron in solid germanium is 5 ⋅ 1018 at cm−3 at 850 ∘C [126], but it

is known that its solubility might be enhanced, as occurs for B in silicon [127], by point
defects engineering, a technique which will be discussed in Chapters 2 and 5.
The phase diagram of the B-Si system is reported in Figure 1.32 [128], which shows that

the solid solubility of B at the eutectic temperature is around 2% in mass units or 3 ⋅ 1021

at cm−3, as also shown by later studies [129].
Carbon also exhibits a limited solubility in solid Si and Ge, see Figure 1.33 [130], as a

consequence of the very large difference in lattice parameters (see Table 1.6) and of the
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large Si-C and Ge-C bond energies (318 and 238 kJ mol−1, respectively), which leads to
the stability of intermediate phases. While the C-Si system has been the subject of detailed
studies in the last few decades, with thousands of published papers, in view of the role of
C as an unwanted and detrimental impurity in semiconductor silicon and as the precursor
of SiC precipitates, as will be dealt with in Chapters 2 and 3, very limited information is
available on the C-Ge system [131].
For both binaries the phase diagrams are available, in full detail for the C-Si system, see

Figure 1.34a, as originally investigated by Olesinki and Abbaschian [132], and in less detail
for of C-Ge, which was originally investigated by Scace and Slack [130] (see Figure 1.34b).
It is worth noting that all the Ge-C phase diagrams, including that recently calculated by
Hu et al. [131] ignore the presence of the intermediate GeC phase.
Actually, different from the case of silicon carbide, only recently germanium carbide

(GeC) has attracted experimental and theoretical interest [133, 134], mostly because
it is now being considered as a promising alternative material for photovoltaic and
electro-optical applications. The carbon addition in germanium results in an increase in its
band gap and a reduction in the lattice parameters, thus allowing its ordered growth on Si
substrates [135].
In spite of the relatively close atomic radii (rSi = 0.1319 nm, rGe = 0.1369 nm, rAl =

0.1432 nm), which should favour larger solid solubilities, the phase diagrams of the Al-Ge
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Figure 1.35 Phase diagrams of (a) Al-Si and (b) Ge-Si. Scientific Group Thermodata Europe
(SGTE). Reproduced with permission from SGTE

and Al-Si systems are typical of metal-semiconductor systems presenting limited recipro-
cal solubility (see Figure 1.35). It is interesting to note, however, that the solubility of Al
in Ge finds its maximum (1% in weight) at the eutectic temperature [136], while that of
Al in silicon shows a retrograde behaviour (see Figure 1.36), with a solubility maximum
(450 ppmw) at 1450K [129, 137].
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Figure 1.36 Solid solubility of Al in silicon (EMPA= electron probemicroanalysis). Yoshikawa
and Morita, 2003 [137]. Reproduced with permission from Electrochemical Society

The limited solid solubility of Si in Al is a technological obstacle to the growth of homo-
geneous, Si-rich Al-Si alloys, but the possibility of inducing a larger solid solubility of Si
(and Ge) in Al was demonstrated experimentally using a rapid quenching process of Si-Al
or Ge-Al melts under pressure (10GPa) [138].
This last effect might be qualitatively accounted for by the increase in the melting tem-

perature of aluminium with increase in pressure (see Figure 1.7) [53] and by the con-
temporaneous decrease in the melting temperature of silicon (see Figure 1.8) [42] (see
Section 1.4.5 for details).
It was also explained theoretically [54, 139] using an extension to solid solutions of

Lindeman’s melting law [51] already discussed in Section 1.4.5. The agreement between
the experimental and calculated values is reasonably good, as shown in Figure 1.37.
As the solubility of silicon in liquid Al (see again Figure 1.37) is appreciable at temper-

atures well below the melting point of silicon, Al has been proposed for use industrially
as a refining medium for metallurgical (MG) silicon [140], in spite of potentially severe
problems of minority carriers lifetime degradation caused by the presence of traces of Al
in silicon crystallized from an Al-rich silicon melt [140].
It is known that Group III elements (B, Al, Ga) behave as electron acceptors, but that

Al also behaves as recombination centre in silicon, thanks to the presence of two deep
levels at 0.315 and 0.378 eV [141, 142], of which the second is a hole trap and the first is a
recombination centre, both possibly associated to the Al–O centres in single crystal silicon,
as will be discussed in Chapter 2.
A significant advantage of Al refining over other refining routes comes, however, from

the very low segregation coefficients of metallic impurities in Al-Si solutions, which are
even lower than the corresponding segregation coefficients in liquid silicon [143], thus
granting an effective purification from B and TM elements, which are the main and the
most deleterious contaminants of MG silicon.
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Figure 1.37 Effect of the pressure on the solubility of (a)silicon and (b)germanium (b) in
aluminium. • experimental points. Kagaya et al., 1998 [139]. Reproduced with permission
from Elsevier

By a suitable quenching of saturated liquid solutions of Si in Al one can segregate vir-
tually pure silicon lamellae which can be filtered from the liquid solution [143, 144] and
further processed by ingot growth processes, which could bring the Al-content in silicon
to acceptable levels, as will be discussed in Chapter 4.

1.7.6 Silicon-Tin and Germanium-Tin Alloys

The other Group IV elements (Sn and Pb), present a limited solubility in Ge and Si, leading
to eutectic type diagrams. It should be mentioned here that Ge-Sn alloys are receiving
growing attention because it is predicted that, at 10% Sn content, unstrained Ge1−xSnx
should exhibit a direct band gap leading to important optoelectronic applications.
In strained, cubic diamond Ge1−xSnx theoretical studies suggest that the crossover con-

centration towards a direct band gap should be even lower [145–148], stressing the impor-
tance of Sn doping for advanced microelectronic applications of Ge.
Chapter 3 will deal with details concerning the preparation of strained materials, but here

it is sufficient to note that although thermodynamic constraints would forbid the preparation
of Ge-Sn alloys at equilibrium compositions above the saturation (the maximum solubility
of Sn in Ge is 0.5 at%), the use of the epitaxial deposition of a thin epitaxial layer of a Ge-Sn
alloy on a substrate presenting a proper lattice mismatch would provide the right solution.
It has be shown that strained metastable epitaxial layers of Sn0.07Ge99.3, 40–100 nm thick,
could be prepared on a silicon substrate with an intermediate, 1 μm thick, Ge buffer layer
[24], opening the way to the use of these alloys in advanced optoelectronic applications.
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1.7.7 Carbon and Its Polymorphs

Diamond is not only unique among semiconductors for its extreme values of hardness9 and
energy gap, which is of interest for the development of semiconductor devices working in
harsh environments (i.e. very high temperature and high γ-rays level), but has been also
selected as one of the materials of possible use for inertial confinement fusion (ICF) appli-
cations [149]. Graphite, on the other hand, is used as the precursor of diamond and, more
recently, of graphene and is a material of common use in high-temperature applications as
a mechanical support, as a crucible or as a heating element.
Due to the extreme difficulty of carrying out experiments even in the pressure/

temperature range of the coexistence equilibria involving the two common solid poly-
morphs of carbon (graphite and diamond) and liquid carbon, which occur at temperatures
between 4000 and 6000K and pressures between 100 and 1000GPa, the thermodynamic
properties of this system are not yet well known and most, though not all, of the known
properties are the result of theoretical studies.
So far, only the graphite/diamond and the graphite/liquid phase boundaries, that occur at

relatively low temperatures and pressures, have been located experimentally with reason-
able accuracy [150–155].
The phase diagrams of carbon, displayed in Figure 1.38a,b, are the result of the

pioneering experimental studies of Bundy [150–153], who succeeded in defining the
thermodynamic properties of the system in the temperature/pressure range of the graphite/
diamond/liquid carbon coexistence.
It should be noted that in both diagrams the Clapeyron dT∕dP slope of the graphite melt-

ing line is positive, in good agreement with the experimental values of the density of the
liquid at low applied pressures (1.2 g cm−3) compared to graphite (2.26 g cm−3). The nega-
tive slope above themelting point of diamond shown in the original diagram of Figure 1.38a
was, however, based on a hypothetical analogy of diamond with silicon and germanium,
for which the density of the liquid is higher than that of the solid. This conjecture was aban-
doned after the 1980s when the results of experimental [153] and theoretical work [156]
demonstrated that the slope is actually positive. Boundy et al. [153] also showed that the
liquid in equilibrium with solid diamond is metallic but that there is also evidence of a
transformation between a non-conducting and a conducting form of liquid carbon.
This conclusion is in good agreement with the results of Togaya [154], who suggests

the onset of a first order transition in liquid carbon along the melting line of graphite at
5GPa. The same author also showed that liquid carbon is 10 times more resistive than liq-
uid silicon (80 μΩ cm) and germanium (75 μΩ cm) (see Figure 1.39) and proposed, as a
preliminary qualitative explanation, that it could arise from the basically covalent structure
of liquid carbon, with three of the four valence electrons involved in covalent bonding and
the conducting electron being strongly localized. It is in any case apparent that liquid car-
bon, as silicon and germanium (see Section 1.7.3), is stable also in a non-metallic form, but
that the larger C-C bond energy (347 kJ mol−1 vs 222 kJ mol−1 for Si-Si and 188 kJ mol−1

for Ge-Ge bonds) favours the persistence of a larger amount of covalently bonded C in
liquid carbon.

9 A recent work [149] shows that C60 molecules solvated with m-xylene give rise to an ordered structure phase that becomes
harder than diamond at pressures above 32GPa.
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Additional information on the properties of the carbon system might be inferred from
the phase diagram of Figure 1.38b, which shows that the triple point where diamond,
graphite and liquid phases coexist occurs in a temperature range around 4500–5000K
for pressures close to 12GPa. It also shows the presence of a region where a hexagonal
polymorph of diamond can be found as a metastable phase and indicates that the equilib-
rium graphite→ diamond transformation occurs under catalytic enhancement. In the same
diagram it is also shown (dotted curves on the top region of the diagram) that the direct
transformation of diamond (D) to graphite (G) and graphite to diamond (dotted line at the
top of the figure) does not occur spontaneously at the coexistence pressures, but requires
much higher pressures in the absence of catalysts.
This apparently happens notwithstanding graphite and diamond having very close

Gibbs free energies of formation and, consequently, that the transformation enthalpy and
entropy are very small (ΔHG→D = +1.897 kJ mol−1,ΔSG→D = −3.36 J mol−1 K−1). It
can be demonstrated that excess temperatures and/or pressures are required to overcome
the high activation energy for the transformation (728 kJ mol−1), a process which implies
the rupture of graphitic bonds and their rebonding via sp3 hybridization.
At lower synthesis temperatures, the formation of HD, a metastable polymorph of dia-

mond, from graphite is favoured instead of the stable cubic diamond phase. Static compres-
sion of graphite at 1200–1700K results in the formation of HD and further compression
results in the formation of diamond, but never at pressures lower than 12 GPa, much higher
than the coexistence pressure in this temperature range.



Trim Size: 170mm x 244mm Pizzini c01.tex V2 - 07/28/2015 6:14 P.M. Page 65

Thermodynamics of Homogeneous and Heterogeneous Semiconductor Systems 65

Moreover, the transformation of the metastable HD to graphite does not occur sponta-
neously, but requires either the assistance of catalysts or its enhancement by size effect
factors [157], which were examined in detail by Khaliullin et al. [158], as will be seen later
in this section.
These uncommon features have been the subject of a number of theoretical studies,

aimed at the development of models capable of explaining the physical grounds of this
behaviour.
Among the considerable amount of literature available on the subject, one has to deal, at

first, with the work of Wang et al. [159] who calculated the diamond melting line using an
ab initio Car–Parrinello MD scheme (see Figure 1.40a) and proposed the phase diagram
shown in Figure 1.40b.
It can be observed that the Clapeyron slope is positive up to 600GPa, turning then to

slightly negative values. Using the density-functional theory based on MD ab initio simu-
lations, Ghiringhelli et al. [161] obtained the phase diagram of Figure 1.41 which confirms
the positive Clapeyron slope for the diamond melting line in the low-pressure range.
The same authors calculated the solid and liquid densities as a function of the pressure

(see Table 1.8 [161]) and showed that the density of both solid and liquid increase with
pressure, with a tendency for the liquid to become denser than the solid, in good agreement
with the results of Wang et al. [159] and of Grumbach and Martin [162]. These last authors
observed a change from fourfold to sixfold coordination in the liquid when the pressure var-
ied from 400 to 1000GPa, just in the range where the liquid becomes denser than the solid.
An important aspect of the physical chemistry of carbon is the thermodynamics of

the phase transformations of carbon polymorphs, which have been studied by among
others, Dmitriev et al. [163] and Khaliullin et al. [158]. According to Dmitriev et al.
[163] the graphite→ diamond transition may be interpreted as a transition between two
low-symmetry, ordered phases, which are formed from a latent, parent disordered phase
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Table 1.8 Effect of the pressure on the density of solid and
liquid carbon

P (GPa) T (K) 𝜌s (g cm−3) 𝜌l (g cm−3)

2.0 Graphite 3 800 2.134 1.759
6.7 4 000 2.354 2.098
16.4 4 250 2.623 2.414
16.4 Diamond 4 250 3.427 2.414
25.5 4 750 3.470 2.607
43.9 5 500 3.558 2.870
59.4 6 000 3.629 3.043
99.4 7 000 3.783 3.264
148.1 8 000 3.960 3.485
263.2 10 000 4.286 3.868
408.1 12 000 4.593 4.236

Data from Ghiringhelli et al., 2005, [161].

by a combined mechanism of ordering plus shift for the diamond structure and ordering
plus decompression for the graphite structure.
Khaliullin et al. [158] studied the same process using first principle arguments and con-

cluded instead that the slow stage of the phase transformation of graphite to diamond is a
nucleation process of an embryo of the diamond phase, which forms by sp3 hybridization
in defective regions of the graphite lattice, whose activation enthalpy strongly depends on
the pressure (see Figure 1.42).
This result agrees well with the experimental features of the same transformation, which

occurs under catalytic support. They could also demonstrate that the formation of the
hexagonal polymorph of diamond during the transition of graphite to diamond is associated
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Figure 1.42 Pressure dependence of the nucleation barriers for the graphite-diamond transi-
tion RG → CD (circles) and HG → HD (squares). Khaliullin et al., 2011, [158]. Reproduced
with permission from Macmillan Publishers

with similar activation energies for the transition of rhombohedral graphite (RG) to CD and
hexagonal graphite (HG) to HD.
The hexagonal and the cubic phases of diamond are not its sole polymorphs. A body cen-

tred cubic phase, labelled BC8, is predicted to be stable by, among others, Correas et al.
[164] and Grumbach and Martin [162] (see Figure 1.43). The latter, as mentioned before,
also predict the stability of several liquid carbon phases at high pressures, presenting differ-
ent local coordination, of which the fourfold one is stable at pressures around 102 GPa and
lower, while the sixfold one is that typical in the 1–4 ⋅ 103 GPa range. They also mention,
as a theoretical prediction, that one of the liquid phases of carbon is insulating and the other
is metallic.
The stability of at least two different liquid carbon phases is also predicted by several

other authors [165–167], who speculate about the presence of a metallic liquid carbon
phase, whose density depends on the pressure, being equal to 1.2 g cm−3 at low pressures
and increasing to 1.8 g cm−3 at 5.4GPa at themelting line [168], definitely lower than those
of diamond and graphite at low pressures (3.51 and 2.26 g cm−3, respectively). Knudson
et al. [52]show, using a shock wave technique, a drastic increase in the density of the liquid,
up to 7.2 g cm−3 at pressures in the 700–1000GPa range, where liquid carbon is in equilib-
rium with the diamond and BC8 phases. It should be noted that these densities agree well
with those obtained by linear extrapolation of the data reported in Table 1.9.

1.7.8 Silicon Carbide

Silicon carbide (SiC), thanks to its hardness (surface microhardness 2900–3100 kg mm−2:
Mohs values 9.2–9.3), second only to diamond (surface microhardness 8–10 ⋅
103 kg mm−2:10 on the Mohs scale), is used as an abrasive in cutting tools and is
very popular in the silicon semiconductor industry where it is employed (now together
with diamond) in the wire sawing technology of single crystal and multicrystalline silicon.
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Table 1.9 Physical properties of the most common polytypes of silicon carbide

SiC
polytype

Structure Lattice
constant

(nm)
300 K

Thermal
conductivity
(W cm−1 C−1)

Surface
energy
(J m−2)

Density
(g cm−3)

300 K

Heat of
formation
(kJ mol−1)

Energy
gap
(eV)

Electronic
mobility

(cm2 V−1 s−1)

3C Cubic:ZB 0.43590 3.6 1.724 3.166 −64 2.36 900
6H Hexagonal:W a∶0.3073 4.9 1.767 3.211 −63.5 3.23 a:370

b∶1.0053 b:50
4H Hexagonal:W a∶0.3073 3.7 1.8 3.21 −66.6 3.0 a:720

b∶1.0053 b:650

ZB = zinc blende and W = wurtzite.

Since the end of the 1980s, when single crystals of SiC became available, SiC has also
been employed as the substrate of high voltage-high power transistors and thyristors, as it
offers (see Table 1.10), in comparison with silicon, a lower intrinsic carrier concentration,
a higher electric breakdown field and a higher thermal conductivity. It is also used as a
substrate for the hepitaxial growth of III–V semiconductors [170–173].
As can be seen in the phase diagram of the C-Si system of Figure 1.34a, SiC is the stable,

intermediate phase, which, however, cannot be formed by liquid crystallization techniques
as it segregates from the liquid at the peritectic decomposition temperature (3103 ± 40 K
and 3.5MPa), together with carbon.
It could, obviously, be prepared in the polycrystalline form by sintering equimolar

quantities of silicon and carbon in a reducing atmosphere at temperatures below the
decomposition temperature, although the industrial route, known as the Acheson process,
is to react silica (SiO2) powder with carbon in an electric arc furnace at temperatures
between 1600 and 2500 ∘C.
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Figure 1.44 (a) Structure of the cubic SiC Materials Design, 2014.(b) Structure of the 4H-SiC
polytype. Madar, 2004 [175]. Reproduced with permission from Macmillan Group

The growth of single crystal samples, which will be described in Chapter 4, is carried
out by seeded sublimation, a process often referred to as physical vapour transport (PVT)
growth [174]. Seeded crystal growth is needed, as SiC is stable in more than 200 known
polytypes, of which only a few are, however, of technological interest.
The polytypism of SiC is a kind of polymorphism which arises from the different order

of stacking layers of Si-C tetrahedra in the SiC lattice. Three types of layers exist, labelled
A, B, C, which allow a comfortable packing, and the difference between the different poly-
types depends on the stacking sequence adopted. As an example, the common 6H-SiC
polytype is formed by an infinite repetition of the sequence ABCACB and the cubic 3C-SiC
results by an infinite repetition of the sequence ABC, see Figure 1.44.
Some structural and thermodynamic properties of the most common SiC polytypes [176]

are reported in Table 1.9. The Gibbs energy of formation of 3C- and 6H-silicon carbide
was determined electrochemically between 1623 and 1898K [177] by measuring the sili-
con solubility in liquid gold in equilibrium with a mixture of silicon carbide and graphite.
The behaviour of the Au-Si system provides a wide compositional range for the small
difference in the activity of silicon exhibited by the two polytypes, thus offering greater
experimental precision over previous similar methods. For 6H-SiC, a Gibbs free energy
value ΔG (kJ mol−1) = −116 900(±7.2) + 38.2(±4.1)T was obtained.
Major problems in the operation of SiC-based electronic devices arise from perturba-

tions of the ideal layer stacking, with the formation of stacking faults, which are known as
the origin of deterioration of SiC devices after long operation periods. This issue will be
discussed in Chapter 3.

1.7.9 Selenium-Tellurium Alloys

In spite of more than half a century of investigations, the properties of the Se-Te sys-
tem remain not entirely settled. The full miscibility of their hexagonal structures has been
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demonstrated, as well as the formation of a lens-shaped isomorph-type phase diagram,
which calls for ideality of both solid and liquid solutions (see Figure 1.45).
The properties of the solid solutions were studied by Pattanaik et al. [178], who esti-

mated the energy of the single covalent Se-Te bond, as 201.1 kJ mol−1, on the basis of the
literature values for the Se-Se (206.1 kJ mol−1) and Te-Te (158.8 kJ mol−1) bond energies
[179], see also Table 1.10 [169].

Table 1.10 Bond energies of selected pairs

Bond Bond
energy (eV)

Bond Bond
energy (eV)

Bond Bond
energy (ev)

Ge-Ge 2.13 Ge-Se 2.44 Bi-Te 1.69
As-As 2.07 Ge-Te 1.87 Pb-S 2.55
Sb-Sb 1.55 As-S 2.48 Pb-Se 2.40
Bi-Bi 1.32 As-Se 2.26 Pb-Te 1.90
Pb-Pb 0.89 As-Te 1.99 Sn-Se 2.36
Sn-Sn 1.57 As-Sb 2.06 Sn-Te 1.86
S-S 2.69 Sb-Se 2.25 Se-Te 2.00
Se-Se 2.14 Sb-Te 1.73
Te-Te 1.65 Bi-Se 2.17

Rao and Mohan, 1981, [69]. Reproduced with permission from Elsevier.
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The problem here is that the Se-Te bond has a partial heteropolar character [180] and,
therefore, a simple chemical model could not be directly applied for evaluation of the
interaction coefficient. Within this uncertainty, the interaction coefficient takes a value
𝛺 = −18.55 kJ mol−1.

The thermodynamics of the liquid solutions are even more difficult to be settled,
because the Se-Te solutions present a semiconductor character at high Se concentrations
and undergo a transition to metallic character above 80% Te [181]. Qualitative information
concerning the bond energies in the liquid phase might be inferred from the properties of
calchogenide Bi-Se-Te glasses, considered as metastable liquids, from which a value of
1.43 eV for the Te-Te pair, 1.89 eV for the Se-Se pair and 1.87 eV for the Se-Te pair might
be deduced [182].
From these values the interaction coefficient in the liquid solutions𝛺l might be estimated

to range around 0.225 eV or 21.701 kJ mol−1, within the errors of the bond energies [182].
Both the solid and the liquid solutions, therefore, have non-ideal behaviour.
The good fit with Vegard’s law observed for the lattice distances along the c-axis in

contrast with deviations observed along the a-axis, see Figure 1.46 [183] are issues which
offer additional information on the overall physico-chemical behaviour of this system. The
deviations along the a axis have been tentatively explained [183] considering that the chain
structure of these materials would make the description of the microscopic structure of the
Se-Te alloys different from that of conventional systems, where a simple substitutional
or interstitial solution would form. The hypothesis was suggested that the formation of
chains containing Se-Te covalent bonds, aligned along the a-axis, is favoured against that
of homogeneous chains formed only by Se and Te atoms, in view of the larger energies of
the Se-Te bonds.

1.7.10 Binary and Pseudo-binary Selenides and Tellurides

Sulfides, selenides and tellurides of Group II elements (Cd, Zn, Hg) are families of binary
and pseudo-binary compound semiconductors of relevant scientific and technological inter-
est, of which the selenides and tellurides are the most important.
As an example, thin film CdTe is a material of excellent photovoltaic properties [184,

185] in terms of efficiency, cost and pay-back time, in spite of the environmental problems
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Figure 1.46 Plot of the lattice constant, a, of Te-Se alloys as a function of the alloy concen-
tration. Grison, 1951, [183]. Reproduced with permission from AIP Publishing
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associated with the toxicity of Cd and Se and Cd vapours or CdO spills in the case
of fire. On the other hand, CdZnTe (CZT) is unrivalled for IR, X-rays and γ-detectors
[186–189] and is also used as a lattice-matched substrate for the epitaxial growth of
HgCdTe, another widely employed semiconductor used for the fabrication of detectors in
the long-wavelength infrared spectral region.
Thin films of CuInSe (CIS) and of quaternary alloys belonging to the same family are

strong competitors of CdTe as photovoltaic materials, in virtue of their high photovoltaic
efficiency10 and for being Cd-free and thus avoiding the main drawback of CdTe.
It will be shown in Chapter 3 that a problem concerning these materials is their ingot

growth, which requires a proper control of the growth atmosphere, considering that the
melt consists of highly volatile components. In the case of the growth of Cd1−x ZnxTe
crystals, as an example, one has a steady loss of the constituents from the vapour phase
above the melt or through the porous walls of the crucible during the growth. The loss of
the constituents might be suppressed by the application of an external, inert gas pressure,
typically ≈ 15GPa of argon.

Since Cd has the highest vapour pressure among the Cd ZnTe melt constituents, the
vapour phase predominantly consists of Cd atoms. Although the external Ar pressure
greatly reduces sublimation, it does not completely eliminate Cd loss from the crucible
[190], which induces the formation of non-stoichiometric deviations and the presence of
Cd-vacancies and Te-antisites in the crystal lattice, as will be discussed in Section 2.4.3.
Knowledge of the pressure–temperature–composition (P − T − x) phase equilibria

gives, therefore, the necessary thermodynamic basis for the crystal growth of materials
with controlled composition.
As an example, detailed studies of the P − T − x phase diagram for the Cd-Te system

and of the non-stoichiometry in CdTe have been reported [191, 192] and information on
the vapour pressure measurement and estimates of solubility of the components in ZnTe
are also available [193, 194].
A key property of these semiconductors is the presence of a second order transi-

tion between their stable cubic zinc blende phase and the hexagonal wurtzite phase
(Figure 1.47) [195] and a further transition to a NaCl structure at pressures of the order of
several GPa [196].
Polytype formation is proposed to be associatedwith the effect of a progressive distortion

of the lattice due to the addition of ordered staggered layers and to internal-rotation forces,
while configurational and vibrational entropy effects are not found to contribute to the
stabilization of polytype lattices [195]. Two typical examples of this kind of phase transition
will be given at the end of this section.
The challenges with the thermodynamic study of II–VI and IV–VI compounds are the

marked deviations from the ideality of the liquid solutions, which cannot be accounted for
by the QCAnor by the pseudo-regular solutionmodel, based on the assumption of a linearly
temperature-dependent interaction coefficient 𝛺(T). In these systems the large difference
in electronegativity produces more ionic and stronger interactions among unlike atoms,
evidenced by the onset of liquid immiscibility and by a step temperature peak in corre-
spondence to the melting temperature of binary systems, as shown in Figure 1.48 [197].

10 According to a January 2013 press release, EMPA, the Swiss Federal Laboratory for Materials Science and Technology,
achieved a record efficiency of 20.4% with CIGS on polymer foils.
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Figure 1.47 (a) Zinc blende structure B. Mills and (b) wurtzite structure. Solid State
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Figure 1.48 Liquidus lines of some binary II–VI systems. Laugier, 1973, [197]. Reproduced
with permission from EDP Sciences

Better results were obtained using the so-called surrounded atoms model, in which the
basic entity is an atom surrounded by all its neighbours, not a simple atom pair or the
associated solution model, postulating the existence of stable complexes, and the polyas-
sociative model, postulating the stability of a multiplicity of complexes in solution [198,
199], each of them representing an attempt at a better themodynamic description of the
studied system.
Later in this section will be seen the advantages of these techniques, after having gained

insight on some details of the phase diagrams of II–VI compounds.11

11 A recent comprehensive analysis has been given by Adachi [200].
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A number of II–VI semiconductors (CdTe, CdS, CdSe, PbTe, SnTe, to mention only the
most important from the viewpoint of their technological applications) but also GaAs and
InP, present significant deviations from the stoichiometry, whose onset might be described
with the following defect reactions, taking CdTe as an example

CdCd ⇌ Cdg + VCd (1.100)

TeTe + CdCd ⇌ TeCd + Cdg (1.101)

TeTe ⇌ Tei + VTe (1.102)

and whose extent depends on the Gibbs free energy of formation of the different point
defects [201], as will be seen in Chapter 2.
Although the deviations from the stoichiometry are generally modest, and range between

±10−4 molar fraction for GaAs and ±10−3 for PbTe, their growth from the melt could be
troublesome, as will be seen in Chapter 4.
The phase diagram of CdTe is reported in Figure 1.49 as a typical example. One

can see in Figure 1.49a that the solid melts congruently [199, 202] but exhibits marked
non-stoichiometry with decreasing temperature (see Figure 1.49b), below the melting
point, with a maximum Te-excess around 1000 ∘C [201, 203].

It is also interesting to mention that the substitution of Se with S leads to an improvement
in the stoichiometry [203]. This effect plays a beneficial role in photovoltaic materials
based on Cd compounds and depends on the different Gibbs energy of formation of Cd
vacancies in CdS and CdSe, as will be discussed in Chapter 2. Both defects are deep level
and responsible for minority carriers lifetime degradation effects.
The phase diagrams of CdSe, ZnSe and ZnTe show close topologies with congruent

melting and liquid immiscibility features [204–206], which has stimulated the interest of
many authors [207–209] in the updating of the thermodynamic properties of these alloys.
As anticipated above, the problem found in the theoretical analysis of these binary

systems is the description of the liquid phases, which behave neither as regular nor
pseudo-regular solutions.
Good results were, however, obtained in the case of ZnTe using the polyassociative

model, as shown in Figure 1.50 [206], where the calculated points are superimposed on
the experimental diagram [205], in spite of some crude assumptions on the equilibrium
partial pressures of Zn and Te.
The basic approach of this model is to consider the presence in the liquid solution of

undissociated Zn and Te together with the complexes ZnTe, Zn2Te,Zn2Te3,ZnTe2. Each
complex has a dissociation constant Kxy(T), which in the case of the complex ZnpTeq could
be written [206]

Kpq(T) =
xqZnx

p
Te

xZnpTeq
(1.103)

(where xqZn and xpTe are the molar fractions of the undissociated Zn and Te in solution)
which can be calculated using numerical procedures on the basis of the experimental values
of the vapour pressures of Zn and Te.
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Figure 1.49 (a) Phase diagram of Cd-Te system. Brebrick, 2010, [199]. Reproduced with
permission from Elsevier. (b) Non-stoichiometry of the CdTe phase. Rudolph, 2003, [201].
Reproduced with permission from John Wiley & Sons
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Figure 1.50 Phase diagram of the Zn-Te system. Moskvin, et al., 2011, [206]. Reproduced
with permission from Centrum Informatyczne TASK

The concentration of the complexes in solution is related to the overall concentration of
the components in solution via mass balance equations and the T , x phase equilibrium is
defined by the equation [206]

ΔSfZnTe

(
T f
ZnTe − T

RT

)
+ ln

xZnxTe
xsolnZn xsolnTe

= 0 (1.104)

where ΔSfZnTe is the entropy of fusion of ZnTe and T f
ZnTe is the melting temperature of

Zn(1±x)Tex for a couple of values of xsolnZn and xsolnTe in the liquid solution. Eventually,
the experimental data relative to the temperature dependence of the vapour pressures of
Zn and Te in equilibrium with the solid solution, under the assumption that only the free
(dissociated from the complex) Zn and Te atoms determine the vapour pressure, allows one
to obtain the dissociation constants for the ZnTe, Zn2Te,Zn2Te3 and ZnTe2 complexes and
thus the phase equilibria.
Using the associated solution model, a simpler version of the polyassociative model, the

dissociation coefficients 𝛽 of a number of binary systems exhibiting complete miscibility in
the liquid and solid state were also calculated [197]. The results are shown in Table 1.11,
from which it is possible to conclude that 100% association in the liquid state occurs in
most cases, except binaries involving tellurium (PbTe, SnTe and CdTe).
The values of the interaction coefficients𝛺 in Table 1.11were instead evaluated by fitting

the experimental solidus curves with the equations describing the solid–liquid equilibria,
showing that CdTe, CdSe, SnTe and PbTe present the largest interaction coefficients and,
therefore, the largest deviations from ideality.
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Table 1.11 Interaction parameter 𝛺 and dissociation coefficient 𝛽 of the stoichiometric
liquids according to the associated solution model

System ZnTe
(Te-
rich)

ZnTe
(Zn-
rich)

CdTe
(Te-
rich)

CdTe
(Cd-
rich)

HgTe
(Te-
rich)

PbTe
(Te-
rich)

PbTe
(Pb-
rich)

SnTe
(Te-
rich)

SnTe
(Sn-
rich)

PbSe
(Se-
rich)

CdSe
(Se-
rich)

CdSe
(Cd-
rich)

𝛺 (kJ mol−1) 7.95 71.1 7.11 45.6 0 −25.94 23.01 −13 35.56 −39.33 32.64 50.2
𝛽 0.00 0.065 0.00 0.055 0.04 0.04 0.14 0.04 0.10 0.00 0.02 0.12

For a completely dissociated liquid 𝛽 = 1 and in this case 𝛺 corresponds to the interaction coefficient of a regular
solution [197].
Laugier, 1973, [197]. Reproduced with permission from EDP Sciences.

Table 1.12 Regular solution interaction coefficients for
some pseudo-binary solid solutions

System Melting temperature
range (K)

𝛺 (kJ mol−1)

ZnTe-CdTe 1560 to 1365 5.60
ZnTe-HgTe 1560 to 943 13
ZnSe-ZnTe 1803 to 1560 6.48
CdTe-HgTe 1365 to 943 5.86
CdSe-CdTe 1528 to 1365 6.28
HgSe-HgTe 1073 to 943 2.93
PbSe-PbTe 1353 to 1200 6.28
PbTe-SnTe 1200 to 1080 0.73
MnTe-GeTe 1430 to 1013 3.38

Laugier, 1973, [197]. Reproduced with permission from EDP Sciences.

It should be noted that the actual interaction coefficient value and sign may depend on
the stoichiometry of the melt, while here only metal-rich alloys were considered.
Using the regular solution model, the temperature-independent interaction coefficients

𝛺 were also calculated for several pseudo-binary systems [197]. The results are reported in
Table 1.12, which shows that all these systems present positive deviations from the ideality.
The phase diagram of the Cd1−xZnxTe system is reported in Figure 1.51 [210, 211].The

high-temperature section of the phase diagram (Figure 1.51a) has been fitted, taking for
the interaction coefficient of the solid solutions a value of 𝛺s = −0.33 kJ mol−1, deduced
from electrochemical measurements of the Gibbs energy of mixing and a value of 𝛺l =
0.21 kJ mol−1 for the liquid from a best fitting procedure of the liquid line.
This conclusion contradicts the occurrence of a solubility gap at low temperatures

(Figure 1.51b) which would require a positive value of 𝛺s, as that reported in Table 1.12.
This conclusion is also in contradiction with the results of the concentration dependence of
the Gibbs energy of mixing, reported in Figure 1.52, which show a small negative excess
of Gibbs energy of mixing over the ideal one, calling for negative values of 𝛺s [212].

In conclusion, the accuracy of the thermodynamic data available for this system and the
use of regular solution approximations does not allow a reasonable fit of the phase diagram
of this system, which, however, presents features very close to ideal. This conclusion is well
supported by the rather close lattice parameters of CdTe and ZnTe (see Table 1.13), which
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Figure 1.51 (a) High-temperature section of the phase diagram of the Cd1−xZnx Te system.
Zabdyr, 1984, [210]. Reproduced with permission from Electrochemical Society. (b) Phase
diagram of the Cd1−xZnxTe system including the low-temperature biphasic region. Haloui et al.,
1997, [211]. Reproduced with permission from Elsevier

Table 1.13 Physical properties of sulfides, selenides and tellurides of Cd, Zn and Hg

CdS CdSe CdTe ZnS ZnSe ZnTe HgSe HgTe

Tm (K) 2023
(100 atm)

1623 1314 2123
(150 atm)

1373 1513 1063 943

Structure ZB ZB ZB ZBa ZB ZB ZB ZB
Lattice

constant
(nm) 0.582 0.608 0.648 0.541 0.567 0.610 0.6085 0.6453

Structure Wb Wb — Wa — — — —
a (nm) 0.4135 0.430 — 0.3811 0.398 0.427 — —
c (nm) 0.6749 0.702 — 0.6234 0.653 0.799 — —
Energy gap

(eV)
2.5

(direct)
1.714

(direct)
1.474

(direct)
3.91

(direct)
2.82

(direct)
2.39

(direct)
8c 0.01–

0.02

aBoth zinc blende (ZB) and W phases are stable.
bWurtzite (W) is the stable phase.
cHgSe is a semimetal with a valence and conduction overlap of 0.07 eV.

lead us to assume a negligible influence of elastic energy contribution to the free energy of
mixing, which should be dominated by the contribution of complexes in solution.
The very symmetric phase diagram of the ternary Hg1−xCdxTe alloys is reported in

Figure 1.53 which exhibits the typical features of ideality of both the liquid and solid solu-
tions [213], in good agreement with the structural data of the components (see Table 1.13).
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Figure 1.53 Phase diagram of theHg1−xCdxTe system. Patrick et al., 1988, [213]. Reproduced
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Also in this case the thermodynamic data of Table 1.12 indicate only close to negligible
deviations from the ideality of the solid solutions, with a value of the interaction coefficient
𝛺 = 5.6 kJ mol−1.

A complementary approach to the analysis of these systems is to consider the role of
the polytype equilibria relative to the binaries CdS, CdSe and ZnS on the structure of the
corresponding pseudo-binary solutions.
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As an example, room-temperature lattice parameters of the systems CdZnTe and
CdTeSe, measured over the full range of their solid solutions, show that the CdZnTe
system remains cubic over its whole range of compositions, while the CdTeSe system
shows a transition from the cubic phase to the hexagonal wurtzite structure at high Se
contents [214].
A more significant example is given by the system CdS-CdTe [215, 216]. As shown

in Figure 1.54, the structure of the CdTe-rich solid solutions is cubic (zincblende) but is
hexagonal (wurtzite) at high CdS concentrations. In correspondence with the minimum at
1071 ∘C the zinc blende–wurtzite boundary coincides. At this temperature there is also the
onset of a miscibility gap, whose size increases with decreasing temperature. Ohata et al.
[215] succeeded in accounting for the thermodynamics of this system by considering that
the S-Te bond is not the nearest bond and that the S-Te repulsive energy should not be too
high, whereas the strain energy should be expected to be very large in view of the large
difference in the covalent radii of S (0.105 nm) and Te (0.136 nm).
As in this system Vegard’s law was demonstrated to hold both for the zinc blende

(ZB)-type and W-type of solutions, the strain energy contribution W to the mixing
enthalpy was evaluated by assuming the validity of Hooke’s law over the whole range of
compositions. Within these crude approximations we have

Lx = LAxA + LBxB (1.105)

W = 1∕2 k xA(Lx − LA)2 + 1∕2 k xB(Lx − LB)2 = 1∕2 k (LA − LB)2xAxB = 1∕2 k xA(1 − xA)
(1.106)
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where Lx is the average lattice parameter of the solid solution and LA and LB are the
corresponding lattice distances in CdS and CdTe, leading eventually to the equation

ΔHs = C x(1 − x) (1.107)

for the strain contribution ΔHs to the mixing enthalpy, where C is a fitting constant taken
equal to 17.11 kJ mol−1. A good fitting of the solidus curve over the whole range of com-
positions was obtained, as shown in Figure 1.54b.
It should be remarked that the composition dependence of the strain-induced enthalpy of

mixing of Eq. (1.107) is formally equivalent to that of the enthalpy of mixing of a regular
solution Eq. (1.89).
This formal equivalence shows that the interaction coefficient 𝛺 of a system which fol-

lows the regular solution model may contain an elastic contribution which adds to the
chemical energy terms or even dominates the interaction, in the approximation of validity
of Hooke’s law. Therefore, it would be misleading to deduce from the experimental evi-
dence of a quadratic dependence of the enthalpy of mixing on composition a true regularity,
as this quadratic dependence is a pure phenomenological law.

1.7.11 Arsenides, Phosphides and Nitrides

The success of modern optoelectronics and the potential of SSL for general illumination is
closely related to the use of III–V compounds, to the development of specific technologies
for their growth and processing and to a half century of dedicated research.
The availability of lasers and LEDs emitting in a bright range of wavelengths, from

the mid-IR to the near-UV and of HEMTs (high electron mobility transistors) working
in the gigahertz to terahertz range, is eminently due to the peculiar electronic properties
of these compounds. They present direct gap features and high electronic mobilities (see
Table 1.14), with a peak at 7.7 ⋅ 104 (cm2 V−1 s−1) in the case of InSb, and, therefore,
different from silicon and germanium, which are indirect gap semiconductors, presenting
efficient light emission capabilities over a wide range of wavelengths.
Arsenides and phosphides were the first direct gap semiconductors used for micro- and

opto-electronic purposes, because their melting properties are not so extreme as those of the
nitrides, but they still present problems for their bulk single crystal growth due to their large
decomposition pressures [46, 217, 218]. The benefits of GaAs and other III–V compounds
over silicon for optoelectronic applications are similar to those given by the use of silicon
instead of germanium as a transistor material [219].
However, though the GaAs transistor performance is better than that of silicon, silicon

is still the material of choice for applications where physics is not against it, as is the case
of SSL, and will probably remain unrivalled for the years to come until Moore’s law will
reach its limit at the silicon atoms size.
Among III–V compounds, Group III nitrides (InN, GaN, AlN and their alloys) are

unique, because they share the benefits of a wide, direct gap range (6.2, 3.4 and 0.7 eV
for AlN, GaN and InN, respectively) and strong chemical bonds. They share also the
drawback of high melting temperatures (2500 ∘C for GaN) and high decomposition pres-
sures (45.000 bar for GaN) that make their direct crystallization from liquids practically
impossible. These drawbacks hindered for years their growth in single crystalline form,
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Figure 1.55 Band gap of In1−xGax N nanowires as a function of the gallium concentration.
Kuykendall, et al., 2007, [221]. Reproduced with permission from Macmillan Publishers

needed for their use as substrates for microelectronic and optoelectronic devices since
the discovery of Nakamura et al. in 1986 [220], who succeeded in the heteroepitaxial
growth of crystalline multilayer structures of InGaN using MOCVD on a GaN buffer layer
deposited on a sapphire substrate.
The GaN buffer layer has the scope to reduce the lattice misfit, which would be intoler-

able in the case of the direct growth of ternary nitrides on sapphire or SiC, being the origin
of exceedingly high dislocation densities.12

The value of a GaP-buffer layer is particularly evident in the case of the Al0.83In0.17N
alloy, as the GaN-buffer is lattice-matched and allows deposition of a low dislocation den-
sity material.
Today small single crystals of GaN might be grown in high pressure furnaces or auto-

claves,13 but all the nitride devices present in the market are manufactured from GaN
substrates grown heteroepitaxially on sapphire, 6H SiC and, more recently, on silicon.
Blue, nitride-based LEDsworking as a pump for suitable phosphors show promise for the

solid state lamps which will be used in the next decade for general illumination. An addi-
tional advantage of nitrides is that the InxGa1−xN solutions allow the complete tunability
of the light emission from the near-UV to the near-IR region by changing the composition,
as seen in Figure 1.55 for the case of InGaN nanowires [221], but this feature is typical
also of InGaN thin films.
The discussion on the understanding of the physico-chemical properties of these systems

and the modelling of their phase diagrams is carried out in the next section, while their
growth processes are discussed in Chapter 3.

12 The effect of dislocations on the electronic properties of semiconductors will be discussed in Chapter 3.
13 Details about growth processes of bulk GaN will be discussed in Chapter 3 [217].
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1.7.11.1 Phosphides

Concerning the basic thermodynamic properties of phosphides, they exhibit, in general,
high saturation pressure values, with their consequent decomposition if the system is not
properly overpressurized. In what follows, only the properties of the binary In-InP and
Ga-GaP and ternary InGaP systems will be discussed, since their properties are typical for
all phosphide phases.
The equilibrium partial pressures of P2 over InP and GaP are reported in Figure 1.56,

while their binary phase diagrams are reported in Figure 1.57, which shows that only the
intermediate stoichiometric phases segregate from the In-rich melts [217].
The phase diagram of the pseudo-binary GaxIn1−xP system [222] is reported in

Figure 1.58. The properties of this system are dominated by the large elastic energy
required to overcome the lattice mismatch (see Table 1.14) of the pure components [223],
which results in the opening of a miscibility gap below a critical temperature of 923.7K
at xc = 0.6 according to [222] (or 830K at xc = 0.4), in good agreement with the results
of a theoretical evaluation [223].
Another key feature of this system is the calculated and experimental bimodal distribu-

tion of bond lengths (see Figure 1.59) at 1000K, a temperature at which, according to the
phase diagram of Figure 1.58, the alloy is homogeneous. The solid lines were calculated
using a Monte Carlo simulation [223] which also indicates a random distribution of metal-
lic atoms in the alloy. Here, as in the case of the Si-Ge alloys, the individual bond lengths
maintain values close to those of the pure compounds and very different from the Vegard’s
law values of the lattice distances (dotted line).
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the InxGa1−x P alloy at 1000K. Empty dots with error bars are calculated values, stars are exper-
imental results from literature. The average lattice parameters, scaled to the bond lengths, are
given by the dotted and dashed lines. Marzari, et al. 1994, [223]. Reproduced with permission
from American Chemical Society

The thermodynamic modelling of these alloys has been carried out by a number of
authors [222, 224–226], with the aim of obtaining the temperature-dependent interaction
coefficients.
This approach has been used, as an illustrative example, by Li et al. [222] to calculate the

Gibbs free energies of the GaxIn1−x P system, where the largest contribution to the mixing
enthalpy for the solid solutions is the elastic energy term.
Here the molar Gibbs free energy of the ternary liquid phaseGl is given by the following

equation

Gl =
3∑
i=1

yiG
o,l
i + RT

3∑
i=1

xilnxi + Gl
Ga,P + Gl

In,P + Gl
Ga,In + Gl

Ga,In,P (1.108)

where Go,l
i is the Gibbs free energy of the pure element i (Ga, In,P) and xi is the molar

fraction of i in the liquid phase. The Gi,j
l terms are the binary excess Gibbs free energies

expressed by the Redlich-Kister equation

Gi,j
l = xixj

k∑
n

Lki,j(xi − xj)ki,j (1.109)

which could be calculated using the model parameters Lki,j given by Ansara et al. [226] for
15 III–V semiconductor binary systems.
The Gibbs energy of the solid phase is given by the following equation

Gs = Go,s
GaPxGaP + Go,s

InPxInP + RT( xGaPln xGaP + xInPln xInP)

+ xGaPxInP

n∑
k=0

LGaP−InP (xGaP − xInP)k (1.110)

whereGo,S
GaP andG

o,S
inP are the Gibbs free energies of formation of the solid GaP and InP

and the LGaP-InP terms are the interaction coefficients for the binary systems, which were
optimized by Li et al. [222], including elastic energy correction terms.
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The results of this simulation are the solid lines in the phase diagram of Figure 1.58,
which fit well the experimental points of the liquid and solid lines, as well as those of the
solubility gap.

1.7.11.2 Arsenides

InAs and GaAs-based multicomponent semiconductor alloys are widely used for the
manufacture of lasers, LEDS

14 and photodiodes operating in the 2–5 μm range at room
temperature. The quaternary alloys (GaInAsSb, InAsSbP, GaAlAsSb) have the advantage,
overpseudo-binary ones, of allowing a better tuning of the emission wavelength by varying
the alloy composition. A drawback of these systems is, however, the presence of a mis-
cibility gap, which limits the application of liquid phase epitaxy to a narrow temperature
range and induces regions of modulated composition due to spinodal decomposition.
In this section we will limit attention to bulk GaAs, InAs and GaxIn1−x As pseudo-binary

alloys and also to the features of epitaxial layers of the quaternary alloys deposited on
InP or GaAs substrates by liquid phase epitaxy,15 where large effects are expected due to
misfit strain.
The phase diagrams of GaAs and InAs are displayed in Figure 1.60, which shows that

the stoichiometric compounds GaAs and InAs segregate by crystallization of the understo-
ichiometric and overstoichiometric melts, these last only at temperatures above the eutectic
temperature.
The general approach to fit the experimental equilibrium data of bulk crystals is to use

the regular or quasi-regular solution model with adjustable parameters. More recently,

14 Typically employed for traffic lights and automotive applications.
15 Liquid phase epitaxy (see details in Chapter 4) is typically used for these types of compounds, which can be deposited, almost
stoichiometrically, from the liquid phase at temperatures much lower than the melting temperature of the compound.
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however, the excess thermodynamic functions have been calculated applying the model
of linear combinations of chemical potentials (EFLCP) [228].
The phase diagram of the pseudo-binary GaxIn1−x As alloy is reported in Figure 1.61a

[229], where it is easy to see the good fit between the experimental results and those arising
from a simulation (solid lines). The simulation was carried out making use of a model
similar to that adopted by Li et al. [222] for the GaInP alloys and discussed in the previ-
ous section, with optimized, temperature-dependent, interaction parameters. It should be
noted that the fit is good in spite of having neglected the possible influence of internal
elastic energy contributions, due to the different lattice parameters of the components (see
Table 1.14). One can also see that the simulation foresees the opening of a miscibility gap,
with a critical temperature of 742K and a critical composition xc ∼ 0.5, whose isothermal
composition widths were evaluated from the excess Gibbs free energy curves reported as
solid lines in Figure 1.61b.
The effect of elastic energy contributions on the phase equilibria was instead evaluated

for the same quaternary system, epitaxially deposited on the (100) surface of an InP sub-
strate, at temperatures slightly above or within the miscibility gap.
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The excess molar Gibbs free energy due to the lattice elastic energy was evaluated, in
this case, using the following equation

ΔGmix = −(Ax2GaAs + Bx2InAs) (1.111)

where A and B are the elastic energy contribution terms associated with the misfit strain.
The calculated Gibbs energy curves are reported as dotted lines in Figure 1.61b.
It is apparent that in the presence of elastic energy contributions the system remains

homogeneous over the whole range of temperatures considered, including that correspond-
ing to the miscibility gap.
These results are supported by a more recent work [230], addressed at the study of

unstrained and strained thin films of III–V semiconductor alloys. The thermodynamic prop-
erties of the unstrained alloys are evaluated by assuming the regularity of the liquid solution
and calculating its Gibbs energy with the following equation

Gl = Go.l
A xA + Go,l

B xB + Go,l
C xC + RT(xAlnxA + xBlnxB + xClnxC) +𝛺l

ABxAxB +𝛺l
ACxAxC

+𝛺l
BCxBxC +𝛺l

ABCxAxBxC (1.112)

which holds for a generic III–V (AxB1−xC) alloy, where the Go terms are the standard
Gibbs energies of the pure components and the 𝛺 terms are the composition-dependent
interaction coefficients for the binary components and for the ternary alloy.
The Gibbs energy of unstrained InxGa1−x As thin films (0.1–1 μm) deposited on a GaAs

substrate was calculated by means of the following equation

Gs = Go.s
ACyAC + Go,s

BCyBC + RT(yAC lnyAC + yBC lnyBC) + LsAC-BCyACyBC (1.113)

where the Go terms are the Gibbs energy of the binary compounds and Ls is the interaction
coefficient for the ternary compound.16

The results of this simulation (solid lines in Figure 1.62) agree well with the experi-
mental and theoretical results reported in Figure 1.61, although the calculated onset of the
miscibility gap occurs at a lower critical temperature of 344 ∘C.

It is also apparent that the effect of misfit strain is very limited, and almost indepen-
dent of the film thickness, when the calculated values of bulk samples (dotted curves in
Figure 1.62) are compared to those of the films, although with a limited increase in the
critical temperature.
For the InxGa1−xAs alloys deposited in thicker (1–10 μm) layers on (100)- or

(111)-oriented InP substrates the effect of misfit strain is severe [230], see Figure 1.63. In
this case, a phase with the zinc blende structure segregates in correspondence of equimolar
solid solutions and the two phase separation below the solidus temperature should prevent
homogeneous growth.
This problem is of critical importance in the epitaxial growth of III–V semiconductors,

where it is known that elastically constrained alloys are stabilized against phase separation
[232], although in practice phase separation and ordering often also occurs. We will not
discuss this further, but it is worth mentioning here that phase separation and ordering in

16 The thermodynamic parameters used for the calculations were obtained from tabulated SGTE (Scientific Group Thermodata
Europe) data [231].
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Figure 1.62 Calculated phase diagram of the InGaAs system as deposited on aGaA substrate.
Ohtani et al., 2001, [230]. Reproduced with permission from ASM International

bulk alloys depend on the sign of the heat of mixing, and that their simultaneous appearance
in thin film samples can only be explained by surface energy effects [232]. Phase separation
and ordering are features of direct concern for all III–V compounds, but of relevant interest
for Group III nitrides, as will be shown in the next section.

1.7.11.3 Nitrides

As already mentioned, due to the extreme thermal properties of these materials, single
crystal samples are only available for GaN, and the properties of ‘bulk’ materials can only
be experimentally investigated on unstrained, free standing films separated from the sub-
strate by suitable chemical ormechanical techniques. Due to these experimental challenges,
very little is known about the thermodynamic properties of bulk nitride alloys.
The discussion here will be limited to two nitride systems, the InGaN alloys and the

InAlN alloys, of which the seconds are very attractive because they could be used as the
active layers of LEDs emitting from the red to the near-UV, depending on the alloy compo-
sition. In addition, the Al0.83In0.17N alloy is lattice matched with the GaN buffer layer, thus
leading to a substantial reduction in defects arising from lattice mismatch, when a single
crystal of sapphire, SiC and, more recently, silicon are used as substrates.
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The growth of the pseudo-binary nitride films is carried out from the vapour phase, at
relatively low temperatures, normally using the MO-CVD technique. Therefore, the ther-
modynamic properties of interest are those concerning the stability and the homogeneity of
the phases deposited in the temperature range of the solid phase domain, where the possible
opening of a miscibility gap and phase separation processes are typical issues. As spinodal
decomposition may involve clustering, phase separation and ordering, knowledge of the
features of the phase decomposition processes is important for their direct influence on the
optoelectronic properties of the devices which could be manufactured thereof.
Phase separation and ordering have been experimentally observed for InxGa1−xN sam-

ples with x ≥ 0.25, prepared at 800 ∘C with atomic layer-MOCVD on sapphire substrates
[233]. Phase separation is supposed to be associated with spinodal decomposition and
ordering is interpreted to occur via stacking of In and Ga atoms along the c-axis of their
wurtzite structure. Ruterana et al. [234] also succeeded in showing ordering features
in these alloys. Yamaguchi et al. [235] studied the AlxIn1−xN and Al1−y−zGayInz N
ternary and quaternary alloys grown on a buffer layer of GaN on a sapphire substrate and
showed that the AlxIn1−x N layers could be grown in the 0.01 < x < 0.58 range without
macroscopic phase decomposition, although the tendency to a microscopical phase
decomposition was observed. It was also shown that the lattice matched Al0.83In0.17N
alloy presented the best crystallinity.
In view of the experimental difficulties associated with the study of phase diagrams of

nitride alloys and in the practical absence of experimental results, theoretical studies are
well suited and of great support for the design of device growth processes.
As an example, Teles et al. [236–238] calculated the phase diagram of the InxGa1−x N

system (see Figure 1.64) which indicates the presence of a verywide region of immiscibility
at temperatures lower than 1250K, with phase separation or spinodal decomposition, in
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define the region of spinodal decomposition) Teles et al., 2004, [236]

good agreement with the experimental results [237] which show that phase decomposition
effects are active in this system, leading to In-rich crystalline inclusions in the layer.
A better thermodynamic description of the InxAl1−x N alloys was obtained by an

ab initio calculation [238], using the Generalized QCA. This model [64] describes the
temperature and composition dependence of the Helmholtz free energy ΔF(x,T) within
a cluster approximation, that considers the crystal divided into an ensemble of clusters,
statistically and energetically independent of the surrounding atoms. Each class of clusters
has the same energy Ej. Each cluster fraction is unknown, but it can be taken as a variational
parameter. At the mesoscopic scale the system is assumed to be spatially homogeneous.
Using this approach it was possible to show the presence of an extended miscibility gap

in this system with a very high critical temperature, which is even higher (1485K) in the
case of InxGa1−xN alloy. A substantial composition invariance of the In-N and Al-N bond
lengths was also demonstrated in the InxAl1−x N alloy, which causes Vegard’s rule to fail
also for the InxGa1−xN alloys.
Finally, the most complete theoretical investigation concerning the phase diagram of

InxGa1−xN alloys was carried out by Gan et al. [240], considering both the zinc blende and
wurtzite structure of these alloys. The effect of lattice vibration was also included, which
required additional computing time, but which was supposed to have a non-negligible con-
tribution to the free energy.
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The results of this study (see Figure 1.65) show that the effect of including the vibrational
contribution is to decrease the critical temperature and the width of the two phase region,
that is to increase the computed solubility range at low temperatures, thus making a notable
difference in terms of predictivity compared to less sophisticated models. On that basis, the
doping with suitable impurities capable of influencing the lattice vibration spectrum could
be an effective strategy capable of extending the useful composition range of nitride alloys.

1.8 Size-Dependent Properties, Quantum Size Effects
and Thermodynamics of Nanomaterials

The physical properties of semiconductor nanomaterials (quantum dots, quantum wells,
nanowires) depend, as is well known, on their sizes and on quantum effects (increase in
the energy gap, quantum localization effects) that do appear when the size is comparable
with the Bohr radius of the excitons in the particular semiconductor under study [241] (see
Table 1.15 for a number of selected materials). Quantum confinement of strong carriers,
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Table 1.15 Bohr radii of excitons in selected semiconductors

Material Exciton Bohr
radius (nm)

Electron mass
(mn∕m∘)

Hole mass
(mh∕m∘)

Si 4.2 0.26 0.49
CdSe 6 0.8 0.45
GaP 6 0.82 0.5
CdTe 8 0.14 0.35
GaAs 15 0.068 0.50
Ge 36 0.12 0.30
PbS 20 — 0.15
InAs 34–74 0.023 0.023
PbSe 46 — —
InSb 86–138 0.014 0.4
PbTe 1700 0.14 0.20

however, only occurs when the radius of the nanoparticle ismuch lower than the Bohr radius
of the exciton (R ≪ a) and it comes out that strong confinement would be very difficult to
obtain with most of the semiconductors reported in Table 1.15, perhaps with the exception
of In- and Pb-compounds.
Also the density of states (DOS) depends on the dimensionality of the nanoparticle. For

a spherical particle it has the form

dN
dE

≈ d
dE

E3∕2 ≈ E1∕2 (1.114)

for a 2D system, such as a quantum well, the DOS is a step function

dN
dE

≈ d
dE

∑
𝜀i<E

(E − 𝜀i) ≈
∑
𝜀i<E

(1) (1.115)

for a 1D system (a quantum wire) the DOS is given by

dN
dE

≈ d
dE

∑
𝜀i<E

(E − 𝜀i)
1∕2

≈
∑
𝜀i<E

(E − 𝜀i)
−1∕2

(1.116)

while for a 0D system (a quantum dot) the DOS is given by

dN
dE

≈ d
dE

∑
𝜀i<E

𝜃(E − 𝜀i) ≈
∑
𝜀i<E

𝛿(E − 𝜀i) (1.117)

There is, however, a problem that remains debated, concerning the role of the surface atoms,
whose amount increases with the reduction in size, as seen in Table 1.16 [242] and that of
surface reconstruction, passivation and oxidation, which makes the evaluation of ‘intrinsic’
quantum effects difficult, and strongly dependent on the nature of the material.
As an example, while in the case of CdSe a dot of 1.8 nm, with a relative size of 0.3 Bohr

excitons, has 90% of the atoms as surface atoms, in the case of PbSe a dot of 13.8 nm
has the same relative size of 0.3 Bohr excitons but only 15% of atoms as surface atoms.
It is therefore questionable whether the luminescence of a quantum dot of CdSe comes
from quantum confinement effects or from surface atoms. In other wordss, one could argue
that when the size dimensions of the Bohr exciton are approached by a nanoparticle, the
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Table 1.16 Density, D (%), of surface atoms as a function of the relative size
(R/aB) and of the absolute size(R) of CdSe and PbSe nanoparticles

R∕aB R (nm) D (%) (CdSe) R (nm) D (%) (PbSe)

1 6 30 46 5
0.3 1.8 90 13.8 15
0.1 — — 4.6 45

Wise, 2000, [242]. Reproduced with permission from American Chemical Society.

distinction between bulk atoms and surface atoms can no longer be ignored with respect to
their influence on the optical and electronic properties of the whole system.
It is also worth considering that when the particles are so small, their electronic structure

changes and a continuum of energy states is substituted by discrete bonding and antibond-
ing orbitals, in such a way that the properties of these entities in covalent semiconductors
are closer to a cluster of molecules than to an extended solid. Therefore, strong quantum
confinement effects are better explained using a hybrid molecular language than a semi-
conductor language [243, 244].
It should finally be noted that the confinement of carriers (electrons and holes) in a

nanoparticle calls for a decrease in the thermodynamic stability of the system [243], as
it is associated with a decrease in the entropic contribution to its Gibbs free energy.
Besides optoelectronic properties, thermodynamic properties are therefore expected to

change when approaching the nanosize. This is the case for the decrease in the eutectic
temperatures of nanocrystalline Si-alloys [245] and of the different melting behaviour of
metallic, semiconductor and organic nanocrystals, which presents significant differences
from that of the corresponding microscopic or macroscopic phases [246], as was already
seen in Figure 1.9 for the case of silicon [49].
The decrease in the eutectic temperature17 of binary metal-Si alloys might be formally

evaluated taking into account the contribution of the surface energy to the total energy of
the system

ΔGtot = ΔGbulk + ΔGsurf (1.118)

where the first term of Eq. (1.118) may be calculated with the procedures illustrated in
Section 1.6.2 and the surface excess term may be evaluated using the following equation

ΔGsurf =
2
R

[
xA

(
𝜎l

AVl
A − 𝜎s

AVss
A) + xSi

(
𝜎l

SiVl
Si − 𝜎s

SiVs
Si)] (1.119)

where the 𝜎 and V terms are the surface tension and molar volume values for silicon and
the metallic solute in the liquid and solid state.
The results of an evaluation for three Si alloys are reported in Figure 1.66 [245], which

shows that the decrease in the eutectic temperature is substantial and should be taken into
account for the design of growth processes of silicon nanowires seeded with gold or silver.
Concerning the size effect of the melting temperature, the information now available

relates only to the properties of single components, not that of alloys. It is, however, known
that the melting temperatures Tm and melting enthalpies decrease with the reduction in size
when the nanocrystals are deposited on inert matrices or are free standing.

17 The evaluation of the size dependence of the eutectic temperature of binary Si alloys is important because metallic dots are
used to initiate the growth of silicon nanowires, as will be shown in Chapter 4.
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Figure 1.66 Calculated decrease in the eutectic temperature for Al-Si, Au-Si and Ag-Si alloys
with the decrease of the diameter of the nanoparticle. Schmidt, et al., 2010, [245]. Reproduced
with permission from American Chemical Society

As nanophases are systems in metastable equilibrium, the experimental study of
size-dependent phase diagrams for binary systems is very difficult, if not impossible. An
empirical model without adjustable parameters [247] based on the Lindeman’s criterion
predicts, however, an exponential relationship between the melting temperature Tm(D)
and 1∕D for metallic nanocrystals

Tm(D) = To
m exp−

2Som(Do − 1)
3RD

(1.120)

where D is the nanocrystal size, To
m is the bulk melting temperature, Som is the bulk melting

entropy and Do is a critical size at which almost all the atoms are located at the surface,
which corresponds approximately to a value of Do = 6 h, where h is the atomic/molecular
diameter.
A model concerning the size dependence of the interaction coefficient 𝛺(D) of regular

solutions is also available [248, 249]. As all thermodynamic properties are roughly depen-
dent on 1/D, that is on the surface to volume ratio, it is supposed that𝛺 should also follow
the same relationship. It is assumed, therefore, that the following equation should hold for
the interaction coefficient

𝛺(D)
𝛺o

= 1 − 2Do

D
(1.121)

where 𝛺o is the bulk value.
This assumption is based on the concept that spontaneous surface bond contraction

occurs with reduction of the coordination number, a concept that has been experimen-
tally proven with Raman measurements on several inorganic materials and, also, on
AlGaN [250].
On the basis of the known values of the bulk interaction coefficients 𝛺o for Ge-Si solu-

tions and on the calculated values of 𝛺(D) reported in Table 1.17 [249], the calculated
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Table 1.17 Thermodynamic functions of the Ge and Si systems as a
function of the crystal size

D (nm) Ge Si

∞ Tm (K) 1210.4 1685
Hm (kJ mol−1) 36.940 50.550
𝛺s (kJ mol−1) 7.666
𝛺l (kJ mol−1) 7.715

10 Tm (K) 1096.7 1472.2
Hm (kJ mol−1) 24.542 33.135
𝛺s (kJ mol−1) 4.437
𝛺l (kJ mol−1) 4.465

5 Tm (K) 1096.7 1472.2
Hm (kJ mol−1) 24.542 33.135
𝛺s (kJ mol−1) 1.208
𝛺l (kJ mol−1) 1.215

Liang et al., 2003, [249].
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Figure 1.67 Evolution of the Ge-Si phase diagrams as a function of the nanocrystallite size.
Liang et al., 2003, [249]. Reproduced with permission from Institute of Physics and Q. Jiang

evolution of the phase diagram of the Ge-Si system as a function of the size is reported
in Figure 1.67. As the size of the crystals decreases to a critical value, which for the case
of Si-Ge alloys is close to the excitonic radius, the liquid and the solid phase are almost
indistinguishable.
Another size-dependent transformation occurs inside the CdTe-CdSe system. It was

shown [251] that the structure of spherical CdTe/CdSe quantum dots having a size ∼8 nm,
synthesized in a two-step procedure with CdTe nanoparticles (4 nm) as nuclei, have the
structure of a CdTe-rich core enclosed by a CdSe shell. However, spherical CdSe/CdTe
quantum dots with a size of about 9 nm, synthesized via a similar two-step procedure but
with smaller CdSe nanoparticles (3 nm) as nuclei, appear single phase with a relatively
uniform distribution of CdSe and CdTe.
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Another, notable example of size-dependent thermodynamic properties is given by the
phase transformation of bulk diamond to graphite which, in the absence of catalysts occurs
at pressures larger than 10GPa around 4000K (see Figure 1.38), well above the equilib-
rium solidus line. When this phase transition is studied on diamond nanocrystallites having
a grain size of 18 nm, it occurs at a pressure of about 5GPa, as demonstrated by X-ray
diffraction and Raman experiments, at 1623K, close to the equilibrium conditions [252].
The effect of pressure on the transformation of silicon nanocrystals from the

semiconducting- to the metallic β-Sn phase has also been considered, as well as that of
the pressure on the transformation of CdSe nanocrystals from the wurtzite to the rocksalt
structure [253].
In this last case it was demonstrated that the transformation involves single domains and

only one nucleation event per crystallite and that the transformation pressure increases with
decrease in the size of the nanocrystals [253], different from the case of phase transitions
in bulk semiconductors, which are highly hysteretic, are nucleated by defects and typically
involve multiple nucleation centres and domain fracture.
The result of this work leads to conclusions of serious impact for the study of phase

transformations. As nanocrystallites are smaller than the domain fragments generated in a
solid–solid transformation, nanocrystallites are ideally suited for the study of phase trans-
formations, because they can be grown almost defectless, though with a large surface to
bulk ratio, where the surface provides the nucleation sites.
Moreover, the increase in the transformation pressure with the decrease in nanocrystal

size demonstrates that this effect is associated with a decrease in available nucleation cen-
tres at the surface and that the process is controlled by kinetic, not thermodynamic factors.
The observed changes in nanocrystal shape during the transformation, induced by inte-
rior atoms motion towards the nucleation sites, provides direct evidence that homogeneous
deformations play a role in phase transitions in semiconductors.

APPENDIX

Use of Electrochemical Measurements for the Determination of the
Thermodynamic Functions of Semiconductors

EMF measurements with galvanic cells using solid electrolytes have been so widely used
for the determination of the thermodynamic functions of inorganic solids at high temper-
atures in the last half century [254–256] that this method may be considered a standard
thermochemical technique [257].
As is well known, the EMF of a galvanic cell with the following configuration

Pt∕Me,MeX2∕∕electrolyte (tX = 1)∕∕X2(P = 0.01325 KPa)∕Pt (A1)

where tX the transport number of X− anions in the electrolyte, gives a measure of the Gibbs
free energy of formation ΔGo

MeX2
of MeX2

E = −RT
2F

ΔGo
MeX2

(A2)

where E in volts is the EMF of the cell and F is the Faraday constant.
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In this kind of measurement the electrolyte must be a suitable solid material presenting
pure ionic (X−) conductivity in the range of temperatures where ΔGo

MeX2
should be mea-

sured, the left-hand electrode is a heterogeneous mixture of Me and MeX2 suitably pressed
in the form of a pellet and the right-hand electrode works as a reversible X2 electrode.
Alkaline earth fluorides, such as CaF2, are good examples of F− conducting electrolytes.
The metallic Pt electrodes allow the exchange of electrons involved in both half-cell

reactions
Me + 2 X− ⇌ MeX2 + 2e(Pt) (A3)

X2 + 2e(Pt) ⇌ 2X− (A4)

but could be substituted by other types of metals or electronic conductors able to satisfy the
condition of electronic equilibrium between the metal electrode and the reactants in both
the electrode compartments. The right-hand metallic electrode must behave as a reversible
electrode, and this condition is not obvious for all types of X−∕X2 redox couples.
Using the electrochemical potential definition given in Section 1.4.6 [7, 9] for the ther-

modynamic description of the processes occurring in the cell (Eq. A1), we can see that at
the electrodes the following equilibria occur

2𝜂Pt(1)e + 𝜂Me
Me2+

= 𝜇Me (A5)

2𝜂X2
X− − 𝜂

Pt(2)
e = 𝜇X2

(A6)

𝜂Me
Me2

+ 𝜂
MeX2
X− = 𝜇MX2

(A7)

At the different phase boundaries, instead, the following equilibria occur

𝜂
Pt(1)
e = 𝜂Me

e (A8)

𝜂Me
Me2+

= 𝜂
MeX2

Me2+
(A9)

𝜂
MeX2
X− = 𝜂

Pt(2)
X− (A10)

𝜂
X2
e = 𝜂

Pt(2)
e (A11)

It is therefore possible to obtain a relationship between the difference in the internal
electrical potentials Δ𝜑 at the Pt electrodes and the cell reaction, by writing

𝜂e
Pt(1) − 𝜂e

Pt(2) + 𝜂Me
e − 𝜂

X2
e = 𝜂Me

Me2+
+ 𝜂

MeX2
X− (A12)

𝜇e
Pt(1) − 𝜇e

Pt(2) = 𝜇Me
Me2+

+ 𝜂
MeX2
X− − 𝜂Me

e − 𝜂
X2
e = 𝜇MX2

− (𝜇Me + 𝜇X2
)

= ΔGo
MX2

= −2FΔ𝜑 (A13)

Therefore the EMF of the cell (Eq. (A2)) in thermodynamic equilibrium conditions (open
circuit voltage) is

EMF = −
ΔGo

MX2

2F
(A14)

If MX2 is MeO2, the electrolyte consists of an yttria-doped ZrO2 solid solution, present-
ing pure O2− conductivity and the right-hand electrode works as an oxygen electrode at a
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pressure P = 0.101325 kPa, the overall cell reaction may be written as

Me + O2(P = 0.101325 kPa) ⇌ MeO2 (A15)

Therefore, under the assumption that both electrode reactions are reversible and that the
ionic conductivity of the electrolyte is sufficiently high to allow fast equilibration, the EMF
measured at the electrodes is proportional to the standard Gibbs free energy of formation
of MeO2,ΔG∘(MeO2) according to the following equation

E = −
ΔGo

MeO2

4F
(A16)

If at the left-hand electrode we have, instead, a non-stoichiometric oxide, formally con-
sidered as a solution of MeO in MO2 and at the right-hand electrode we have pure MO2,
the measured EMF is proportional to the activity of MO2 in the MeO2−x solution at the
left-hand electrode compartment

E = −RT
4F

ln aMeO2
= −RT

4F
ln𝛾xMO2

(A17)

thus allowing determination of the activity a = γx and then the chemical potential of MO2
in solution and of the interaction coefficient Ω for that particular solid solution system.
Provided a suitable electrolyte is available, the thermodynamic functions of a variety

of complex solids may be investigated, as is the case for the potassium–graphite lamellar
compounds, which have been studied [258] in the temperature range 200–350 ∘C with a
solid-state EMF technique, using as the electrolyte a glass reversible to potassium ions and
liquid potassium as the reference electrode.
The cell used was the following:

Kl∕∕glass (tK+ = 1) ∕∕Kgraphite (A18)

using Ni wires as the electrodes. The EMF of the cell is proportional to the activity of K in
the lamellar compound through the equation

E = −RT
F

ln aK(graphite) (A19)

as the activity of K in liquid potassium is unity.
This technique has been rarely applied to semiconductors, as the challenge of EMF

measurements for the determination of thermodynamic functions of semiconductors is the
availability of suitable electrolytes. Oxides, fluorides, chlorides electrolytes are available,
as well as pure H+,Ag+,Li+ or Al3+ (β-Al2O3 or aluminium tungstate Al2(WO4)3 elec-
trolytes [259], which are, however, of little interest for most semiconductors of common
use, with the potential18 exception of Al-based compound semiconductors or hydrogenated
semiconductors.
Therefore, as an alternative route, the possibility of equilibrating the semiconductor with

an intermediate buffer phase which, in turn, should undergo fast equilibrium conditions
with an oxide- or chalcogenide-type of electrolyte has been studied.

18 To the author’s knowledge, EMF measurements with Al3+ or H+ ionic conductors have been never carried out on
semiconductors.
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In this case the problem could be the slow rate of the equilibration processes between the
semiconductor and the intermediate buffer phase (which must also exhibit electronic con-
duction to satisfy electrochemical potentials equilibria) due to slow ion exchange reactions
at the semiconductor/intermediate material interface.
This technique was originally applied [260] for the study of the structure relationships

in the CaO − ZrO2 system in the 900–1100 ∘C temperature range, using CaF2 as the elec-
trolyte, which is a pure F− conducting electrolyte, in the following cell

Pt ∕(O2)P = 0.101KPa∕∕CaO(+CaF2)∕∕CaF2(tF− = 1)∕∕Zr1−xCaxO2−x

× (+CaF2)∕∕(O2)P = 0.101KPa∕Pt (A20)

for which the EMF is proportional to the activity of CaO in the CaOxZrO2(1−x) system

E = −RT
2F

ln aCaO(CaOxZrO2(1−x)) (A21)

In this case, a fast equilibrium between the oxide and CaF2 phases in the left-hand and
right-hand compartments was experimentally demonstrated to occur at the high tempera-
tures of the experiment.
The same approach was recently followed [261] for the study of the thermodynamic

functions of the ternary ZnxCd1−x Te alloys and binary ZnxTe1−x alloys using ZnO as the
intermediate phase, and an yttria-doped ZrO2 electrolyte.
The cell used to measure the activity of Zn in the alloy was:

Zn,ZnO ∕∕ZrO2-Y2O3∕∕ZnxCd1−xTe∕ZnO (A22)

with a Zn/ZnO reference electrode which keeps the activity of Zn at unity.
The EMF of this cell

E = −RT
2F

ln aZn (Znx Cd1−x Te) (A23)

is therefore directly proportional to the activity of Zn in the ZnxCd1−x Te alloy.
The results of the measurements fit well with the calculated ones, as can be seen in

Figure A.1.
A CdCl2-CuCl electrolyte, presenting a pure Cu

+ conductivity, was instead used to study
the properties of Cu2±δ Se semiconductors [262] and a Cu4RbCl3I2 was used as a Cu

+ ion
conducting solid electrolyte for the study of the Cu–As–S system at temperatures from 300
to 370K using EMFmeasurements [263]. From the EMF data the standard thermodynamic
functions of formation and standard entropies of the ternary compounds were obtained,
showing the significant potential of the EMF technique as a thermochemical tool in the
field of compound semiconductors. EMFmeasurements were also used to study the oxygen
activity in liquid silicon [264] with an oxygen sensor directly dipped in the melt of a CZ
puller, using a zirconia-based electrolyte and a V∕V2O3 reference electrode.

The EMF of the cell

C∕∕OSi∕ZrO2-Y2O2∕∕V,V2O3∕∕Pt-Rh (A24)

gives the relative activity of the oxygen in liquid silicon directly

E = RT
2F

ln
p′′O2

p′O2

= RT
2F

ln aO (A25)
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Figure A.1 Activity of Zn (in 10−7 units) in the Te-rich region of the ternary ZnxCd1−x Te alloy
[261]

where p′′(O2) is the equilibrium partial pressure of oxygen of the oxygen-liquid silicon
solution and p′(O2) is the equilibrium oxygen pressure of the V∕V2O3 system.

As the oxygen content in a silicon melt at the temperature of the measurements (slightly
above the melting temperature of silicon) is in the range 0.001–0.01%, the activity coef-
ficient was assumed equal to 1. The results of the EMF measurements were compared to
the results of oxygen content measured by FTIR measurements19 and showed encouraging
potential of this technique as a routine analytical tool.
Last but not least, the Gibbs free energies of formation of 3C- and 6H-silicon carbides

were determined between 1623 and 1898K by measuring the silicon solubility in liquid
gold in equilibrium with silicon carbide and graphite [177]. The solution behaviour
of the Au–Si system provides a good fit with the small difference in the activity of
silicon exhibited by the two polytypes, thus offering greater experimental precision
over previous similar methods. For 6H-SiC, the Gibbs free energy of its formation,
ΔG (J mol−1) = −116 900(±7.2) + 38.2(±4.1)T (where T is in K) relative to liquid
silicon and graphite standard states, is in excellent agreement with other investigations,
indicating that the method is capable of determining the Gibbs energy of formation with
a precision of about 0.7 kJ mol−1. The measurements on 3C-SiC exhibited greater exper-
imental scatter, which may have been due to variations in the density of non-equilibrium
defects of the crystals used, although experimental problems encountered with the
complex crystal shapes may have also contributed. The precision of the technique is,
however, sufficient to get information on polytype stability and perhaps on the Gibbs
energy contributions of non-equilibrium defects.

19 Fourier Transform IR measurements are routinely used for the determination of the concentration of oxygen in solid silicon
samples.
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