
CHAPTER 1

Introduction to the basic concepts

The goal of the first chapter is to introduce some of the key

concepts required to understand the seismoelectric theory

that will be developed for the saturated case in Chapter 2

and for the partially saturated and two-phase flow cases

in Chapter 3. These key concepts include the electrical

double layer theory and the reasons why an electrical

(streaming) current density is produced when the pore

water flows relative to the skeleton formed by the solid

grains. In thecontextof theseismoelectric theory, theprop-

agation of seismicwaveswill be responsible for the relative

flowof porewater, and the resulting source current density

will be responsible for electromagnetic (EM) disturbances.

Wewillprovideashorthistoryof theseismoelectricmethod

as well as its basic concepts. We will also give an introduc-

tion towavepropagation theory. At the endof this chapter,

we will also provide some simulations using a simplified

version of the seismoelectric theory that is based on the

acoustic approximation. These models will illustrate, in a

simple way, the key concepts behind the seismoelectric

method,especially thedifferencebetweencoseismicsignals

and seismoelectric conversions. Finally, we will present a

preliminary model of seismoelectric phenomena pertain-

ing to the Biot–Frenkel theory of linear poroelasticity.

1.1 The electrical double layer

As discussed later in Section 1.4, the existence of seismo-

electric effects is closely related to the existence of the elec-

trical double layer at the interface between the pore water

and the skeleton (made of the elastic minerals). In the

presence of several immiscible fluids in the pore space,

seismoelectric effects can be also associated with the exist-

ence of an electrical double layer at the interface between

theporewaterandtheseother fluidssuchasairoroil.There-

fore,webelieve that it is important to start this bookwithan

extensive description of what the electrical double layer is

for silica and clay minerals that are in contact with an elec-

trolytecomposedofwatermoleculesandions.Wewill focus

on silica and clays but the electrical double layer theory has

been also developed for carbonates (Cicerone et al., 1992;

Strand et al., 2006; Hiorth et al., 2010) and other types of

aluminosilicates such as zeolites (vanBekkumet al., 2001).

The electrical double layer is a generic name given to

electrochemical disturbances existing at the surface of

minerals in contact with water containing dissolved ions.

The electrical double layer comprises (1) the Stern layer

of sorbed ions on the mineral surface (Stern, 1924) and

(2) the diffuse layer of ions bound to the surface through

the coulombic force associated with the deficiency or

excess of electrical charges on the mineral surface and

the Stern layer (Gouy, 1910; Chapman, 1913). The

sorbed ions of the Stern layer possess a specific affinity

for the mineral surface in addition to the coulombic

interaction (specific is usually used to include all types

of interactions that are not purely coulombic). In the case

of the diffuse layer, the ions are interacting with the

mineral surface only through the coulomb interaction.

The readers that are interested to understand the

seismoelectric effect but that are not interested by the
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interfacial electrochemistry can skip Sections 1.1.1 and

1.1.2 and can go directly to Section 1.1.3 of this chapter.

1.1.1 The case of silica
1.1.1.1 A simplified approach
Figure 1.1 sketches the surface of a silica grain coated by an

electrical double layer.When amineral like silica is in con-

tact with water, its surface becomes charged due to chem-

ical reactions between the available surface bonding and

the pore water as shown in Figure 1.2. For instance, the

silanol groups, shown by the symbol >SiOH, of the surface

of silica (where > refers to the mineral crystalline frame-

work), behave as weak acid–base (amphoteric sites). This

means that they can lose a proton when in contact with

water to generate negative surface sites (>SiO−). They

can also gain protons to become positive sites (>SiOH2
+).

Putting water in contact with a fresh silica surface leads

to a slight acidification of the pore water, as shown in

Figure 1.2, which explains why silica is considered to be

an acidic rock. At the opposite end, a mineral like carbo-

nate will generate a basic pH (>7.0) in the pore water.

It follows that themineral surface chargeof silicaappears

to be pH dependent. It is typically negative at near-neutral

pHvalues (pH5–8)andpossiblypositiveorneutral for very

acidic conditions (pH <3). The simplest complexation reac-

tions at the surface of silica can be summarized as (e.g.,

Wang & Revil, 2010, and references therein)

> SiOH+H+ >SiOH2
+ K + 1 1
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Figure 1.1 Sketch of the electrical double layer at the pore water–mineral interface coating a spherical grain (modified from Revil &
Florsch, 2010). The local conductivity σ(χ) depends on the local distance χ from the charged surface of the mineral. The pore water is
characterized by a volumetric charge density QV corresponding to the (total) charge of the diffuse layer per unit pore volume (in
coulombs (C) m−3). The Stern layer is responsible for the excess surface conductivity ΣS (in siemens, S) with respect to the conductivity
of the pore water σf, while the diffuse layer is responsible for the excess surface conductivity Σd. These surface conductivities are
sometimes called specific surface conductance because of their dimension, but they are true surface conductivities. The Stern layer is
comprised between the o-plane (mineral surface) and the d-plane, which is the inner plane of the electrical diffuse layer (OHP stands for
outer Helmholtz plane). The diffuse layer extends from the d-plane into the pores. The element M+ stands for the metal cations (e.g.,
sodium, Na+), while A− stands for the anions (e.g., chloride, Cl−). In the present case (negatively charged mineral surface), M+ denotes
the counterions, while A− denotes the coions. The fraction of charge contained in the Stern layer with respect to the total charge of the
double layer is called the partition coefficient f.
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>SiOH >SiO− +H+ K − 1 2

where K ± are the two equilibrium constants associated

with the surface sorption and desorption of protons. This

2-pK model considers that two charged surface species,

namely, >SiO− and >SiOH2
+, are responsible for the sur-

face charge density of silica. That said, the reaction in

Equation (1.1) is often neglected in a number of studies

because the occurrence of the positive sites, >SiOH2
+, can

only happen at low pH values (typically below pH <3 as

mentioned briefly previously).

Wealsoassumethat theporewatercontainsacompletely

dissociated monovalent salt (e.g., NaCl providing the same

amount of cations Na+ and anions Cl−). In the following, a

“counterion” isanionthat ischaracterizedbyachargeoppo-

site to the charge of themineral surface,while a “coion”has

a charge of the same sign as themineral surface. The typical

case for silica is tohaveanegative surface charge,and there-

fore, the counterions are the Na+ cations and the coions are

the Cl− anions. Note however that the sorption of cations is

characterized by a high valence and a strong affinity for the

silica surface (for instance, Al3+) and can reverse the charge

of themineral surface (surface andStern later together) and

therefore can reverse the sign of the charge of the diffuse

layer. The sorption is described by the following reaction:

> SiOH+M+ >SiO−M+ +H+ , KM 1 3

where KM corresponds to the equilibrium constant for this

reaction. Sorption is distinct from precipitation, which

involves the formation of covalent bonds with themineral

surface. This sorption can be strong (formationof an inner-

sphere complexes with nomobility along the mineral sur-

face) or weak. In the “weak case,” the formation of the

Stern layer is a kind of condensation effect demonstrated

by molecular dynamics. A weak sorption example is the

case of a hydrated sodium. In this example, the sorbed

counterion Na+ keeps its hydration sphere, and it forms a

so-called outer-sphere complex with the mineral surface

(e.g., Tadros & Lyklema, 1969). Such counterions are

expected to keep somemobility along themineral surface,

responsible (as briefly explained in Section 1.3) for a low-

frequency polarization of themineral grains in an alternat-

ing electrical field. The layer of ions formed by the sorption

of thesecounterionsdirectlyonthemineral surface iscalled

the Stern layer. The Stern layer is therefore located

between the o-plane (mineral surface) and the d-plane,

which is the inner plane of the electrical diffuse layer

(Figures 1.1 and 1.2). The sorption of counterions occurs

at the “β-plane” which is located in between the o- and

d-planes shown in Figure 1.1.
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Figure 1.2 Formation of the electrical double layer in the case of silica. In the present case, a neutral silica surface is brought in
contact with a neutral pore water solution composed of cations M+ and anions A−. The silanol surface groups at the surface of silica
release a certain number of protons in the pore water, making the solution slightly acidic. Some of the cations from the pore water
are adsorbed in the Stern layer. The surface charge density and the Stern layer charge density are compensated in the diffuse layer. In a
sandstone, the bulk pore water is neutral (no net charge density), and only the diffuse layer is not neutral and more precisely
characterized usually by an excess of (positive) charges.
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As stated earlier, at near-neutral pH values, the surface

charge of silica is generally negative. This negative surface

attracts the ions of positive sign (counterions) and repels

the ions of the same sign (coions). The surface charge that

is not balanced by the sorption of some counterions in

the Stern layer is balanced further away in the so-called

diffuse layer. In normal conditions, the diffuse layer is

therefore characterized by an excess of counterions and

a depletion of coions with respect to the free pore water

located in the central part of the pores (Figures 1.1

and 1.2). This concept of a diffuse layerwas first developed

by Gouy (1910) and Chapman (1913). The term “electri-

cal double layer” is a generic name describing this electro-

chemical system coating the surface of the minerals and

comprising of the Stern and the diffuse layers. The term

electrical “triple layer model” (TLM) is often used in elec-

trochemistry when different types of sorption phenomena

are considered at the level of the Stern layer. In this case

and as briefly discussed previously, electrochemists use the

term “inner-sphere complexes” for ions strongly bound to

the mineral surface (e.g., Cu2+ or NH4
+ on the surface of

silica). The term “outer-sphere complex” is used to charac-

terize ions that are weakly bound to the mineral surface

(e.g., K+, Na+) and generally keep their hydration layer

and a certain mobility along the mineral surface. We will

return later in this section to the idea of a strong sorption

mechanism.

Electrokinetic properties are defined by measurable

macroscopic effects associated with the relative displace-

ment of the diffuse layer with respect to the solid phase,

with the Stern layer attached to it (e.g., von Smolu-

chowski, 1906). One of the key parameters to define

electrokinetic properties is the zeta potential. For simplic-

ity, we assume that the zeta potential is the inner poten-

tial of the diffuse layer. Our goal is to define a simple

model to determine the value of the zeta potential as a

function of the pore water salinity for a simple 1:1 solu-

tion like NaCl or KCl. The availability of the different sites

is obtained by solving one continuity equation for the

surface sites and two constitutive equations based on

reactions (1.2) and (1.3) earlier. These three equations

are given by

Γ0
S =Γ0

SiOH +Γ0
SiO− +Γ0

SiOM 1 4

K − =
Γ0
SiO− α0H+

Γ0
SiOH

1 5

KM =
Γ0
SiOMα0H+

Γ0
SiOHα

0
M+

1 6

where Γ0
i corresponds to the number of sites i per surface

area and α0H+ and α0M+ denote the activity of the protons

and cations M+ on the outer Helmholtz plane (OHP; see

Figure 1.1). Equation (1.4) expresses the fact that the

sum of all the different types of surface sites is equal to

the crystalline site density Γ0
S of silanol groups on the sur-

face of the grains. The value of this quantity can be deter-

mined from crystallographic considerations. The total site

density Γ0
S is typically between 5 and 10 sites per nm2.

Equations (1.5) and (1.6) represent the balance between

species associated with the constitutive chemical reactions

(1.2) and (1.3) assuming thermodynamic equilibrium for

these reactions (kinetics is neglected) and assuming that

reaction (1.1) can be safely neglected for near-neutral

pH values. According to Revil et al. (1999a), we have

pK − = − log10K − is typically around 7.4–7.5 at 25 C

and pKNa+ = − log10KNa+ is typically close to 3.3 at 25 C,

while pKK+ = − log10KK + is close to 2.8 at 25 C.

The solution of Equations (1.4)–(1.6) is straightfor-

ward and given by

Γ0
SiO− =

K − Γ0
S

Aα0H+

1 7

Γ0
SiOM =

KMΓ0
Sα

0
M+

α0H+ A
1 8

where the quantity A is defined by

A=1+
K −

α0H+

+ α0M+

KM

α0H+

1 9

Since, in this simplified model, there is only one type of

charged site on the surface of the mineral, the surface

charge density (charge per surface are of the mineral sur-

face) is simply given by

QS
0 = −eΓ0

SiO− 1 10

where e is the elementary charge (1.6 × 10−19 C, C for

coulomb).

The next step is to determine the equivalent surface

charge density of the diffuse layer, which is characterized

by an electrostatic potential that decreases away from the

mineral surface φ(χ) where χ denotes the local distance

away from the mineral surface assuming to be locally
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smooth. The activity or concentrations of the ions in

the electrical diffuse layer are determined through the

use of Poisson–Boltzmann statistics. To understand these

distributions, we need to define the so-called electro-

chemical potentials of cations (+) and anions (–). These

electrochemical potentials are defined by (e.g., Gouy,

1910; Hunter, 1981)

μi = μ0i + kbT lnαi + qiφ 1 11

where μ0± is the chemical potential of the ions in a ref-

erence state (a constant), kb is the Boltzmann constant, T

is temperature (in degrees K, Kelvin), αi is the activity of

species i (equal to the concentrations for dilute solutions),

qi is the charge of species i (in C; for instance, q(+) = e for

Na+where e denotes the elementary charge 1.6 × 10−19 C),

and φ is the electrostatic potential (in volts, V).

Local thermodynamic equilibrium between the electri-

cal diffuse layer and the bulk pore water is given by the

equality of the electrochemical potentials. We can con-

sider equilibrium between a position χ away from the

OHP (see position in Figure 1.1) and an arbitrary position

in the bulk pore water for which the local potential of the

electrical diffuse layer φ vanishes φ ∞ =0 . For mono-

valent ions, the condition (Hunter, 1981)

μi χ = μi ∞ 1 12

yields

μ0i + kbT lnαi χ ± eφ χ = μ0i + kbT lnα
f
i 1 13

In Equation (1.13), αf
± denotes the activity of the

cations (+) or anions (–) far from the mineral surface

and taken in the bulk pore water (in the bulk pore fluid,

characterized by superscript f). It follows that the ionic

activity of species i at the position of the OHP itself,

α0i , is given as a function of the activity in the bulk pore

water αf
i by

α0i = αf
iX

2qi 1 14

X = exp −
φd

2kbT

� �
1 15

where φd denotes the electrical potential at the OHP (i.e.,

the inner plane of the electrical diffuse layer). The charge

in the diffuse layer is given by averaging the concentra-

tions over the thickness of the electrical diffuse layer.

In the general case, the charge density in the diffuse layer

is given by

QS =

ð∞
0

XN
i =1

qiCi χ dχ 1 16

QS =
XN
i =1

qi

ð∞
0

C f
i exp −

qiφ χ

kbT

� �
dχ 1 17

We have also the useful property (Pride, 1994)

ð∞
0

exp −
qiφ χ

kbT

� �
dχ =2χd exp −

qiφd

2kbT

� �
1 18

where 2χd represents an average thickness for the diffuse

layer (χd = εfkbT 2e2Cf
1 2

where e denotes the elemen-

tary charge 1.6 × 10−19 C, kb denotes the Boltzmann con-

stant, and εf denotes the dielectric constant of water). The

length scale χd is called the Debye screening length in

electrical double layer theory (e.g., Gouy, 1910, Chapman,

1913). From Equations (1.17) and (1.18), we obtain

QS = 2χd
XN
i =1

qiC
f
i X

qi 1 19

The potential in the diffuse layer is approximately given

by the Debye formula φ χ =φd exp −χ χd (e.g., Pride,

1994) where φd denotes the local potential on the

OHP. For a binary symmetric 1:1 electrolyte, the expres-

sion of the charge density of the diffuse layer reduces to

(using Eq. 1.15)

QS =
ffiffiffiffiffiffiffi
aCf sinh

−φd

2kbT

� �
1 20

a=8×103 εfkbTN 1 21

where N denotes the Avogadro number (6.0221 × 1023

mol−1). We can rewrite the charge density of the diffuse

layer as

QS =
1

2

ffiffiffiffiffiffiffi
aCf X−

1

X

� �
1 22

The electrical double layer problem can be finally

solved by using a final condition in the form of a global

electroneutrality condition for the electrical double layer

and the mineral surface. This condition implies that the
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charge density on the mineral surface is exactly counter-

balanced by the charge density in the Stern layer and the

charge density in the diffuse layer. In order to get an ana-

lytical solution for the zeta potential, we are going to omit

the charge density in the Stern layer (a fair approxima-

tion for silica but not for clays). It follows that the total

electroneutrality condition can be written as

QS +QS
0 = 0 1 23

Using Equations (1.7), (1.10), (1.14), and (1.22) into

Equation (1.23), the potential of the Stern layer φd is

the solution of the following equation:

α X−
1

X

� �
1+ βX2
� �

−1=0 1 24

where

α=

ffiffiffiffiffiffiffi
aCf

2eΓ0
S

1 25

β =
10−pH +KMCf

K −
1 26

and where X is defined by Equation (1.15) and a by

Equation (1.21). At low salinities, we have X (1/X).

With this assumption, Equation (1.24) simplified to the

following cubic equation:

X3 + pX + q=0 1 27

with p=1 β and q= −1 αβ . The real root of this cubic

equation is given by

X = −
q

2
+

ffiffiffiffi
Δ

� �1 3
+ −

q

2
−

ffiffiffiffi
Δ

� �1 3
1 28

where

Δ=
q

2

� �2
+

p

3

� �3
=

1

4α2β2
> 0 1 29

(assuming 4α2 27β 1, which can be easily checked).

Using Equation (1.15), the solution is simply given by

φd =
2kbT

3e
ln αβ 1 30

In electrokinetic properties, the zeta potential represents

the electrical potential of the diffuse layer at the position of

the hydrodynamic shear plane, which is defined as the

position of zero relative velocity between the solid and liq-

uid phases. The exact position of the zeta potential is

unknown but likely pretty close to the mineral surface.

If we assume that the zeta potential represents the poten-

tial on the OHP (see Figure 1.1 for the position of this

plane), it follows from Equation (1.30) that we can write

the zeta potential as (Revil et al., 1999a, b)

ζ = blog10Cf + c 1 31

where

b=
kbT

3e
ln10 1 32

c =
2kbT

3e
ln

8× 103εfkbTN
1 2

2eK − Γ0
S

10−pH

" #
1 33

This equation shows how the zeta potential depends

on the salinity Cf for simple supporting 1:1 electrolytes.

Note that Pride and Morgan (1991, their Figure 4) came

to Equation (1.31) on purely empirical grounds, fitting

experimental data with such an equation and getting

empirically the values of b and c. Typically, the seismo-

electric community has been using Equation (1.31) only

as an empirical equation while it can derived from

physical grounds as demonstrated by Revil et al.

(1999a). The previous model yields b = 20mV per tenfold

change in concentration (salinity) for a 1:1 electrolyte.

A comparison between the prediction of Equation (1.31)

and a broad dataset of experimental data is shown in

Figure 1.3. The slope b of the experimentally determined

zeta potential is actually closer to 24mV per tenfold

change in concentration, therefore fairly close to the pre-

dicted value.

Equation (1.31) is not valid at very high salinities (10−1

mol l−1 and above). Jaafar et al. (2009) presented mea-

surements of the streaming potential coupling coefficient

in sandstone core samples saturated with NaCl solutions

at concentrations up to 5.5mol l−1 (Figure 1.3). Using

measurement of the streaming potential coupling coeffi-

cient, theywere able to determine the zeta potential up to

the saturated concentration limit in salinity. They found

that the magnitude of the zeta potential also decreases

with increasing salinity, as discussed previously and as

predicted by Equation (1.31), but approaches a constant

value at high salinity around −20mV. This value is, so far,

not captured by exiting models.
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In addition, the analysis made earlier is correct only for

silica in contact with simple supporting electrolytes such

as NaCl or KCl with a weak sorption of the counterions.

As mentioned briefly previously, the composition of the

pore water can, however, strongly influence the value

and even the sign of the zeta potential. In the case of

strong sorptions, it is necessary to account for more intri-

cate complexation reactions on the surface of silica like

the one shown in Table 1.1 for copper. Figure 1.4 shows

the speciation of copper on the mineral surface forming

both monodentate and bidentate complexes. In the pres-

ence of such strong sorption phenomena, the zeta poten-

tial can reverse sign and drastically change in magnitude.

This is especially true in the case of the sorption of cations

of high valence (e.g., Al3+) directly on the mineral sur-

face. In such inner-sphere complex, the cation loses part

of the hydration layer. The charge density of the counter-

ions in the Stern layer can be high enough to overcome

the charge density on the surface of the mineral. In this

case, the charge of the diffuse layer and its associated zeta

potential have a reversed polarity, at a given pH, with

respect to what is normal for a simple supporting binary

electrolyte like NaCl or KCl. Electrokinetic phenomena

like the seismoelectric effect are very sensitive to these

types of chemical changes because they are directly con-

trolled by the properties of the electrical double layer and

by the zeta potential.
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Table 1.1 Equilibrium constants for surface complexes at the
surface of a silica sand.

Reactions Equilibrium constants

>SiOH + H+ > SiOH2+ 10−2.2

>SiOH > SiO− + H+ 10−6.2

>SiO− + Na+ >SiO− Na+ 10−4.5

>SiOH + Cu2+ >SiOCu+ + H+ 10−3.4

2 > SiOH + Cu2+ 2(>SiO)−Cu2+ + 2H+ 10−8.8

>SiOH + SO4
2− + H+ >SiSO4

− + H2O 105.0

From Sverjensky (2005).
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contact with a silica surface. Sorption of copper on the mineral
surface (inner-sphere ligand) occurs as a monodentate complex
(immobile), while sorption in the Stern layer (outer-sphere
ligand) occurs as a (mobile) bidentate complex. This type of
sorption has a strong effect on the value of the zeta potential and
can, under given conditions, reverse the polarity of the zeta
potential on the surface of silica. The o-plane denotes themineral
surface, and the d-plane denotes the outer Helmholtz plane
(OHP) on which the zeta potential ζ is considered.
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1.1.1.2 The general case
A complete electrical double layer model for silica is now

discussed avoiding most of the assumption used previ-

ously. The drawbacks of such approach, however, are

that there are no analytical solutions of the system of

equation and we have to use a numerical approach to

determine the zeta potential and the surface charge for

a given set of environmental conditions. We consider

again silica grains in contact with a binary symmetric

electrolyte like NaCl for the simplicity of the presentation

and comparison with the experimental data. In the pH

range 4–10, the surface mineral reactions at the silanol

surface sites can be written as

> SiO− +H+ >SiOH, K1 1 34

> SiOH+H+ >SiOH2
+ , K2 1 35

> SiO− +Na+ > SiONa, K3 1 36

The symbol “>” refers to the mineral framework, and

K1, K2, K3 are the associated equilibrium constants for

the different reactions reported earlier (see Table 1.1).

Additional reactions for a multicomponent electrolyte

can be easily incorporated by adding reactions similar

to Equation (1.36) or exchange reactions. Therefore,

the present model is not limited to a binary salt. The pro-

tonation of surface siloxane groups >SiO2 is extremely

low, and these groups can be considered as inert. We

neglect here the adsorption of anion Cl− at the surface

of the >SiOH2
+ sites which occurs at pH< pH (pzc)≈ 3,

where pzc denotes the point of zero charge of silica:

pH pzc =
1

2
logK1 + logK2 1 37

Consequently, the value of K2 is determined from the

value of K1 and pH (pzc)≈ 3. The surface charge density

Q0 (in Cm−2) at the surface of the minerals can be

expressed as follows:

Q0 = e Γ0
SiOH2

−Γ0
SiO−Γ

0
SiONa

� �
1 38

where Γ0
i denotes the surface site density of species i (in

sites m−2). The surface charge density Qβ in the Stern

layer is determined according to

Qβ = eΓ0
SiONa 1 39

The surface charge density in the diffuse layer is calcu-

lated using the classical Gouy–Chapman relationship in

the case of a symmetric monovalent electrolyte:

QS = −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8εkbTCf

p
sinh

eφd

2kbT

� �
1 40

where Cf is the salinity in the free electrolyte (in mol l−1),

T is the temperature (inK), εf is the permittivity of the pore

water (εf = 81 ε0, ε0 ~ 8.85 × 10−12 Fm−1), e represents the

elementary charge (taken positive, e =1.6 × 10−19 C), and

kb is the Boltzmann constant (1.381 × 10−23 J K−1). The

electrical potential φd (in V) is the electrical potential at

the OHP (see Figure 1.1). Wemake again the assumption

that the electrical potential φd is equal to the zeta poten-

tial ζ placed at the shear plane. The shear plane is the

hydrodynamic surface on which the relative velocity

between the mineral grains and the pore water is null.

The continuity equation for the surface sites yields

Γ0
1 =Γ0

SiO +Γ0
SiOH +Γ0

SiOH2
+Γ0

SiONa 1 41

where Γ0
1 (in sites m−2) is the total surface site density

of the mineral. We use the equilibrium constants associ-

ated with the half reactions to calculate the surface

site densities Γ0
i . Solving Equation (1.41)with the expres-

sions of the equilibrium constants defined through

Equations (1.34)–(1.36) yields

Γ0
SiO =AΓ0

1 1 42

Γ0
SiOH =AΓ0

1K1C
f
H+ exp −

eφ0

kbT

� �
1 43

Γ0
SiOH2

+ =AΓ0
1K1K2C

f
H+

2 exp −
2eφ0

kbT

� �
1 44

Γ0
SiONa =AΓ0

1K3C
f
Na+ exp −

eφβ

kbT

� �
1 45

A=1+K1C
f
H+ exp −

eφ0

kbT

� �
+K1K2C

f
H+

2 exp −
2eφ0

kbT

� �

+K3C
f
Na+ exp −

eφβ

kbT

� �
1 46

where φ0 and φβ are, respectively, the electrical potential

at the o-plane corresponding to the mineral surface and

the electrical potential at the β-plane corresponding to
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the plane of the Stern layer (see Figure 1.1). The electrical

potentials φ0, φβ, and φd are related by

φ0−φβ =
Q0

C1
1 47

φβ−φd = −
QS

C2
1 48

where C1 and C2 (in Fm−2) are the (constant) integral

capacities of the inner and outer parts of the Stern layer,

respectively. The global electroneutrality equation for the

mineral/water interface is

Q0 +Qβ +QS = 0 1 49

We calculate the φd potential—thanks to Equations

(1.38)–(1.49)—using an iterative method to solve the

system of equations. We use Γ0
1 = 5 sites m−2 and C2 =

0.2 Fm−2. We use the values of K1, K3, and C1 reported

in Figure 1.5 to calculate the surface charge density Q0

at the surface of silica mineral and the potential φd.

The predictions of this double layer model are compared

to the literature data (zeta potential and surface charge)

in Figure 1.5. With the same model parameters, the sur-

face charge of the mineral and the zeta potential can be

described by this model as a function of the pH and salin-

ity. Such type of model can also be used to predict the

effect of specific sorption of cations like Cu2+ on the zeta

potential/surface charge density of the silica surface.

As shown previously, the counterions are both located

in the Stern and in the diffuse layer. The fraction of coun-

terions located in the Stern layer is defined by

f =
Γ0
SiONa

Γ0
SiONa +ΓD

Na

1 50

where the surface charge density of the counterions in

the diffuse layer is given by

ΓD
Na≡

ð∞
0

CD
Na+ χ −C f

Na+

	 

dχ = C f

Na+

ð∞
0

exp −
eφ χ

kbT

� �
−1


 �
dχ

1 51

and the electrical potential in the diffuse layer φ is given by

φ χ =
4kbT

e
tanh−1 tanh

eφd

4kbT

� �
exp −

χ

χd

� �� �
1 52

In Equation (1.52), χ denotes the distance defined

locally normal from the interface between the porewater

and the solid grain, χd is the Debye screening length (in

m), and ΓD
Na is the equivalent surface density of the coun-

terions in the diffuse layer. Figures 1.6 and 1.7 show that

the fraction of counterions located in the Stern layer, f,

depends strongly on the salinity and pH of the pore water

solution. For example, at pH = 9 and at low salinities

(≤10−3 mol l−1), most of the counterions are located in
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Figure 1.5 Comparison between the predictions of the triple
layer model described in the main text at the end of Section 1.1
and experimental data in the case of silica. a) Comparison
between the prediction of the model and surface charge density
measurements obtained by potentiometric titrations at three
different salinities (NaCl) and in the pH range 5–10 (Data from
Kitamura et al., 1999). b) Comparison between the model
prediction and measurements of the zeta potential at different
salinities and pH = 6.5 (Data from Gaudin & Fuerstenau, 1955).
The same model parameters are used for the two simulations.
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the diffuse layer, while at high salinity (>10−3 mol l−1),

the counterions are mostly located in the Stern layer.

1.1.2 The case of clays
Clays are ubiquitous in nature, and as such, their influence

on electrical properties in general and the seismoelectric

properties in particular is very important. A second reason

to be interested by clays comes from their very small par-

ticle size (typically smaller than 5 μm) and the charged

nature of their crystalline planes (Figure 1.8). The small

size of the clay particles implies that they carry a huge

charge per unit pore volume of porous rocks. There

are at least two families of clay minerals depending on

whether the space between the clay crystals is open or

closed: on the one hand, kaolinite, chlorite, and illite

have no open interlayer porosity, while on the other

hand, smectite has an interlayer porosity strongly influ-

encing its swelling properties. Figure 1.8 shows that

the surface charge density of the clay particles has two

distinct origins: one is located essentially on the basal

planes that is mostly due to isomorphic substitutions in

the crystalline framework and is pH independent (this

charge is dominant for smectite). The second charge den-

sity is mostly located on the edge of the crystals due to

amphoteric (pH-dependent) active sites.

The small particle size of clay minerals implies in turn a

high specific surface area and a high cation exchange

capacity (CEC) by comparison with other minerals. The

specific surface area Ssp (in m2 kg−1) corresponds to the

amount of surface area divided by the mass of grains.

The CEC (in C kg−1) corresponds to the amount of charge

that can be titrated on the mineral surface divided by the

mass of mineral. The ratio of the CEC by the specific sur-

face area corresponds to the effective charge density on

the mineral surface:

QS
0 =

CEC

Ssp
1 53

As shown in Figure 1.9, the charge per unit surface is

pretty constant for all clay minerals and comprised bet-

ween 1 and 3 elementary charges per nm2 at near-neutral

pH values. Because part of the charge on the surface of the

clayminerals is pHdependent,Maes et al. (1979) proposed

for 3.9 ≤ pH ≤ 5.9 and formontmorillonite (a special typeof

smectite) the following pH-dependent relationship for

the CEC: CEC (in meq g−1) = 79.9 + 5.04 pH for monova-

lent cations and CEC (in meq g−1) = 96.1 + 3.93 pH for

divalent cations.

A theory for the electrical double layer of clay minerals

is now introduced. This theory can be used to predict

the amount of charge on the mineral surface and in the

Stern layer or more directly the zeta potential. It can also

be used to predict a highly important parameter used in
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Figure 1.7 Determination of the partition coefficient though a
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the determination of the complex conductivity of these

minerals. This parameter is called the partition coefficient

f (dimensionless). It describes the amount of counterions

in the Stern layer by comparison with the total amount

of counterions in the Stern and diffuse layers together.

We consider first a kaolinite crystal in contact with a

binary symmetric electrolyte like NaCl. We restrict our

analysis to the pH range 4–10, which is the pH range use-

ful for most practical applications in geophysics. In this

pH range and in the case of kaolinite, the surface mineral

reactions at the aluminol, silanol, and >Al–O–Si< surface

sites can be written as

>AlOH2
1 2+ >AlOH1 2− +H+ , K1 1 54

T

O
T

O

T

(a)
(b)

>Si

>Al

OH0

OH – (1/2)

Edges

(a) Octahedral sheet (O)
(b) Tetrahedral sheet (T)

001

110

010

>Al

>Si

T
O
T

(a)

Al, Mg, Fe
Si, Al

1:1 clay
2:1 clay

110

010

Faces

110

010

Faces

>>>>

Kaolinite

Smectite

>

Basal surface

OH+(1/2)

OH+(1/2)

OH+(1/2)

OH0

OH0

>Si

X– X– X– X– X–

(b)

Figure 1.8 Active surface sites at the edge of a) 1:1 clays (kaolinite) and b) 2:1 clays (smectite or illite). In the case of kaolinite,
the surface sites are mainly located on the edge of the mineral ({110} and {010} planes). In the case of smectite and illite and in the
pH range near neutrality (5–9), the surface sites are mainly located on the basal plane ({001} plane), and they are due to
isomorphic substitutions inside the crystalline framework (Modified from Leroy & Revil, 2004). Note also the difference in the
morphology of the clay particles. T and O represent tetrahedral and octahedral sheets, respectively.
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>SiOH1 2+ > SiO1 2− +H+ , K2 1 55

>Al−ONa−Si < >Al−O− −Si < +Na+ , K3 1 56

where K1, K2, and K3 are the equilibrium constants of

reactions (1.54)–(1.56) and the sign “>” refers to the crys-

talline framework. The surface site >Al–O–Si< carries a

net (−1) negative charge (Avena & DePauli, 1998). We

assume that the surface complexation reactions occur

on the {010} and {110} planes of kaolinite.

The availability of the surface sites introduced by the

chemical reactions described previously at the surface of

the {010} and {110} planes can be described by the conser-

vation equations for the three types of sites (aluminol,

silanol, and >Al–O–Si< surface sites). Solving these equa-

tions, we obtain the concentrations of the different sur-

face sites:

Γ0
AlOH =

Γ0
1

A
1 57

Γ0
AlOH2

=
Γ0
1

A

C f
H+

K1

� �
exp −

eφ0

kbT

� �
1 58

Γ0
SiO =

Γ0
2

B
1 59

Γ0
SiOH =

Γ0
2

B

C f
H+

K2

� �
exp −

eφ0

kbT

� �
1 60

Γ0
AlOSi =

Γ0
3

C
1 61

Γ0
AlONaSi =

Γ0
3

C

C f
Na+

K3

� �
exp −

eφβ

kbT

� �
1 62

where A, B, and C are given by

A=1+
C f
H+

K1
exp −

eφ0

kbT

� �
1 63

B=1+
C f
H+

K2
exp −

eφ0

kbT

� �
1 64
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data: Chittoori and Puppala (2011).

12 Chapter 1



C =1+
C f
Na+

K3
exp −

eφβ

kbT

� �
1 65

where e is the elementary charge (in C), T is the temper-

ature (in degree K), kb is the Boltzmann constant, Γ0
i is

the surface site density of site i, and Γ0
1, Γ

0
2, Γ

0
3 (in sites

per nm2) are the total surface site densities of the three

type of sites introduced earlier (aluminol, silanol, and

>Al–O–Si< groups, respectively). The parameters C f
i

where i =Na+ ,H+ are the ionic concentrations (in

mol l−1), and φ0 and φβ are the electrical potentials at

the mineral surface (o-plane) and at the β-plane, respec-
tively (Figure 1.1). The resulting mineral surface charge

density, Q0, and the surface charge density in the Stern

layer, Qβ (in Cm−2), are found by summing the surface

site densities of charged surface groups (see Leroy &

Revil, 2004).

In the case of smectite and illite, the surface site densi-

ties are located mainly on the basal plane {001}

(Tournassat et al., 2004). We use the TLM developed

by Leroy et al. (2007) to determine the distribution of

the counterions at the mineral/water interface of 2:1 clay

minerals. In the pH range 6–8, the influence of the

hydroxyl surface sites upon the distribution of the coun-

terions at the mineral/water interface can be neglected

because the charge density induced by edge sites is small

relative to that due to permanent excess of negative

charge associated with the isomorphic substitutions

inside the crystalline network of the smectite

(Tournassat et al., 2004). We therefore consider only

these sites in the model denoted as the “X-sites” (see

Figure 1.8). The adsorption of sodium is described by

>XNa >X− +Na+ , K4 1 66

Γ0
XNa =Γ0

X

C f
Na+

K4

� �
exp −

eφβ

kbT

� �
1 67

The mineral surface charge density Q0 (in Cm−2) of

smectite associated with these sites is considered equal

to the ratio between the CEC of smectite (1meq g−1)

and its specific surface area (800m2 g−1), which gives a

value equal to 0.75 charge nm−2 (for illite, a similar anal-

ysis yields 1.25 charges nm−2). These values allow the cal-

culation of the surface site densities Γ0
X and Γ0

XNa knowing

the expressions of the mineral surface charge density Q0

(in Cm−2) as a function of the surface site densities (see

Leroy et al., 2007).

There are three distinct microscopic electric potentials

in the inner part of the electrical layer. We note φ0 as the

mean potential on the surface of themineral (Figure 1.1).

The potential φβ is located at the β-plane, and φd is the

potential at the OHP (Figure 1.1). These potentials are

related to each other by a classical capacitance model

(Hunter, 1981):

φ0−φβ =
Q0

C1
1 68

φβ−φd = −
QS

C2
1 69

where C1 and C2 (in Fm−2) are the (constant) integral

capacities of the inner and outer parts of the Stern layer,

respectively (Table 1.2). The parameter QS represents the

surface charge density in the diffuse layer. The global

electroneutrality equation for the mineral/water inter-

face is

Q0 +Qβ +QS = 0 1 70

We calculate the potential φd by using Equations

(1.68)–(1.70) and the procedure reported by Leroy and

Revil (2004) and Leroy et al. (2007) (the surface charge

densities are expressed as a function of the corresponding

surface site densities). We use the values of the equilib-

rium constants Ki and of the capacities C1 and C2 reported

in Table 1.2. The system of equations was solved inside

twoMATLAB routines, one for kaolinite and one for illite

and smectite. The counterions are both located in the

Stern and in the diffuse layer. For all clay minerals, the

fraction of counterions located in the Stern layer is

defined by Equations (1.50)–(1.52) like for the silica

surface.

Table 1.2 Optimized double layer parameters for the three main
types of clay minerals (at 25 C).

Parameters Kaolinite Illite Smectite

K1 (at 25 C) 10−10
�

— —

K2 (at 25 C) 8 × 10−6
�

— —

K3 (at 25 C) 5 × 10−2
�

— —

K4 (at 25 C) — 0.8† 0.8†

C1 (F m
−2) 1.58� 1† 1†

C2 (F m
−2) 0.2� 0.2† 0.2†

� From Leroy and Revil (2004).
† From Leroy et al. (2007).
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As shown by Leroy and Revil (2004) and Leroy et al.

(2007), the previous set of equations can be solved

numerically using the parameters given in Table 1.2 as

input parameters. The parameters of Table 1.2 have been

optimized from a number of experimental data, espe-

cially zeta potential resulting from electrokinetic mea-

surements and surface conductivity data (see Leroy &

Revil, 2004; Leroy et al., 2007), and remain unchanged

in the present work. The output parameters of the

numerical TLM are the surface site densities in the Stern

and diffuse layers and therefore the partition coefficient f.

Some TLM computations of the fractions of counterions

in the Stern layer show that f is typically in the range

0.80–0.99, indicating that clay minerals have a much

larger fraction of counterions in the Stern layer by

comparison with glass beads at the same salinities. The

values of the partition coefficient determined from the

presentmodel are also consistent with values determined

by other methods, for instance, using radioactive tracers

(Jougnot et al., 2009) and osmotic pressure (Gonçalvès

et al., 2007; Jougnot et al., 2009). This shows that the

present electrochemical model is consistent because it

can explain a wide diversity of properties.

1.1.3 Implications
As discussed in Sections 1.1.1 and 1.1.2, all minerals of

a porous material in contact with water are coated by

the electrical double layer shown in Figure 1.1. The

surface of the mineral is charged (due to isomorphic

substitutions in the crystalline network or surface

ionization of active sites such as hydroxyl >OH sites).

The surface charge is balanced by charges located in

the Stern layer and in the diffuse layer. There are three

fundamental implications associated with the existence

of this electrical double layer at the surface of silicates

and clays:

1 Pore water is never neutral. There is an excess of

charge in the pore water that can be written as

QV = 1− f ρg
1−ϕ

ϕ

� �
CEC 1 71

where f denotes the fraction of counterions in the

Stern layer (attached to the grains) and therefore

(1 – f ) denotes the fraction of charge contained in

the diffuse layer, ρg denotes the mass density of the

grains (kgm−3), ϕ denotes the porosity, and CEC

denotes the cation exchange capacity of the material

(in C kg−1). We will see later that the flow of the pore

water relative to the grain framework drags an effec-

tive charge density Q
0
V . We expect that for permeable

porous media, we have

Q
0
V QV 1 72

In sandstones, the diffuse layer is relatively thin with

respect to the size of the pores and especially for the

pores that controlled the flow of the pore water. In

other words, most of the water is neutral with the

exception of the pore water surrounding the surface

of the grains. In addition, only a small fraction of the

diffuse layer is carried along the pore water flow. We

will see that the charge density Q
0
V should be under-

stood as an effective charge density that is controlled

by the flow properties (especially the permeability)

and that has little to do with the CEC itself. It should

be clear therefore that the CEC cannot be determined

from the effective charge density Q
0
V , which will be

properly defined later.

2 There is an excess of electrical conductivity in the

vicinity of the pore water–mineral interface responsible

for the so-called surface conductivity (see Figure 1.1).

This surface conductivity exists for any minerals in

contact with water including clean sands. That said,

the magnitude of surface conductivity is much stronger

in the presence of clay minerals due to their very high

surface area (surface area of the pore water–mineral

interface for a given pore volume).

3 The double layer is responsible for the (nondielectric)

low-frequency polarization of the porous material.

This polarization is coming from the polarization of

the electrical double layer in the presence of an electri-

cal field applied to the porous material. In the case of

seismoelectric effects, it implies a phase lag between

the pore fluid pressure and the electric field, but this

phase lag is expected to be small (typically <10mrad

except at very low salinities where the magnitude of

the phase can reach 30mrad) and most of the time

is neglected (for instance, by Pride, 1994).

The first consequence is fundamental to understanding

the nature of electrical currents associated with the flow

of pore water relative to the mineral framework (termed

streaming currents); therefore, the occurrence of electro-

kinetic (macroscopic) electrical fields is due to the flow of

pore water relative to the mineral framework associated
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with seismic waves. The second consequence is crucial to

the understanding of electrical conductivity in porous

materials. Electrical conductivity of porous media has

two contributions, one associated with conduction in

the bulk porewater and one associated with the electrical

double layer (surface conductivity). Contrary to what is

erroneously assumed in a growing number of scientific

papers in hydrogeophysics, the formation factor will

not be defined as the ratio of the conductivity of the pore

water by the conductivity of the porous material. We will

show that surface conductivity is crucial in obtaining an

intrinsic formation factor characterizing the topology of

the pore space of porous materials. The third conse-

quence is important to the understanding of induced

polarization, which translates into the frequency

dependence of the electrical conductivity. Because of this

low-frequency polarization, the conductivity appears,

generally speaking, as a second-order symmetric tensor

with components that are frequency dependent and

complex. The real (or inphase) components are associ-

atedwith electromigration, while the imaginary (quadra-

ture) components are associated with polarization (i.e.,

the reversible storage of electrical charges in the porous

material). We will show in the following that the model

of Pride (1994) does not account correctly for the fre-

quency dependence of electrical conductivity and is

incomplete in its description of the electrical double layer

(no speciation and no description of the Stern layer).

1.2 The streaming current density

Weevaluate in this section the first consequence associated

with the existence of the electrical double layer coating the

surface of themineral grains in a porousmaterial.We have

established in Section 1.1.1 that there is an excess charge

density in pore water. We have defined the macroscopic

charge density (charge per unit pore volume, in Cm−3)

that is dragged by the flow of pore water as Q
0
V (the reason

for the superscript 0 will be explored in Chapter 3). We

showed that pore water, in proximity to the mineral

grain surface, is characterized by a local charge density

ρ(x) (in Cm−3) at position x due to the presence of the

electrical diffuse layer (ρ x =0 in the bulk pore water

that is electroneutral). We note vm(x) as the local instan-

taneous velocity of the pore water relative to the solid (in

m s−1). The macroscopic charge density Q
0
V is defined by

Q
0
V vm x = ρ x vm x 1 73

where the brackets denote a pore volume averaging,

=
1

Vp

ð
Vp

dτ 1 74

and dτ denotes an elementary volume around pointM(x),

and vm(x) denotes the mean velocity averaged over the

pore space. Equation (1.73) is valid whatever the size of

the diffuse layer with respect to the size of the pores. In

the case of a thin double layer (the thickness of the diffuse

layer is much smaller than the thickness of the pores), the

charge density Q
0
V is substantially smaller than the (total)

charge density associated with the diffuse layer QV ,

which explains why Q
0
V cannot be used to estimate the

CEC of the minerals. In other words, there is no direct

relationship between the effective charge density Q
0
V

and the CEC of the minerals.

As shown in Figure 1.10, the drag of the excess of

charge of the pore water (more precisely the drag of a

fraction of the diffuse layer) is responsible for a macro-

scopic streaming source current density JS at the scale

of a representative elementary volume of the porous

material. This macroscopic source density is related to

the microscopic (pore scale) current density jS associated

with the local advective transfer of electrical charges by

JS =ϕ jS 1 75

JS =ϕ ρvm 1 76

JS =Q
0
Vϕ vm 1 77

JS =Q
0
Vw 1 78

where w=ϕ vm (Dupuit–Forchheimer equation)

denotes the macroscopic Darcy velocity (in m s−1; see

Darcy, 1856). This Darcy velocity is not a true pore water

velocity. It represents the flux of water through a cross

section of the porous material (volume of water passing

per surface area and per surface time across a cross

section of the porous material). In Figure 1.10, we show

the effect of the charge distribution and the flow regime

on the source current density. At low frequencies, the

flow is dominated by viscous effects, and the regime is

called the viscous laminar flow regime. At high frequen-

cies, the flow is controlled by the inertial term of the

Navier–Stokes equation, and the flow regime is called
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the inertial flow regime. This regime occurs for Reynolds

numbers higher than 1 but smaller than the critical

Reynolds number corresponding to turbulent flow (typ-

ically 200–300). For a broad range of porous media, the

effective charge density, Q
0
V , can be related directly to the

permeability, k0, as shown in Figure 1.11. This relation-

ship is very useful to compute or invert the seismoelectric

data since it offers a key relationship between the param-

eter that is controlling the seismoelectric coupling (as

shown later) and the key hydraulic parameter of porous

media, namely, the permeability.

The macroscopic source current density can be

expressed directly as a function of the pore pressure gra-

dient using Darcy’s law. This law can be seen as a consti-

tutive equation for the flow of the pore water at the scale

of a representative elementary volume or can be seen as a

macroscopic momentum conservation equation for the

pore fluid. It is given by (Darcy, 1856)

w= −
k0
ηf
∇p 1 79

where ηf denotes the dynamic viscosity of the pore

water (in Pa s), k0 (in m2) denotes the low-frequency

permeability of the porous material, and p denotes the

pore fluid (mechanical) pressure. Therefore, the stream-

ing current density can be given by

JS = −
Q
0
V k0
ηf

∇p 1 80

A popular alternative that can be derived by volume

averaging the Nernst–Planck equation is the macroscopic

Helmholtz–Smoluchowski equation. For the streaming

current density, it takes the following form (e.g.,

Pride, 1994):

JS =
εfζ

ηfF
∇p 1 81

where F is called the electrical formation factor (dimen-

sionless) and corresponds to a parameter that is properly

defined in the modeling of the electrical conductivity of

porous media (see Section 1.3). Equation (1.81) assumes

a thin electrical double layerwith respect to the size of the

pores, while Equation (1.80) does not require such an

assumption. A comparison between the two equations

shows that the salinity dependence of Q
0
V should be the

(a)

(c) (d)

(b)

Figure 1.10 Sketch of the charge
distribution and flow regime in a single
pore. The grey areas correspond to the
solid phase. There are four end members
to consider depending on the pore size
with respect to the double layer thickness
and depending on the frequency. a) Thick
double layer (the counterions of the
diffuse layer are uniformly distributed
in the pore space). b) Thin double layer
(the thickness of the diffuse layer is much
smaller than the size of the pores).
c) Viscous laminar flow regime occurring
at low frequencies. d) Inertial laminar
flow regime occurring at high
frequencies (Modified from Revil
& Mahardika, 2013).
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same as the salinity dependence of the zeta potential, ζ.

The polarity of Q
0
V is opposite to the polarity of ζ, and

any change affecting the zeta potential would modify

the effective charge density Q
0
V in the same way.

A comparison between Equations (1.81) and (1.80)

implies that at first approximation we have the following

equivalence between the parameters: Q
0
V k0 εfζ F.

1.3 The complex conductivity

In this section, we examine the second and third conse-

quences associated with the electrical double layer,

namely, the existence of surface conductivity and the

existence of low-frequency polarization associated with

the quadrature electrical conductivity. At low frequen-

cies (below few kHz), porous media and colloids are

not only conductive, but they store, reversibly, electrical

charges (Marshall & Madden, 1959; Titov et al., 2004;

Leroy et al., 2008; Grosse, 2009). The total current den-

sity J can be decomposed into a contribution associated

with the electromigration of the charge carriers plus a

contribution associated with the “true” polarization of

the material:

J=
XN
i =1

qiJi +
∂D
∂t

1 82

where Ji denotes the flux density of species i (the number

of species passing per unit surface area and per unit time)

and D is the displacement field associated with dielectric

polarization of the porous material. In nonequilibrium

thermodynamics, the flux densities Ji are coupled to

other transport mechanisms in the porous media. These

ionic fluxes are directly controlled by the gradient of the

electrochemical potentials, introduced in Section 1.1, and

0

–2

2

4

6

8

+++
Sa

tu
ra

te
d 

ex
ce

ss
 c

ha
rg

e 
lo

g 1
0 

(Q̂
0 V

 , 
cm

–3
)

Permeability log10 (k0 , m
2)

Q̂
0
V

+

High-salinity

Low-salinity

–4
–20 –18 –16 –14 –12 –10 –8 –6

Glass beads, sand gravel, sand till (Sheffer, 2007)

Glass beads (Pengra et al., 1999; Boleve et al., 2007)

Limestones (Pengra et al., 1999; Revil et al., 2007)

Alluvium (Jardani et al., 2007)

Sandstones (Pengra et al., 1999)

Jougnot et al. (2012) Unsaturated conditions-WR Approach

Jougnot et al. (2012) Unsaturated conditions-RP Approach

Clayrock (Revil et al., 2005)

+ Saprolites (Revil et al., 2012)

Jardani et al. (2007) log10Q̂
0
V = –9.23–0.82 log10k0

Berea sandstone (Zhu & Toksoz, 2012)+
Sand (Ahmad, 1964)
Clayey soils (Casagrande, 1983), glacial tills (Friborg, 1996)

Figure 1.11 Quasistatic charge density Q
0
V

(excess pore charge moveable by the
quasistatic pore water flow) versus the
quasistatic permeability k0 for a broad
collection of core samples and porous
materials. This charge density is derived
directly from laboratory measurements of
the streaming potential coupling coefficient.
Data from Ahmad (1969), Bolève et al.
(2007), Casagrande (1983), Friborg (1996),
Jougnot et al. (2012), Jardani et al. (2007),
Pendra et al. (1999), Revil et al. (2005,
2007), Sheffer (2007), Revil et al. (2012),
and Zhu and Toksöz (2013). The effective
charge density Q

0
V cannot be used to predict

the cation exchange capacity of the porous
material. We also show the smaller effect of
salinity.
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the flow of pore water. These factors generate the source

current density, JS, of electrokinetic origin. These cou-

plings were first investigated by Marshall and Madden

(1959) and imply the existence of low-frequency polar-

ization mechanisms in the porous material. It is not our

goal to develop a complete theory of polarization in this

book, but rather to provide a practical view of the prob-

lem that can be used to analyze seismoelectric effects.

One of themost effectivemechanisms of polarization is

the coupling of the flux densities with the electrochemi-

cal potential gradients as discussed by Marshall and

Madden (1959). The polarization implies a phase lag

between the current and the electrical field and defines

the frequency dependence of the conductivity of the

material. Despite the fact that the seismoelectric theory

contains an electroosmotic polarization effect (which is

the one used by Pride (1994)), it has been known since

Marshall and Madden (1959) that this mechanism cannot

explain the low-frequency dependence of the conductiv-

ity of the material. While this assumption is clearly stated

in Pride (1994), it seems to have been lost in translation in

all the followingworks. In those works, themodel of Pride

is used to explain the low-frequency polarization of

porous rocks, and as such, those authors have considered

the mathematical expression of Pride (1994) as valid to

describe the complex conductivity of porous materials.

This is unfortunately not correct since the model of Pride

does not account for low-frequency polarization mechan-

isms known to control the quadrature conductivity.

Continuing from the preceding text, the total current

density entering, for instance, Ampère’s law is

J= σ∗E+ JS +
∂D
∂t

1 83

where the first term on the right side of Equation (1.83)

corresponds to a frequency-dependent electrical conduc-

tivity, σ∗, characterized by a real (inphase) component σ

and a quadrature (out-of-phase) component σ :

σ∗ = σ + iσ 1 84

where i denotes the pure imaginary number i =
ffiffiffiffiffiffiffi
−1

� �
.

The second term of Equation (1.83) corresponds to the

source current density of electrokinetic origin, and the

third term corresponds to the displacement current den-

sity. Note that in clayey materials, while σ and σ both

depend on frequency, this dependence is weak as shown

and discussed in detail by Vinegar and Waxman (1984)

and more recently by Revil (2012, 2013a, b). This

dependency will be therefore neglected in the following.

The quadrature conductivity of clean sands and sand-

stones shows a clear frequency peak, but the magnitude

of the quadrature conductivity is usually low. The only

case of a strong and highly frequency-dependent induced

polarization effect is the case of disseminated ores (e.g.,

sulfides like pyrite and oxides like magnetite). In this

case, there is the possibility (still unexplored) to use the

seismoelectric method to detect and image ore bodies.

1.3.1 Effective conductivity
The displacement field is related to the electrical field by

D = εEwhere ε denotes the permittivity or dielectric con-

stant (in Fm−1) of the material. We consider a harmonic

external electrical field:

E=E0 exp − iωt 1 85

where f is the frequency in Hz, ω = 2πf denotes the angu-

lar frequency (pulsation in rad s−1), andE0 represents the

amplitude of the alternating electrical field. Equation

(1.83) can be written as

J= σ∗− iωε E+JS 1 86

This total current density can be written as an apparent

Ohm’s law:

J= σeff
∗E+JS 1 87

where σeff∗ = σeff− iωεeff is the effective complex conduc-

tivity and σeff and εeff are real positive frequency-

dependent scalars (at least in isotropic media) defined by

σeff = σ 1 88

εeff = ε −σ ω 1 89

Equations (1.88) and (1.89) are a direct consequence of

Ampère’s law inwhich the conductivity is considered com-

plex (ion drift is coupled to diffusion), the permittivity is

real, and the Maxwell–Wagner polarization and the polar-

ization of the water molecules at few GHz are neglected.

The effective properties measured in the laboratory or in

the field contain both dielectric and conduction compo-

nents. It is clear fromEquation (1.89) that the effective per-

mittivity is expected to be very strong at low frequencies
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due to the quadrature conductivity-related term σ /ω.

A discussion of the frequency dependence of σ upon

the effective permittivity can be found in Revil (2013a, b).

The polarization of the electrical double layer (called

the α-polarization in electrochemistry) plays a dominant

role at low frequencies through the apparent permittivity

of the material (see Figure 1.12). This is in contrast with

ideas expressed in the geophysical literature since Poley

et al. (1978). In the prior geophysical literature, low-

frequency polarization is envisioned to be dominated

by the Maxwell–Wagner polarization (also called “space

charge” or “interfacial” polarization) due to the disconti-

nuity of the displacement current at the interfaces

between the different phases of a porous composite.

1.3.2 Saturated clayey media
Assuming that clayey materials exhibit a fractal or self-

affine behavior through a broad range of scales (e.g.,

Hunt et al., 2012), the inphase and quadrature conduc-

tivities are expected to be weakly dependent on fre-

quency as discussed in detail by Vinegar and Waxman

(1984) and Revil (2012). This has been shown for a range

of frequencies typically used in laboratory measurements

(0.1mHz to 0.1MHz). Revil (2013a) recently developed

a model to describe the complex conductivity of clayey

materials using a volume-averaging approach. According

to this model, the inphase conductivity σ (Sm−1) is given

as a function of the pore water conductivity σw (in Sm−1)

by the following expression:

σ =
1

F
σw +

F−1

Fϕ

� �
ρS β + 1− f + βS+ f
h i

CEC


 �
1 90

where F is the so-called formation factor, ϕ is the poros-

ity, f denotes the fraction of counterions in the Stern

layer, ρS denotes the mass density of the solid phase (typ-

ically 2650 kgm−3), β + corresponds to the mobility of

the counterions in the diffuse layer, and βS+ denotes

the mobility of the counterions in the Stern layer (both

in m2 s−1 V−1). The partition coefficient, f, is salinity

dependent as discussed in Sections 1.1.1 and 1.1.2. For

clay minerals (and for silica as well), the mobility of

the counterions in the diffuse layer is equal to the mobil-

ity of the same counterions in the bulk pore water (e.g.,

β(+)(Na
+, 25 C) = 5.2 × 10−8m2 s−1 V−1). The mobility of

the counterions in the Stern layer is substantially smaller

and equal to βS+ 25 C,Na+ = 1 5×10−10m2s−1V−1 for

clay minerals (Revil, 2012, 2013a, b), therefore about

350 times less mobile than in bulk solution. We can

rewrite the inphase conductivity equation as

σ ≈
1

F
σw +

1

Fϕ

� �
ρS β + 1− f + βS+ f
h i

CEC 1 91

The surface conductivity corresponds to the last term of

Equation (1.91). Equation (1.91) represents the full
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Figure 1.12 The presence of an applied electrical field E creates a dipole moment associated with the transfer of the counterions in
both the Stern and the diffuse layers around a silica grain. This dipolemoment points in the direction that is opposite to the applied field.
The charge attached to the mineral framework remains fixed. The movement of the counterions in the Stern layer is mainly tangential
along the surface of the grain. However, sorption and desorption of the counterions are in principle possible. Back diffusion of the
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saturation version of a more general model. This model

implies that the surface conductivity is controlled either

by the grain diameter (or from the grain diameter prob-

ability distribution as discussed by Revil & Florsch, 2010;

see Figure 1.13a) or by the CEC (Figure 1.13b). Surface

conductivity could be also expressed as a function of

the specific surface area. Indeed, the CEC and the specific

surface area are related to each other by Equation (1.34):

QS
0 = CEC/Ssp where QS

0, the surface charge density of the

counterions, is about 0.32 Cm−2 for clayminerals. For sil-

ica grains, there is a relationship between the mean grain

diameter and the surface area or the equivalent CEC of

the material. Indeed, the specific surface area Ssp was cal-

culated from the median grain diameter, d, using Ssp = 6/

(ρs d) where ρs = 2650 kgm–3 denotes the density of the

silica grains. This also yields an equivalent CEC given

by CEC = 6 CEC=6QS
0 ρsd with QS

0 = 0.64 Cm−2, and

ρs = 2650 kgm−3. In Figure 1.13b, the surface conductiv-

ity data of silica sands and glass beads and clayey media

are all along a unique trend. This is consistent with the

idea that surface conductivity is dominated by the diffuse

layer. Indeed, themobility of the counterions in the Stern

layer is much smaller than the mobility of the counter-

ions in the bulk pore water (see discussion in Revil,

2012, 2013a, b).

The quadrature conductivity expression obtained by

Revil (2013a) is

σ ≈ −
1

Fϕ

� �
ρSβ

S
+ f CEC 1 92

For the reasons explained previously for the surface

conductivity, the quadrature conductivity can be

expressed as a function of the specific surface area or as

a function of the CEC. At saturation, a comparison

between the equation for the quadrature conductivity

and experimental data is shown in Figure 1.14 where

we used the relationship between the CEC and the

specific surface area given by Equation (1.53).

For clayey sands, taking βS+ Na+ = 1 5×10−10

m2s−1V−1 at 25 C, f = 0.90, QS
0 = 0 32 C m−2, and ρs =

2650 kgm−3, yields σ ≈ − cSSp with c = 7.6 × 10−8 S kg

m−3. For the clean sands and sandstones, using β(+)(Na
+)=

5.2 × 10−8m2 s−1 V−1, f = 0.50, QS
0 = 0 64 C m−2, and

ρs = 2650 kgm−3, yields c = 2.9 × 10−5 S kgm−3. The dif-

ference between the trend for the clean sands and sand-

stones and the trend for the clayey materials illustrates

how different are the mobilities of the counterions in

the Stern layer of silica and clays. In Figure 1.15, we plot

directly the quadrature conductivity as a function of the

CEC for shaly sands. In Figure 1.16, we plot the quadra-

ture conductivity of sands as a function of themean grain

diameter. Using the transform given previously between

the mean grain diameter and the CEC, we plot in

Figure 1.17 the quadrature conductivity as a function
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Figure 1.13 Surface conductivity. a) For glass beads and silica
sands, the surface conductivity is controlled by the size of the
grains (Data from Bolève et al., 2007). b) All the data for glass
beads, silica sands, and shaly sands are on the same trend when
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surface conductivity model dominated by the contribution of the
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NaCl); Bolève et al., 2007 (glass beads, NaCl); and Lorne et al.,
1999a, b (Fontainebleau sand KCl)).
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of the CEC. The data are corrected for the dependence

of the partition coefficient f with the salinity using the

approach developed by Revil and Skold (2011). These

data exhibit two distinct trends indicating that the mobil-

ity of the counterions in the Stern layer of silica is equal to

the mobility of the same ions in the bulk pore water,

while the mobility of the counterions at the surface of

clays is much smaller than in the bulk pore water. For

clayey materials, it is also clear that the surface conduc-

tivity can be directly related to the quadrature conductiv-

ity as discussed by Revil (2013a, b).

The following dimensionless number can be defined as

R≡−σ σS ≥ 0, which corresponds therefore to the ratio

of quadrature, σ , to surface conductivity, σs. With this

definition, the complex conductivity of a partially satu-

rated porous siliciclastic sediment can be written as

σ∗ =
1

F
σw 1+Du 1− iR 1 93

Du=
FσS
σw

1 94

As briefly discussed by Revil and Skold (2011) and

Revil (2012, 2013a), the ratio R can be related to the

partition coefficient f. In the present case, we obtain

R=
βS+ f

β + 1− f + βS+ f
h i 1 95

R clay ≈
βS+ f

β + 1− f
1 96
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R sand ≈ f 1 97

We can analyze the value of R for sands and clays. For

sands, taking βS+ Na+ ,25 C = β + Na+ ,25 C =5 2×

10−8m2s−1V−1, f = 0.50 (f depends actually on pH and

salinity; see Figure 1.6), we have R≈ 0.50. In the case

of clay minerals, taking βS+ Na+ ,25 C =1 5×10−10

m2s−1V−1 and β(+)(Na
+, 25 C) = 5.2 × 10−8 m2 s−1 V−1,

f = 0.90, yields R = 0.0260. In both cases, the results are

consistent with the experimental results displayed in

Figures 1.13 and 1.17.

1.4 Principles of the seismoelectric
method

Now that the electrical double layer has been described

and the direct consequences of the existence of this elec-

trical double layer discussed, we need to introduce the

key concepts behind the seismoelectric method.

1.4.1 Main ideas
The electroseismic (electric to seismic) and seismoelectric

(seismic to electric) phenomena correspond to two

symmetric couplings existing between EM and seismic

disturbances in a porous material (Frenkel, 1944; Pride,

1994). The electroseismic effects correspond to the gen-

eration of seismic waves when a porous material is sub-

mitted to a harmonic electrical field or electrical current.

The seismoelectric effects correspond to the generation of

electrical (possibly EM) disturbances when a porous

material is submitted to the passage of seismic waves.

The electroseismic and seismoelectric couplings are both

controlled by the relative displacement between the

charged solid phase (with the Stern layer attached to

it) and the pore water (with its diffuse layer and conse-

quently an excess of electrical charges per unit pore

volume).

Figure 1.18 sketches the general idea underlying the

seismoelectric theory. We consider porous media in

which seismic waves propagate. The description of the

propagation of the seismic waves depends on the
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Figure 1.16 Influence of the mean grain diameter upon
the quadrature conductivity of sands. Pore water conductivity in
the range 0.01–0.1 Sm−1 NaCl. The measurements are from
Schmutz et al. (2010), Slater and Lesmes (2002), Börner (1992),
Revil and Skold (2011), and Koch et al. (2012). The quadrature
conductivities in this figure are reported at the relaxation peak.
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Figure 1.17 Trends for the quadrature conductivity versus CEC
for sands and clayey materials. All the experimental data are
corrected for salinity to bring them to a pore water conductivity
of 1 Sm−1 (NaCl) using the salinity dependence of f the fraction
of counterions in the Stern layer. The two different trends
between the silica sands and the clayey materials are an
indication that the mobility of the counterions in the Stern layer
is much smaller for clay minerals than for silica. This plot shows
how difficult it is to extract the petrophysical properties of
formations from the quadrature conductivity alone. Indeed,
formations with very different permeabilities and lithologies can
have the same quadrature conductivity.
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rheology of the material and its dispersive properties. In

this book, we will consider various rheological behaviors

leading to different types and numbers of waves. For

instance, the acoustic theory applied to porous media

can only be used to describe, in an approximate way,

the propagation of compressional (P for pressure) waves

in porous media. A refinement of this theory is to con-

sider the elastic case. The elastic case implies that two

types of seismic waves are generated: pressure (P-)waves

and shear (S-)waves. That said, porous media are com-

posite of mineral and fluids, so a more complicated the-

ory exists to describe more accurately seismic wave

propagation in porous media. This corresponds to the

theory of poroelasticity.

A macroscopic linear poroelastic theory of wave prop-

agation has been first proposed by Biot (1962a, b). Micro-

scopic theories of poroelasticity have been also proposed

by various authors, but they will not be reviewed in this

book. The poroelastic theory proposed by Biot leads to

two P-waves (a slow P-wave and a fast one) and one

S-wave. Revil and Jardani (2010) generalized the Biot–

Frenkel theory to the case where the fluid can sustain

shear stresses. This theory will be developed in

Chapter 2. It yields to two P-wave and two S-wave prop-

agation models and provides a symmetric theory, while

the biotheory is asymmetric in its equations as the fluid

does not sustain shear stresses. Whatever the theory

used, the propagation of the seismic waves through a

porous material is responsible for a movement of the

water with respect to the solid phase. In the presence

of an electrical double layer, this relative displacement

is the source for an electrical current density. This current

density acts a source term in the Maxwell equations

generating EM disturbances. These EM disturbances

are described by the Maxwell equations, which takes

the general form of the coupled telegraph equations for

the electrical and magnetic fields (these partial differen-

tial equations contain propagative and diffusive terms). If

we consider low-frequency seismic waves, the time-

dependent terms can be dropped from the telegraphist’s

equations, and we end up with Poisson equations for the

electrical and magnetic fields. Three types of EM distur-

bances can be generated: Type I corresponds to the EM

fields traveling with the seismic waves themselves. These

are generally called the coseismic fields and can only be

observed in the volume directly affected by the propaga-

tion of the seismic waves. Type II corresponds to EM

effects associated with the passage of seismic waves

through a macroscopic heterogeneity (seismoelectric

conversion). They can be remotely observed, away from

Wave propagation 

Acoustic: 1 P-wave

Elastic: 1 P-wave, 1 S-wave

Poroelastic, Newtonian fluid: 2 P-waves, 1 S-wave

Poroelastic, Maxwell fluid: 2 P-waves, 2 S-wave

+ Description of the seismic source

Electromagnetic disturbances 

Maxwell equations

Low frequency: quasi-static regime

Intermediate frequencies: diffusive regime

High frequencies: Propagative regime

Seismoelectric effects

Type I: Co-seismic fields

Type II: Seismoelectromagnetic conversions

Type III: Disturbances associated with the seismic source 

Figure 1.18 General concept of seismoelectric disturbances. Seismoelectricity combined the propagation of seismic (compressional
and rotational) waves in porous materials. These porous materials are considered to be composites with phases carrying a net charge
density (the material as a whole is neutral). The mechanical equations are coupled to the Maxwell equations through a source current
density and a source of momentum. Three types of seismoelectric disturbances can be observed: Type I corresponds to the
electromagnetic fields traveling with the seismic wave itself (coseismic fields). Type II corresponds to the electromagnetic disturbances
associated with the passage of a seismic wave through amacroscopic heterogeneity (seismoelectric conversion). Type III corresponds to
the electromagnetic fields associated with a seismic source. S corresponds to shear wave, while P corresponds to compressional
(pressure) wave (the letters P and S are also used in terms of arrival time: primary and secondary waves).
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the interface. Finally, Type III corresponds to the EM

fields associated with the seismic source itself.

We first describe Type I and II seismoelectric effects.

When seismic waves propagate in a linear poroelastic

porous material, two types of electrical disturbances are

observed (Figures 1.19 and 1.20). The propagation of

compressional P-waves generates an electrical source

current associated with the displacement of the electrical

diffuse layer in a Lagrangian framework attached to the

solid phase (Figure 1.19). Inside a wavelength of a com-

pressional wave, there are areas of dilation and compres-

sion (Figure 1.19a). These dilations and compressions of

the solid skeleton are responsible for the flow of the pore

water from the compressed regions to the regions where

expansion occurs (Figure 1.19b). As the result of the flow

of the pore water, there is the advective drag of a fraction

of the excess of charge of the pore water. This advective

drag is responsible for the streaming current density.

Shear (S-)waves do not create coseismic electrical field.

These coseismic electrical signals travel at the same speed

as the seismic waves (Pride, 1994). The amplitudes of the

coseismic EM signals are controlled by the properties of

the porous material (the formation factor) and by the

properties of the pore fluid/solid interface (the zeta poten-

tial in the theory of Pride (1994), the excess charge per

unit pore volume in the formulation used in this book).

In addition to the coseismic signals, another phenom-

enon occurs when a seismic wavemoves through a sharp

interface characterized by a change in the textural prop-

erties or a change in salinity or clay content or mineral-

ogy (Figure 1.20). In this situation, a fraction of the

mechanical energy is converted into EM energy, and a

dipolar EM excitation is produced at the interface. The

resulting EM disturbances diffuse very quickly away

through the interface and can be recorded, nearly instan-

taneously, by electrodes or antennas located at the

ground surface, in boreholes, or at the seafloor, for

instance. In the seismoelectric method, we are mostly
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Figure 1.19 The coseismic electrical field and
the coseismic (streaming) electrical current.
a) The propagation of a compressional (pressure
or P-)wave through a porous material generates
areas of compression and dilation (expansion).
b) In response to the change in the mechanical
stresses, the pore water flows from the
compressed regions to the dilated regions. c) The
flow generates a streaming current density that
is locally counterbalanced by the conduction
current density creating, locally, an electrical
field E of electrokinetic nature.
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interested in the information content associated with

these conversions. However, themagnitude of these con-

versions decreases very quickly with the distance from

the interface. In Chapters 2 and 3, we will provide a gen-

eral theory of the coseismic field and seismoelectric

conversion in saturated and partially saturated cases,

respectively, and we provide in Section 1.4.2 a simple

modeling approach based on the acoustic approximation.

A third effect corresponds to the EM fields generated

directly by a seismic source. We will see that these EM

fields (especially the electric component) can be combined

with the radiated seismic fields and used to localize the seis-

mic source and characterized the moment tensor of the

source. These effects will be fully explored in Chapter 5.

1.4.2 Simple modeling with the acoustic
approximation
1.4.2.1 The acoustic approximation in a fluid
We consider a fluid with its viscous effects considered to

be negligible in the momentum conservation equation.

The propagation of a seismic wave in this fluid can be

described in terms of a pressure perturbation p(r, t) (true

pressure minus the equilibrium pressure) or in terms of a

fluid displacement u(r, t). The volume strain θ is related

to the displacement by

θ =
ΔV
V

=∇ u 1 98

where ΔV/V represents a relative variation of volume

during the passage of the seismic wave. The compressibil-

ity of the fluid is defined, in isothermal conditions, as

βf =
1

Kf
= −

1

V

∂V

∂p

� �
T

1 99

and Kf denotes the bulk modulus (in Pa). Therefore, the

pressure perturbation is related to the displacement by

p= −Kfθ = −Kf∇ u 1 100

Equation (1.100) corresponds to Hooke’s law for a

fluid and is valid for small deformation θ 1 .

Equation (1.100) corresponds to a constitutive equation.

To get the field equation for the pressure perturbation p,

we need to combine Equation (1.100) with a conserva-

tion equation. Newton’s law provides the required con-

servation equation for the momentum

−∇p= ρfu 1 101

where ρf denotes the density of the fluid (assumed to be

constant) and ü corresponds to the acceleration of the

material. As we need to express the divergence of the

fluid displacement in terms of fluid pressure, we want

to take the divergence of Equation (1.101). This yields

−∇2p= ρf
∂2

∂t2
∇ u 1 102

∇2p=
ρf
Kf

∂2p

∂t2
1 103

∇2p−
1

c2f

∂2p

∂t2
= 0 1 104

where

cf =
Kf

ρf

� �1 2

1 105

Equation (1.104) corresponds to the wave equation

for the fluid pressure with the velocity given by

Equation (1.105). If we wish to determine the displace-

ment of the fluid, we can, for instance, consider a wave

with a sinusoidal time dependence given by

p r, t = pω r exp − iωt 1 106

Ground surface

Seismic wave

Interface

Oscillating dipole moment

Seismic source

Seismoelectric conversion

Medium I

Medium II

Propagation

Figure 1.20 The seismoelectric conversion (called sometimes the
interface response) results from the generation of an unbalanced
source current density at an interface during the passage of a
seismic wave. The divergence of the source current density at
the interface is mathematically similar to an oscillating dipole
moment generated at the interface in the first Fresnel zone.
The star represents the seismic source.
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where i denotes the pure imaginary number and ω is

the angular frequency. Inserting Equation (1.106) into

Equation (1.104) shows that the amplitudes obey the

scalar Helmholtz equation:

∇2pω r +
ω2

c2f
pω r =0 1 107

If we consider Newton’s law, Equation (1.101), we

obtain the following equation for the displacement of

the fluid:

u r, t = −
1

ρfω2
∇pω r exp − iωt 1 108

Because the curl of a gradient is always equal to zero,

we have the property

∇×u r, t =0 1 109

The displacement is irrotational, which means that the

pressure wave is purely longitudinal and corresponds to a

P-wave with a seismic velocity given by Equation (1.105).

1.4.2.2 Extension to porous media
Usually, the seismoelectric problem is formulated in

terms of a coupling between the Maxwell equations

and the Biot–Frenkel theory (e.g., Pride, 1994; Revil &

Jardani, 2010), and the Biot–Frenkel theory will be

discussed in Chapter 2. In the present section, we adapt

the acoustic wave developed in the previous section to

a porous body, and we simplify the seismoelectric theory

to make it compatible with this acoustic approximation.

We need an acoustic approximation solving now for

the macroscopic pressure perturbation P of a porous

material containing a fluid that cannot support shear

stress (for instance, water). This formulation is obtained

by adapting Equation (1.104) to a porous material:

∂2P

∂t2
−K∇

1

ρ
∇P

� �
= f r, t 1 110

where P denotes the confining pressure (in Pa), ρ is the

mass density of the material (in kgm−3), K is the bulk

modulus of the porousmaterial (in Pa), and f(r, t) denotes

the source function (seismic source) at position r and

time t. The acoustic pressure corresponds to the hydro-

static part of the stress tensor T:

P = −
1

3
TraceT 1 111

Still, Equation (1.111) is not good enough to be com-

patible with the velocity of the P-wave in a porous mate-

rial. First, the bulk modulus that should be considered is

generally the undrained bulk modulus (the fluid in the

pores resists to the deformation). The modulus Ku (in

Pa) is defined by

Ku =
Kf Ks−K +ϕK Ks−Kf

Kf 1−ϕ−K Ks +ϕKs
1 112

In addition, the porous material, at the opposite of a

viscous fluid, can sustain shear stresses. This means that

Equation (1.110) needs to be replaced by

∂2P

∂t2
− Ku +

4

3
G

� �
∇

1

ρ
∇P

� �
= f r, t 1 113

whereG is described as the shearmodulus of the skeleton

(frame) of the porous material (the reason for the term

Ku + 4 3 G can be obtained from elastic theory).

Equation (1.113) can be used to solve the poroacoustic

problem for the P-wave propagation in a porousmaterial.

Assuming that the viscous coupling between the pore

water and the solid phase can be neglected, the velocity

of the P-waves is approximated by (Gassmann, 1951)

cp =
Ku +

4

3
G

ρ

0
B@

1
CA

1
2

1 114

Now,weneedtodescribehowthemacroscopicperturba-

tionPontheelastic skeletonaffects theporefluidpressurep,

at least in an approximateway. In the undrained regime of

poroelasticity, the pressure, P, is related to the so-called

undrained pore fluid pressure p by (see Section 1.5.3)

p=BP 1 115

where 0 ≤B ≤ 1 is called the Skempton coefficient (see

Section 1.5). It is given by

B=
1−K Ku

1−K KS
1 116

where K is the bulk modulus (in Pa), Ku is the undrained

bulk modulus (in Pa), and KS is the bulk modulus of the
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solid phase (in Pa). The passage of the wave generates a

confining pressure fluctuation, P, on a representative ele-

mentary volume of the rock, more precisely on the elastic

skeleton. This change in confining pressure generates in

turn a change in the pore fluid pressure and therefore the

flow of the pore water according to Darcy’s law. More-

over, the flow of pore water relative to the solid phase

generates a source current density given by

JS =Q
0
Vw= −

Q
0
V k0
ηf

∇p 1 117

wherew denotes the Darcy velocity discussed in Section

1.2. In getting Equation (1.117), we have neglected the

inertial terms, and therefore, this equation considers only

low-frequency disturbances (below 1 kHz).

1.4.3 Numerical example of the coseismic
and seismoelectric conversions
Weuse now the acoustic approximation, implemented in

the finite-element package COMSOL Multiphysics, to

describe the effects of coseismic field and seismoelectric

conversion. We start with the coseismic field associated

with the traveling of a compressional pressure (P-)wave

in a homogeneous material. Figures 1.21, 1.22, and 1.23

show three snapshots showing the propagation of such a

wave between a seismic source and a geophone collo-

cated with an electrode (the reference for the electrical

potential at the electrode is taken to infinity). We see

an electrical signal at the position of the electrode only

when the seismic wave arrives at this location. Therefore,

the coseismic electrical field is only localized in the spatial

support of the seismic wave.

Figure 1.24 shows a snapshot of the electrical potential

distributionwhena seismicwavehits an interface between

twomediaofdifferentmechanical andelectrical properties.

In this example, the two layers are only characterized by a

differenceinelectricalconductivity.Theseismoelectriccon-

version at the interface is similar to the one that would be

generated by a dipole distribution located along the inter-

face in the first Fresnel zoneof then seismicwave. The con-

cept of Fresnel zone will be discussed further in Chapter 4.
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Figure 1.21 Synthetic example computed with the acoustic approximation to demonstrate the effect of the coseismic electrical
field. A seismic source generates a pressure wave in a homogeneous material. We see here the normalized pressure (left panel)
and the normalized electrical potential (right panel) at time 88.5ms. The star represents the seismic source. (See insert for
color representation of the figure.)
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1.5 Elements of poroelasticity

In this section, we provide some of the basic tools

required to understand static and dynamic poroelasticity.

These elements will be used further in Chapter 2 to estab-

lish some general models for the seismoelectric theory.

1.5.1 The effective stress law
We consider a porous material with a connected porosity

and a solid frame (the skeleton) that behaves elastically.

Thematerial is homogeneous at the scale of the represen-

tative elementary volume andmonomineralic. The stress

tensor applied to the porous material is written as T. The

component of the stress tensor corresponds to Tij, which

represents the force per unit surface area imposed from

outside in the ith-direction along a surface with normal

in the jth-direction (Figure 1.25). The strain (deforma-

tion) tensor is defined by

εij =
1

2

∂ui
∂xj

+
∂uj
∂xi

� �
1 118

εij =
1

2
ui, j + uj, i
� �

1 119

where we are using the engineering notations and

where the vector u refers to the displacement of the solid

phase. The (small) change in volume of the material is

described as

εkk =Tr εij
� �

=∇ u=
δV

V
1 120

where Tr refers to the trace of the tensor (the sum of the

diagonal elements) and δV/V denotes a volume element

increment. In Equation (1.120), we have used Einstein

(summation) convention on repeated indices (Einstein,

1916). This convention implies summation over a set

of repeated indices in an equation with the goal to
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Figure 1.22 Same as Figure 1.18 for time 219.0 ms. The traveling P-wave is located in between the source and the position of
the recording geophone located with an electrode (reference electrode to infinity). We see no disturbances at the position
of the geophone and electrode. (See insert for color representation of the figure.)
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Figure 1.23 Same as Figure 1.18 for time 268.0 ms. The traveling (P-wave) seismic disturbance has reached ith an electrode (reference
electrode to infinity). The geophone and the electrode record a pressure and an associated electrical disturbance. The electrical field
corresponding to the electrical disturbance is called the coseismic field. (See insert for color representation of the figure.)
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Figure 1.24 Snaphot of the
seismoelectrical disturbance
(seismoelectric conversion) generated
at an interface between two media of
different electrical conductivities (here a
conductive shale and a less conductive
sandstone) during the passage of a seismic
P-wave. The star represents the seismic
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(See insert for color representation of

the figure.)

Introduction to the basic concepts 29



achieve notational brevity. The strain tensor is related to

its components by

ε= εijxi xj 1 121

where xi (i = 1, 2, 3) denote the basis vectors of the Car-

tesian framework of reference (xi xj = δij where δij
denotes the Kronecker delta) and a b represents the

tensorial product between vectors a and b.

We first consider two states, E1 and E2, that will be

combined soon to determine the effective pressure in

a porous material. In state E1, we apply a confining

pressure P, and we consider no change in the fluid pres-

sure p =0. In this case, the bulk deformation is given by

εkk P,0 ≡∇ u P,0 = −
P

K
1 122

where the drained bulk modulus of the porous material

is defined by

1

K
= −

1

V

∂V

∂P

� �
p=0,T

1 123

and T denotes temperature. In state E2, we apply a

confining stress P, and we imposed a fluid pressure equal

to the confining stress p = P. In this second state, the

deformation of the material is controlled by the stiffness

of the solid phase (not by the stiffness of the skeleton).

Therefore, we have

εkk P = p,p ≡∇ u P = p,p = −
P

KS
1 124

where KS, the drained bulk modulus of the solid phase

(e.g., silica), is defined by

1

KS
= −

1

V

∂V

∂P

� �
p= P,T

1 125

Now, we can describe the general bulk deformation of

a porous material in state E as the linear superposition of

the two states E1 and E2 as shown in Figure 1.26. This

can be written as

OX1

X3

X2

T31

T11

T21

Figure 1.25 Definition of the stress tensor components on a cube
of an elastic material. Each component defines a force on one of
the face of the cube in a certain direction. These forces are
imposed from the external world.

Solid

p

P

E(P,p)

=

Solid

p = 0

P – p P = p

+

Solid

p

E1(P – p, 0) E2(P = p, p)

Figure 1.26 Application of the superposition principle used to determine the effective pressure law in a linear poroelastic material. The
porous material is composed of a solid phase with an interconnected pore space, which is also connected to the external world. In the
general case, we impose a confining pressure P to the porous material, and there is an internal pressure corresponding to the pore fluid
pressure p. The general case can be considered as the superposition of two states E1 and E2. In the first state, we apply a confining
pressure P – p, and therefore is no internal pressure in the pores. In state E2, we apply a confining pressure that is equal to the fluid
pressure.
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E P,p =E1 P−p,0 +E2 P = p,p 1 126

Equation (1.124) can be written in terms of bulk defor-

mation as

εkk P,p = εkk P−p,0 + εkk P = p,p 1 127

εkk P,p = −
1

K
P−p −

1

KS
p 1 128

The bulk deformation can be written in terms of an

effective pressure P∗ as

εkk P,p = −
1

K
P∗ 1 129

P∗ = P−αp 1 130

α=1−
K

KS
1 131

The coefficient α is called the effective stress coefficient

or Biot coefficient. Equation (1.129) means that from the

standpoint of the bulk deformation, having a confining

pressure P and an internal pore fluid pressure p is equiv-

alent of having a confining pressure P∗ and no fluid pres-

sure. We can proceed now to a complete analysis of the

Biot coefficient α. We have KS ≥K and therefore α ≥ 0. If

KS K (for instance, at high porosity, the compressibility

of the skeleton is high), we have α=1. In this last case, the

effective pressure is equal to the differential pressure

P – p. This situation is known as the Terzaghi effective

stress principle (Terzaghi, 1943) and was developed ini-

tially for porous soils. In the case where the porosity is

equal to zero, we haveK =KS, and therefore, α=0, which

is consistent with the idea that at very low porosity (e.g.,

for crystalline rocks), the fluid pressure will play no role.

A typical value of the Biot coefficient for a sandstone

is 0.8.

1.5.2 Hooke’s law in poroelastic media
In a linear poroelastic material, the constitutive Hooke’s

law is written as

Tij = K−
2

3
G

� �
εkkδij +2Gεij−αpδij 1 132

where δij is the Kronecker delta defined by

δij =
0 if i j
1 if i = j



1 133

and G denotes the shear modulus of the material, which

is equal to the shear modulus of the skeleton (as long as

the fluids do not sustain shear stresses). The two first

terms of the right-hand side of Equation (1.132) corre-

spond to the classical Hooke’s law in elastic media, and

the last term corresponds to the effect of the pore fluid

pressure. We are going to demonstrate that this equation

is consistent with the effective pressure law determined

in Section 1.5.1.

Taking thenondiagonal components ofEquation (1.132)

yields

Tij i j =2Gεij 1 134

which corresponds to pure shear. We look now for

Hooke’s law for the bulk deformation. We have

Tkk ≡ Tr T 1 135

Tkk ≡ 3 Kεkk−αp 1 136

where Tr( ) denotes the trace of thematrix corresponding

to the tensor (sum of the diagonal elements). The confin-

ing pressure is related to the bulk stress by

P≡ −
1

3
Tkk = −Kεkk−αp 1 137

and therefore, we can check the property

εkk = −
1

K
P−αp = −

1

K
P∗ 1 138

which is consistent with Equation (1.129).

1.5.3 Drained versus undrained regimes
In the drained regime, the fluid is free to move in and out

of a representative elementary volume that is undergoing

deformation, and doing so, it dissipates energy. The fluid

pressure can be considered as constant, and the mass of

fluid per unit volume of rock is variable. In the undrained

regime, the fluid cannot (or has no time to) move in/out

with respect to the representative elementary volume. In

this case, the fluid resists to the deformation. The drained

and the undrained bulk moduli are defined by
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1

K
= −

1

V

∂V

∂P

� �
p,T

1 139

1

Ku
= −

1

V

∂V

∂P

� �
m, T

1 140

Obviously, it is harder to deform a rock if some fluid

(for instance, water) is resisting the deformation. Conse-

quently, we have the following property:KS ≥Ku ≥K. The

undrained regime is defined by replacing the porous

material by an equivalent elastic material with a bulk

modulus Ku (the shear modulus remains unchanged).

In the undrained regime, Hooke’s law is therefore

given by

Tij = Ku−
2

3
G

� �
εkkδij +2Gεij 1 141

We can look for the bulk deformation of thematerial in

the undrained regime (the pure shear components are

unchanged with respect to the drained case). This yields

Tkk =3Kuεkk 1 142

and therefore,

εkk =
1

3Ku
Tkk = −

P

Ku
1 143

What about the fluid pressure in the undrained case?

We can still apply the complete form of Hooke’s law by

writing that the fluid pressure is equal to the undrained

fluid pressure. The effective stress law yields

εkk P,pu = −
1

K
P−αpu 1 144

Equating Equations (1.143) and (1.144) yields

P

Ku
=
1

K
P−αpu 1 145

and therefore,

pu =
Ku−K

αKu
P 1 146

pu =
K−Ku

α
εkk 1 147

Equation (1.146) can be used to define the Skempton

coefficient B:

pu =BP 1 148

B≡
∂p

∂P

� �
m,T

1 149

B=
Ku−K

αKu
=
1−K Ku

1−K KS
1 150

As KS ≥Ku ≥K, 0 ≤B ≤ 1, and 0 ≤ pu ≤ P. The Skempton

coefficient can be used to determine the effect of a change

of the confining pressure on a change on the fluid pres-

sure in undrained conditions. Two extreme cases can be

considered. When Ku K, we have B 0, for instance,

when gas is present in the pore space of the porous mate-

rial. In this case, an increase of the confining pressure has

no effect on the fluid pressure because of the very high

compressibility of the gas. The second case is when

K 0, K KS,Ku . In this case, we have α,B 1. This

is the case of a very compressible soil with a very incom-

pressible fluid like water.

To understand the implication of the drained and

undrained regimes in terms of deformation, we can think

about a tank filled by a water-saturated sand.We apply at

t = 0 a mechanical load on the top of the sand (think

about a building built very quickly on a porous soil).

The deformation that follows can be considered using

two steps: in the first step, the deformation is instantane-

ous and undrained with a bulk modulus Ku and a shear

modulus G. In this step, we can compute the undrained

fluid pressure everywhere, and the fluid has no time to

move. In the second step, the fluid starts to flow in

response to the generated (undrained) fluid pressure dis-

tribution. This flow is responsible for a delayed mechan-

ical response: the soil creeps over time because of the

flow of the pore water until an equilibrium situation is

reached. Our poroacoustic analysis was proceeding along

the same lines: we first determined the undrained fluid

pressure associated with the stress or deformation associ-

ated with the propagation of the seismic waves (using an

undrained bulk modulus; see Figure 1.19), and then, we

let the fluid flows in response to the fluid pressure distri-

bution. The flow of water is responsible for the streaming

current density defined as the advective drag of the

effective charge density Q
0
V contained in the pore water

(Figure 1.19).
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1.5.4 Wave modes in the pure undrained
regime
Before we get into the realm of the dynamic Biot–Frenkel

theory, it is instructive to review how the two wave

modes (pressure or primary (P-)waves and shear or sec-

ondary (S-)waves) are obtained in the elastic case. In

elastic media, Hooke’s law can be written in two different

equivalent forms using the elements of the tensors or the

tensors themselves:

Tij = Ku−
2

3
G

� �
εkkδij +2Gεij 1 151

T= λuTr ε I3 + 2Gε 1 152

where the Lamé coefficient λu is given by

λu ≡Ku−
2

3
G 1 153

and I3 denotes the 3 × 3 identity matrix (T and ε denote
the stress and deformation tensors). If we define the bulk

deformation as

θ≡∇ u= εkk 1 154

Hooke’s law can be written as

T= λuθI+2Gε 1 155

In order to find the field equation for the displacement

of the solid phase, we need to combine Hooke’s law

(which is a constitutive equation)with a continuity equa-

tion, actually the momentum conservation equation

applied to the elastic material. This equation corresponds

to Newton’s law:

∇ T= ρ
∂2u
∂t2

1 156

Tij, j = ρui 1 157

where ρ denotes the bulk density of the material.

The divergence of the stress tensor can be computed as

follows:

Tij = λuuk,kδij +G ui, j + uj, i
� �

1 158

Tij, j = λuuk,ki +G ui, jj + uj, ij
� �

1 159

Tij, j = λu +G uj, ij +Gui, jj 1 160

Tij j = λu +G ui, jj +Guj, ji 1 161

After straightforward algebraic manipulations using

the properties of the Kronecker delta and the fact that

we can change the order of the derivatives, we obtain

λu +G

ρ

� �
uj, ji +

G

ρ

� �
ui, jj = ui 1 162

Equation (1.162) can be written in vectorial nota-

tions as

λu +G

ρ

� �
∇ ∇ u +

G

ρ

� �
∇2u=u 1 163

Using the general property

∇2u=∇ ∇ u −∇×∇×u 1 164

we obtain

λu +2G

ρ

� �
∇ ∇ u −

G

ρ

� �
∇×∇×u=u 1 165

Now, we define the following two parameters:

c2p =
λu + 2G

ρ
1 166

c2S =
G

ρ
1 167

From Equations (1.165)–(1.167), we have

c2p∇ ∇ u − c2S∇×∇×u=u 1 168

Equation (1.168) corresponds to the wave equation of

elasticity. To find the different wave modes, we need to

use a Helmholtz decomposition of the displacement field:

u=∇φ+∇×Ψ 1 169

∇ Ψ=0 1 170

where φ is a scalar potential andΨ is a vectorial potential.

Equation (1.170) corresponds to the so-called coulomb

gauge. The Helmholtz decomposition of a vector field
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consists in writing this field as the sum of the gradient of a

scalar potential and the curl of a vector potential. Using

Equations (1.169) and (1.170) in Equation (1.168) and

using the properties

∇ ∇×Ψ =0 1 171

∇× ∇φ =0 1 172

we end up with two equations:

c2p∇
2φ=φ 1 173

c2S∇
2Ψ=Ψ 1 174

The first mode corresponds to the compressional wave

with velocity cp, while the second mode corresponds to

the shear mode with velocity cS. The velocity ratio is such

that we have

cp
cS

=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2+

λu
G

r
≥ 1 1 175

Therefore, the P-wave propagates faster than the shear

wave. We will show in the next chapters that there are

more than twowavemodes in poroelastic media. The dif-

ferent wave modes have different EM signatures in seis-

moelectric theory, and we will discuss in the next

chapters these different signatures and their potential

applications to probe the Earth using the seismoelectric

method.

1.6 Short history

Now that we have discussed some of the key concepts

required to understand the seismoelectric theory, we

can provide a short introduction to the history of the seis-

moelectric method. The physics of the streaming poten-

tial takes its roots in the experimental work done initially

by Quincke (1859) who discovered that the flow of water

through a capillary generates a measurable difference of

electrical potential. Helmholtz (1879) obtained theoreti-

cal expressions for the streaming current density for glass

capillaries. The first observations of the seismoelectric

effect itself were made by Thompson (1936). Thompson

was a geophysicist working for theHumble Oil andRefin-

ing Company. His work on the so-called “seismic electric”

effect was inspired by Louis Statham in the same com-

pany (see Blau & Staham, 1936). They made indeed

the first documented observations of electric potential

changes between a pair of electrodes when seismic waves

passed through these electrodes. Thompson (1936) was

looking for the effect of seismic waves on the electrical

resistivity of Earth materials. His goal was to detect seis-

mic waves bymeasuring continuously the electrical resis-

tivity between a set of electrodes. His paper starts as

follows: “The seismic electric effect is the name which

has been given to the variation of earth resistivity with

elastic deformation.” The concept of “seismic electric”

effect wasmodeled in the same issue ofGeophysics by Slot-

nick (1936) on the base of an equivalent electrical circuit.

In the case of Thompson (1936), he measured clear fluc-

tuations in the electrical potentials that could not be

explained by a change in the value of the resistance (or

apparent resistivity) between the electrodes. In these

works, there were no concept that the propagation of

the seismic waves could create a source current density

or an electrical field on their own and no ideas related

to electrokinetic effects and the associated electrical

double layer theory.

Ivanov (1939) was the first to record seismoelectric

effects in USRR completely passively (no current

injection). His pioneering work was followed few years

later by the seminal paper of Frenkel (1944). Frenkel

developed the first electrokinetic theory of the coseismic

electric field in water-saturated porous rocks to explain

the observations made by Ivanov. Ivanov and Frenkel

should be therefore considered as the pioneers of the

seismoelectricmethod in geophysics. A rigorous treatment

of wave propagation in water-saturated porous media

was, however, only introduced more than a decade later

by Biot (1962a, b). A huge number of field and theoretical

works were done in USRR after WWII in using the

seismoelectric effect to determine the thickness of the

weathered zone to help in interpreting seismic data or

for mineral exploration.

Decades after, Frenkel (1944) and Thompson and Gist

(1991, 1993) presented a case study for the exploration of

oil and gas reservoirs using seismoelectric converted

electrical signals. They used adapted data processing

and common midpoint (CMP) techniques to produce a

seismoelectric image of the subsurface to depths on the

order of a few hundred meters. They concluded that

seismoelectric conversions could be detected from a

depth of 300m. Thompson and Gist (1993) suggested
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that these methods could be used for much greater

depths (several kilometers in the case of the electroseismic

method). The seismoelectric method has also been used

for a variety of applications in near-surface geophysics

(for instance, Migunov & Kokorev, 1977; Fourie, 2003;

Kulessa et al., 2006). Mikhailov et al. (2000) described

crosshole seismoelectric measurements in a small-scale

laboratory experiment with vertical and inclined fractures

located between the source and the receivers. They

recorded not only the coseismic electric signals generated

by the seismic wave arriving at the receivers but also the

EM wave associated with the Stoneley wave excited in

the fracture. They claimed that a tomography image with

the travel times extracted from the seismoelectric mea-

surements could be possibly constructed.

Several modeling attempts have been developed to

comprehend both the seismoelectric and electroseismic

effects. Neev and Yeatts (1989) developed a theory of

these effects, but as discussed by Pride (1994), this theory

was incomplete. The model developed in the seminal

paper of Pride (1994) couples fully the Biot–Frenkel the-

ory to theMaxwell equations via a source current density

of electrokinetic origin. This model was obtained by

volume averaging the local Navier–Stokes and Nernst–

Planck equations as well as the Maxwell equations. It

has opened the door to numerical modeling of both the

coseismic and seismoelectric conversions using finite-

difference or finite-element methods and was used to

assess the usefulness of these methods for various appli-

cations (e.g., White, 2005; White & Zhou, 2006). The

model introduced by Pride has been the fundamental tool

used to model the electroseismic and seismoelectric

responses of porous rocks in the last two decades (see

Haartsen & Toksoz, 1996; Haartsen & Pride, 1997;

Garambois & Dietrich, 2001, 2002, for some examples).

This approach is however open to some criticisms as

discussed later in this book in Chapter 2. Pride’s model

is unable to describe correctly the surface conductivity,

the frequency dependence of the conductivity of the

material, and the quadrature conductivity of porous

rocks. It is not based on the electrical double layer theory

(only the diffuse layer is accounted for), and therefore,

some fundamental elements are missing in this theory.

That said, Pride has been the first to provide the complete

set of macroscopic equations, and his model can easily

be corrected to account for the missing components

(induced polarization and frequency dependence of the

electrical conductivity).

Various authors have used the finite-difference tech-

nique to simulate the 2D seismoelectric response of a

heterogeneous medium, taking into account all the

poroelastic wavemodes (fast and slow P-waves and shear

(S-)wave) and their coseismic electrical signals plus the

seismoelectric conversions (note that the isochoric shear

wave does not produce any coseismic electrical field

in perfectly homogeneous porous media). Pain et al.

(2005) presented a 2D mixed finite-element algorithm

to solve the poroelastic Biot equations including the

electrokinetic coupling in order to study the sensitivity

of the seismoelectric method to material properties, like

porosity and permeability of geological formations

surrounding a borehole.

Several works have focused on producing some full

waveform modeling of the seismoelectric signals using

Pride’s theory (see, for instance, Grobbe et al., 2012;

Grobbe & Slob, 2013). The code developed by Niels

Grobbe, electroseismic and seismoelectric modeling

(ESSEMOD), is able to model all existing seismoelectric

source–receiver combinations (using Pride’s theory)

in layered media, considering fully coupled Maxwell

equations. This code can be also used to model seismo-

electric laboratory configurations of a sample in a water

tank (i.e., fluid/porous medium/fluid transitions; see

Smeulders et al., 2014). This code can also be used to gen-

erate all required fields for the theoretical interferometric

seismoelectric Green’s function retrieval. This allows,

for instance, to improve the signal-to-noise ratio of the

weak seismoelectric conversions (or interface response

fields). By applying interferometric techniques (e.g.,

Schoemaker et al., 2012), stacking inherently takes place

with possible signal-to-noise ratio improvements as well.

Along a similar idea, Sava and Revil (2012) introduced

recently a simplified poroacoustic formulation to describe

the seismoelectric coupling in porous media, and they

introduce a new method called seismoelectric beam-

forming. The idea is to focus seismic waves on a grid of

specific points and to use the seismoelectric conversion

to image heterogeneities in mechanical and electrical

properties (see Chapter 6). The poroacoustic approxima-

tion allows handling the computation of the seismoelec-

tric signals in very complex geometries very quickly,

and the beamforming approach is used to enhance the

seismoelectric conversion over the coseismic signals.

Most of the current efforts in seismoelectric theory are

also directed to understand the seismoelectric conver-

sions in unsaturated or in porous media saturated by
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two immiscible fluid phases. In most cases, the water-

saturated case is extended to unsaturated flow assuming

that the nonwetting fluid is air at atmospheric pressure

and corresponds to a very compressible phase (Revil

et al., 2014). Recently, Smeulders et al. (2014) have used

Pride’s model to perform laboratory experiments

between water and water-saturated core samples or

oil-saturated core samples. They found that the contrast

betweenwater and water-saturated porous glass samples

is larger than the contrast between water and oil-

saturated porous glass samples. The contrast between

water and water-saturated Fontainebleau sandstone is

observed to be larger than the contrast between oil and

water-saturated Fontainebleau sandstone in agreement

with themodels of Revil andMahardika (2013) and Revil

et al. (2014). A complete theory of the seismoelectric

conversions in porousmedia saturated by two immiscible

fluids will be given in this book in Chapter 3.

In parallel to the history of the seismoelectric method

in geophysics, there is a rich history in the development

of the so-called electroacoustic spectroscopic methods to

study colloidal suspensions, concentrated dispersion,

emulsions, and microemulsions (Booth & Enderly,

1952; Marlow et al., 1983; Valdez, 1993). Debye

(1933) predicted that the passage of an acoustic wave

through an electrolyte would generate an electrical field,

the so-called ion vibration potential (IVP). Indeed, as a

sound wave passes through a solution, it is responsible

for a charge separation due to differences in the effective

masses and frictional coefficients of the solvated anions

and cations. The resulting sum of these tiny dipoles leads

to a macroscopic electrical field, which depends on

the sound wave frequency. This effect was observed a

decade later by Yaeger et al. (1949) and Derouet and

Denizot (1951).

Hermans (1938) and Rutgers et al. (1958) were the

first to report a colloid vibration potential (CVP), investi-

gating therefore the electrical field associated with the

passage of acoustic waves through a colloidal suspension.

Colloidal suspensions represent a suspension of very

small solid particles (less than fewmicrometers) in water.

They can be understood, therefore, as a special case of

very high-porosity porous media. Generally speaking,

CVP and colloid vibration current (CVI) are two phenom-

ena where acoustic waves are applied to a colloidal sys-

tem and a resultant electric field or current is created

by the vibration of the colloid electric double layers. Sev-

eral hundred of experimental and theoretical works have

been published in this field since the 1950s. For brevity,

we mention here only a few key papers. Enderby (1951)

and Booth and Enderby (1952) developed the first theory

for CVP in the early 1950s. The first quantitative experi-

ments were made in the 1960s by Zana and Yeager

(1967a, b, c, 1982). Oja et al. (1985) observed an inverse

electroacoustic effect called the electrosonic amplitude

(ESA). ESA involves the generation of acoustic waves

caused by the driving force of an applied electric field

or electrical current and is therefore associated with elec-

troosmotic effects (i.e., the movement of the water in

response to an electrical field due to the excess of charge

present in the pore water). It is however nothing else

than electroseismic effects in the wording commonly

used in geophysics.

The first commercially available electroacoustic instru-

ments were developed by Pen Kem, Inc. (Marlow et al.,

1990). There are now several commercially available

instruments manufactured by Colloidal Dynamics,

Dispersion Technology, and Matec. The electroacoustic

spectroscopic methods are used to determine the particle

size distribution as well as the zeta potential of the parti-

cles. Like the seismoelectric and electroseismic methods,

there are two different electroacoustic methods depend-

ing onwhat field is used as a driving force. CVI is the phe-

nomenon where acoustic waves are applied to a system

and a resultant electric field or current is created by the

vibration of the colloid electric double layers. Scales

and Jones (1992) were the first to recognize the effect

of polydispersity (particle size distribution) on the elec-

troacoustic measurements. A comprehensive theory

was developed by O’Brien (1991) and O’Brien et al.

(1993) including for concentrated systems, that is, rela-

tively low-porosity materials. A review of the method

can be found in Hunter (1998) and Greenwood (2003).

1.7 Conclusions

We summarize the ideas developed in this chapter as fol-

lows: (1) the surface of minerals in contact with water is

charged. This charge is compensated by a charge in the

pore water, which is therefore not neutral in proximity

to the mineral grain surface. The surface charge of the

minerals is counterbalanced locally by ions that are

sorbed (and therefore “attached” to the mineral surface),

forming the Stern layer and some ions forming a diffuse

layer that interacts with the mineral surface charge only

36 Chapter 1



through the coulombic interaction. (2) The flow of pore

water with respect to the solid phase (formed by the

assemblage of grains) generates a source current density

due to the drag of the charge density, near the mineral

grain surface, contained in the porewater. This streaming

current depends on either the zeta potential, ζ, or an

effective charge density Q
0
V . We established a bridge

between these two quantities. (3) The seismoelectric

response due to the flow of water relative to the mineral

framework is triggered by the propagation of seismic

waves and, possibly as discussed later in Chapter 5, by

the seismic source itself. We must therefore account for

three types of EM disturbances: those associated with

the seismic sources, the coseismoelectric effects associ-

ated with the propagation of the seismic waves, and

the seismoelectric conversion (also called interface

response) associated with the conversion of hydrome-

chanical to EM energy at macroscopic interfaces in the

investigatedmaterial. (4) The distribution of the resulting

electrical field is controlled not only by the source current

density (direction and magnitude) generated in the

porous material but also by the conductivity distribution

in the material. This conductivity is frequency dependent

(to some extent) and is characterized by both an inphase

component and a quadrature component. This implies

that the electrical field is not necessarily in phase with

the source current density. The frequency dependence

of the electrical conductivity is termed induced polariza-

tion in geophysics and is not captured by the theory

of Pride.

We have also discussed previously the main ingredients

that are necessary to set the stage for the introduction of

the seismoelectric method. Chapter 2 will be devoted to

the development of a seismoelectric theory in fully

water-saturated conditions. This requires discussion of

the equations describing the propagation of seismic waves

in porous media characterized by a linear elastic skeleton

(dynamic poroelasticity) and the Maxwell equations,

usually taken in their quasistatic forms.
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