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Basic Memory Device Trends
Toward the Vertical

1.1 Overview of 3D Vertical Memory Book

This book explores the current trend toward building electronic system chips in three
dimensions (3D) and focuses on the memory part of these systems. This move to 3D is
part of a long trend toward performance improvement and cost reduction of memories and
memory system chips.

Thirty years ago it was thought that if the chips could just be scaled and more transistors
added every few years, the cost would continue to drop and the performance and capacity of the
chips would continue to increase. The industry then struggled with the effect of scaling to small
dimensions on the functionality and reliability of the memory technology. Along the way
dynamic RAMs (DRAMs) replaced static RAMs (SRAMs) as the high-volume memory
component. Twenty years ago the memory wall became the challenge. This gap in performance
between DRAM memory technology and fast processor technology was solved by the clocked
synchronous DRAM. Nonvolatile memories were developed. The quest for fast, high-density,
nonvolatile memories became more urgent, so the NAND flash was invented, made synchro-
nous, and became the mainstream memory component. Meanwhile the ability to integrate
millions of transistors on scaled chips led to an increased effort to merge the memories and
processors on the same chip. The many advantages of embedded memory on chip were
explored and systems-on-chip became prevalent. Now systems-on-chip exhibit some of the
same circuit issues that printed circuit boards with mounted chips in packages used to have.
Redesigning these large, integrated chips into the third dimension should permit buses to be
shortened and functions moved closer together to increase performance. System form factor
can be reduced, and lower power consumption can permit smaller, lighter-weight batteries to be
used in the handheld systems required today.

This first chapter reviews these trends that have brought us to the point of moving into the
third dimension. Chapter 2 focuses on vertical fin-shape field-effect transistors (FinFETs) used
as flash memories both with silicon-on-insulator (SOI) and bulk substrates and on making
stacked memories on multiple layers of single-crystal silicon. Chapter 3 discusses the
advantages of gate-all-around nanowire nonvolatile memories, both with single-crystalline
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2 Vertical 3D Memory Technologies

substrate and with polysilicon core. Chapter 4 explores the vertical channel NAND flash with
both charge trapping and floating gate cells as well as stacked vertical gate NAND flash. These
technologies promise high levels of nonvolatile memory integration in a small cube of silicon.
Chapter 5 discusses the use of minimal-dimension memory cells in stacked, cross-point arrays
using the new resistive memory technologies. Chapter 6 focuses on the trend of stacked
packaging technology for DRAM systems using through-silicon-vias and microbumps to
migrate into a chip process technology resulting in high-density cubes of DRAM system chips.

1.2 Moore’s Law and Scaling

In the past 40 years electronics for data storage has moved from vacuum tubes to discrete
devices to integrated circuits. It has moved from bipolar technology to complementary metal—
oxide—silicon (CMOS), from standalone memories to embedded memories to embedded
systems on chip. It is now poised to move into the third dimension. This move brings
with it opportunities and challenges. It opens a new and complex dimension in process
technology and 3D design that only the computers, which have been a product of our journey
through the development of electronics, can deal with along with their human handlers.
Much of the trend in the electronics industry has been driven by the concept of Moore’s
law [1], which says that the number of transistors on an integrated circuit chip doubles
approximately every two years. This is illustrated in Figure 1.1, which shows the Intel CPU
transistor count trend during the era of traditional metal-oxide—silicon field-effect transistor
(MOSFET) scaling [2]. Because the individual silicon wafer is the unit of measurement of
production in the semiconductor industry, this law normally ends up meaning that the number
of bits on a wafer must increase over time. This can occur by the wafer getting larger, the size of
the chip shrinking, or the bit capacity increasing. Technology scaling and wafer-size increases
result from engineering improvements in the technology. Chip capacity and performance
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Figure 1.1 TIllustration of Moore’s law showing transistor count trend In Intel CPUs (Based on M. Bohr,
IEDM, 2011 [2].)
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Figure 1.2 Scaling trends of DRAM and NAND flash 2005-2015. (Based on N. Chandrasekaran,
(Micron), IEDM, December 2013 [3].)

increases are driven by the demands of the application. These application demands are driving
the move to 3D vertical memories.

Scaling the dimensions of the circuitry on the chip is the method that has been used to shrink
the size of the chip over the past 30 years or so. Scaling the dimensions has become
increasingly expensive such that the required cost reduction is harder to obtain. Some memory
cell technologies permit multiple bits to be stored in a unit cell area, which increases the
capacity. Figure 1.2 illustrates the trend in scaling of the mainstream DRAM and NAND flash
memories over the past 10 years [3].

Memory storage devices tend to be useful test chips as process drivers for the technology
because memories are repetitive devices that require thousands or even millions of tiny,
identical circuits to each work as designed. This permits low-level faults to be analyzed
statistically with great accuracy. The trend to 3D has started with memory.

There are a finite number of types of memory devices that have been with us for the last
3040 years and are still the mainstream memories today. These are the static RAM,
dynamic RAM, and nonvolatile memories. While innovative, emerging memories have
always been around, none has as yet replaced these three as the mainstays of semiconductor
data storage.

1.3 Early RAM 3D Memory
1.3.1 SRAM as the First 3D Memory

The static RAMs were the first integrated circuit (IC) memory device. Historically, their chief
attributes have been their fast access time as well as their stability, low power consumption in
standby mode, and compatibility with CMOS logic, as they are composed of six logic transistors.
Their historical stability and low power consumption has been due to their configuration from
CMOS latches. The six-transistor cell CMOS static RAM is made of two cross-coupled CMOS
inverters with access transistors added that permit the data stored in the latch to be read and
permit new data to be written. A six-transistor SRAM with NMOS storage transistors, NMOS
access transistors, and PMOS load transistors is shown in Figure 1.3.
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Figure 1.3 Six-transistor SRAM with access, load, and storage transistors noted.

The data is read from an SRAM starting with bit-line and bit-line high. The desired word-
line is selected to open the access transistors, and the cell then pulls one of the bit-lines low. The
differential signal is detected on bit-line and bit-line, amplified by the sense amplifier, and read
out through the output buffer. To write into the cell, data is placed on the bit-line and data on the
bit-line, and then the word-line is activated. The cell is forced to flip into the state represented
on the bit-lines, and the new state is stored in the flipflop.

One of the transistors in the CMOS inverters of an SRAM is always off, which has
historically limited the static leakage path through the SRAM and given it both its stability and
its very low standby power dissipation and retention capability at low voltage. The trend
toward lowering the power supply voltage in scaled SRAMs has reduced cell stability, usually
measured as static noise margin (SNM). It has also increased the subthreshold leakage and, as a
result, increased the static power dissipation. Thinner-scaled gate oxide increased the junction
leakage, while shorter channel length caused reduced gate control, resulting in short-channel
effects. Process variability made it more difficult for the matched transistors in the SRAM to be
identical so that the latch is turned off. An eight-transistor cell has been developed to improve
read stability, but it increases the cell size [4].

The development of double polysilicon technology in the late 1970s led to using one layer of
polysilicon for load resistors to replace the PMOS load transistors in the six-transistor SRAM.
These load resistors were stacked over the four NMOS transistors in the substrate [5]. This
memory was fast, but it was difficult to tune the resistivity of the load resistors. In the late 1980s
several companies used the new thin-film transistor (TFT) polysilicon technology to make
stacked PMOS load transistors in the second layer of polysilicon [5]. These TFT PMOS
transistors were stacked over the four NMOS transistors. These were the first 3D SRAMs. A
schematic cross-section of one of these polysilicon load transistor SRAMs is shown in
Figure 1.4 [6]. This six-transistor SRAM cell used a bottom-gated polysilicon transistor
stacked over NMOS transistors in the silicon substrate.

More recent efforts have been made to stack both the two PMOS load transistors and the two
NMOS pass transistors over the two pull-down NMOS transistors that remain in the silicon
substrate. This allows the SRAM cell to occupy the space of two transistors on the chip rather
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Figure 1.4 Schematic cross-section of inverted polysilicon PMOS load transistor for a 3D SRAM.
(Based on S. Ikeda et al., (Hitachi), IEDM, December 1988 [6].)

than six. Even more important, the relaxation of the scaling node means that the two transistors
can be more perfectly matched and some of the original benefit of the SRAM regained. In
addition, other latches and circuits in the logic part of the chip, initially in the periphery of the
SRAM, can also be redesigned in 3D and stacked. This two-transistor SRAM with four stacked
transistors is discussed in Chapter 2.

Because the SRAM is made of logic transistors, it requires less additional processing to
integrate onto the logic chip. As the number of transistors possible on a chip has increased,
performance has been improved, active power decreased, and system footprint reduced by
moving more of the SRAM onto the processor chip. An illustration using the eight-core 32 nm
“Godson-3B1500” processor chip from Loongson Technology in Figure 1.5 shows the various
SRAM caches on a high-performance processor chip [7]. Last-level cache has 8MB, and a
128kB cache in each core totals 9MB of SRAM cache on the chip. Of the 1.14 billion
transistors in the 182.5 mm?> chip, about half are in the various SRAM caches.

As a standalone memory, the six-transistor CMOS SRAM was not able to compete with the
much more cost-effective one-transistor, one-capacitor (1T1C) DRAM in the standalone
memory market where cost is the main driver of volume. The chip size of an embedded
memory is not as important to process cost as its ease of processing, so the silicon consumed by
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Figure 1.5 Illustration of 8-core 32 nm processor with 9MB of on-chip SRAM cache. (Based on W. Hu
et al., (CAS, Loongson Technology), ISSCC, February 2013 [7].)
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the six transistors becomes less important than in a standalone memory. Because there are
performance benefits to having processor and memory on the same chip, the SRAM has
become an embedded memory over the past 10 years.

1.3.2 An Early 3D Memory—The FinFET SRAM

The important scaling benefit of the vertical FinFET transistor to improve the characteristics of
both embedded SRAMs and also of flash memories will be covered in Chapter 2. The FinFET
was first discussed in December of 1999 by Chenming Hu and his team at the University of
California, Berkeley [8]. This first FinFET device was a PMOS FET on SOI substrate. It was a
self-aligned vertical double-gate MOSFET and was intended to suppress the short-channel
effect. The gate length was 45 nm. It evolved from a folded channel MOSFET.

The first memory device that benefitted from the development of the vertical 3D FinFET
transistor was the SRAM because it is made of logic transistors. The channel of a FinFET
transistor is a vertical fin etched from the silicon substrate, doped for the source and drain, with
thermal gate oxide and gate polysilicon defined on the center of the fin.

A FinFET transistor used in an early vertical SRAM was discussed by T1I, Philips, and IMEC
in June of 2005 and is shown in Figure 1.6 [9]. The FinFET transistor solved the short-channel
effect problem by changing the gate length (L,) from a lateral lithographic issue to a fin length
issue and by making the gate width (W,,) a 3D fin vertical issue, thereby providing sufficient on-
current, which improved the static noise margin (SNM). A high dielectric constant (Hi-k)
Ta,N-SiON gate oxide increased the capacitance, resulting in a higher threshold voltage (Vy,),
which improved cell stability. The cell size was reduced from 0.314 to 0.274 pm? in the same
technology. The six FinFET transistors could be matched in an SRAM to solve many of the
scaling issues.

1.3.3 Early Progress in 3D DRAM Trench and Stack Capacitors

Another memory device that developed 3D process capability was the DRAM. The DRAM cell
is just a low-leakage access transistor in series with a large capacitor. The data is stored on the
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Figure 1.6 Vertical FinFET SRAM transistor with TaN gate stack. (Based on L. Witters et al., (Texas
Instruments, Philips, IMEC), VLSI Technology Symposium, June 2005 [9].)
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Figure 1.7 Basic circuit configuration of a 1TIC DRAM cell and array.

storage node between the capacitor and the access transistor, as shown in Figure 1.7, which
illustrates the basic circuit configuration of a 1TIC DRAM cell and array. The capacitor
initially was formed on the surface of the MOS substrate.

Internally the DRAM has not changed over the 40 years of its existence. It stores data in the
storage node of a 1T1C cell. This data is accessed by raising the word-line of the selected cell,
which causes the charge stored on the capacitor to feed out onto the bit-line, and from there to a
sense amplifier normally connected to an adjacent bit-line for reference. Before closing the
word-line, the data must be restored to the storage node of the cell or the cell be written with
new data. The bit-lines must then be precharged to prepare for the next operation. A read and a
refresh are essentially the same operation. The DRAM has five basic operations: read, restore,
precharge, write, and refresh.

Sufficient charge must be stored in the capacitor to be sensed relative to the capacitance of
the bit-line. As the capacitor was scaled to smaller dimensions, however, its capacitance fell
(C=xxAld), where x is the dielectric constant of the material between the plates, A is the area
of the capacitor plate, and d is the distance between the plates. The capacitance could be
increased either by using a higher dielectric constant material or by increasing the area of the
capacitor plate. The solution taken for increasing the area of the capacitor was either to drop
the capacitor into a trench or to stack it over the surface of the wafer as shown in Figure 1.8.

The 3D processes required to make these vertical capacitors gave us the trench processes
used to create the TSV described in Chapter 6 and to make the vertical channel NAND flash
memories described in Chapter 4.

The DRAMs advantage was its small cell size. Its disadvantage was its slow bit access time.
While an entire word-line of data was accessed on every cycle, initially only one bit at a time
came out on the output bus. This was solved at first by making the output wider, which
involved dividing up the array and accessing multiple open word-lines at one time. This made
the area overhead, and hence the size of the chip, larger and more expensive. Wide input/output
(I/0) DRAMs were not area efficient, and they still accessed only a fraction of the data
available on the open word-line.

This issue of a data bottleneck with DRAMs was called “the memory wall” and indicated
that the DRAM was not providing data fast enough for the processor. A two-step solution was
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Figure 1.8 DRAM cell trends from planar capacitor to trench and stacked capacitor.

developed. First, the DRAM was made synchronous, or clocked so the data could be accessed
on the system clock. This made the DRAM work better in the system that was already clocked.
Second, the DRAM was divided up into separate wide I/O DRAMs, called banks, integrated on
a single chip. This permitted multiple “banks,” which were separate DRAMs to be accessed
simultaneously. Their clocked output data was transmitted to the output of the DRAM on wide
internal busses where it could be interleaved and clocked out rapidly. The interleaved, clocked
data was called double data rate or DDR.

The data on the DRAM could then be accessed at a rate more compatible with the
requirements of the system. In the process, the DRAM itself had become a memory system
chip with multiple DRAMS, registers, and other control logic all integrated on the chip. This did
increase the chip size but resulted in significantly improved performance.

A schematic block diagram of a double data rate synchronous DRAM (DDR SDRAM) is
shown in Figure 1.9 [10]. This figure shows the DDR SDRAM interface, the SDRAM
command interface, and the underlying DRAM array, which has four independent DRAM
banks all integrated on a single chip. It illustrates the extent to which the SDRAM had become
an integrated DRAM with logic chip.

As technology scaling continued, the 3D DRAM capacitor was stacked higher and trenched
deeper, while in some cases high-k material was used for the cell dielectric to help increase the
capacitance without increasing the lateral area of the DRAM cell.

In June of 2011, Hitachi described a 4F? cell area stacked capacitor DRAM in 40 nm
technology that had a 10 fF cell capacitance [11]. A schematic cross-section of the 4F~ vertical
channel transistor cell with the bit-line buried in the substrate is compared to the conventional
6F stacked capacitor cell in Figure 1.10 [11]. The 4F* cell is 33% smaller than the
conventional stacked 6F* cell, which reduced the area of the memory array. The 6F* cell
capacitance was 16 fF, and the 4F” cell capacitance was 10 fF. Conventional wisdom was that
the capacitance needed to be around 20 fF for sufficient read-signal voltage for stable sense
operation. The stacked capacitor DRAM has been primarily used for standalone DRAM.



Basic Memory Device Trends Toward the Vertical 9

SDRAM command interface DDR SDRAM interface
M S S S T T S T T T S S S S s S S S S S S S S S S S S S S S S T T TS ST S S ssssm == bl
" :
1 i
11 || Clock generator L] — P ! CK
i — | v
: I'|| Command decode B \ DLL
. : Row address =P !
1 || Control logic Latch&decod |
1 Bank 0 1
y memory | x3p| Read
| arra
1 Mode Row address Y ! Lateh
1 register MUX 1
Iy !
1 Extended t : DaS
: ! mode register Bank Data control X32 Generator
! control logi <+
1 Y ogic
1 % :
N Address Column Column address wiite [X16
h registers > dd > decoder X32 EIFO & Input Receivers
' o s Pl Froa 3 1 ] Recovers |
[N |
h
n [ Aokt

Figure 1.9 Schematic block diagram of basic double data rate (DDR) SDRAM. (Based on B. Prince,
High Performance Memories, John Wiley & Sons, Ltd, 1999 [10].)

The trench capacitor DRAM continued to be developed for use in embedded memory. A
schematic cross-section and illustration of the 40:1 aspect ratio of the SOI 3D deep trench
DRAM cell used by IBM as Level 3 cache in its Power7 ™ Microprocessor was illustrated in
June of 2010 by IBM and is shown in Figure 1.11 [12].

In February of 2010, IBM described further the SOI deep trench capacitor IMb eDRAM
macro on this microprocessor [13]. A schematic block diagram of the Power7™ micro-
processor in Figure 1.12 shows the SRAM L2 cache and DRAM L3 cache along with the eight
cores and the memory controllers. The eDRAM cell size was 0.0672 pm?. The eDRAM macro
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Figure 1.10  Stacked 3D DRAM cells in 40 nm technology (a) 6F* 16 fF conventional eDRAM cell; and
(b) 4F? 10 fF vertical channel transistor pillar cell with buried bit-line. (Based on Y. Yanagawa et al.,
(Hitachi), VLSI Circuits, June 2011 [11].)
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et al., IBM), VLSI Circuits Symposium, June 2010 [12].)
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Figure 1.11 Deep trench 3D capacitor DRAM used in microprocessor L3 cache. (Based on K. Agarwal

was made in 45 nm fully depleted SOI technology. Thirty-two macros were used per core
supporting eight cores for a 32MB L3 on-chip cache in the 567 mm? microprocessor die. The

deep trench had 25 times more capacitance than planar DRAM capacitor structures had, and it
reduced on-chip voltage island supply noise. The 1Mb macro was made of four 292K

subarrays that were organized 264 word-lines X 1200 bit-lines. There was a consolidated

L2 cache L2 cache L2 cache L2 cache

L2 cache L2 cache L2 cache L2 cache

Figure 1.12 Schematic block diagram of a microprocessor with embedded DRAM L3 cache. (Based on

J. Barth et al., (2011) (IBM), IEEE Journal of Solid-State Circuits, 46(1), 64 [14].)
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Figure 1.13 Trench eDRAM as starting substrate for CMOS logic process. (Based on S.S. Iyer, et al,
(2005) IBM, Journal of Research and Development, 49(2.3), 333 [15].)

control logic and 146 I/Os where the inputs and outputs were pipelined. There were two row
address paths to permit concurrent refresh of a second subarray. Late selection was offered to
support set associative cache designs. In order to have a high transfer ratio, an 18 fF deep trench
cell was used together with a 3.5 fF single-ended local bit-line. The DRAM macro used a
1.05V power supply and had a 1.7 nm cycle time and a 1.35nm access time.

In Chapter 6, a 3D two-chip TSV stacked system is explored, which includes a 45 nm
eDRAM and logic blocks from this processor’s L3 cache [14].

One of the aspects of the on-chip DRAM with trench was the potential for processing the
trench first and using the substrate with trench as the starting substrate for the logic, which
included the logic circuits in the periphery of the DRAM. This eliminated any effect the
processing of the trench might have on the characteristics and performance of the logic
transistors. It also leveled the surface of the chip so that the access transistor for the DRAM cell
was in the same plane as the other logic transistors on the chip. Figure 1.13 illustrates using the
trench eDRAM as the starting substrate for CMOS logic [15]. The wafer with the DRAM
trench became the starting wafer for the conventional logic process. The DRAM capacitor still
has capacitance greater than 20 fF.

Chapter 4 describes a 3D vertical gate stacked flash memory that used this old DRAM
technique of dropping the array into a trench for anneal before processing the more sensitive
parts of the stacked array.

A microprocessor chip could then be run very fast because the processor cores and memory
could be integrated closely with high-speed buses on the same chip. The SRAM L1 cache could
be integrated with the processor using the on-chip advantage of the wide I/O. The L2 and L3
caches could be large blocks of synchronous SRAM or DRAM, collecting data from the fast
DDR SDRAM main memory and sending it to the processor or L1 cache SRAM. A significant
part of the memory hierarchy was now integrated onto the chip, which improved both the
performance and power dissipation of the system.

1.3.4 3D as the Next Step for Embedded RAM

Before leaving the topic of embedded memories, let’s recall why embedded memories were
heralded a few years ago as such a good idea for solving system issues. The first system
problem solved by embedded RAM was the ability to reduce system form factor. Merging the
SRAM and DRAM with the processor reduced package count and board size, which was
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Figure 1.14 System form factor for (a) separate memory and logic chips; and (b) embedded memory in
logic chips.

critical in a world moving to portable handheld systems. I/O circuitry in the memory and logic
chips, such as I/O buffers, bonding pads, and ESD circuitry, could be eliminated. Figure 1.14
illustrates the reduction in system form factor made possible by embedding memory in logic.

Integrating the RAM with the processor also reduced active power consumption by
permitting wider on-chip buses, which could have the same bandwidth as off-chip buses
but with reduced speed because bandwidth equals bus speed times bus width. A lower power
consumption meant the weight of the battery could be reduced and the life of the battery
extended. It also meant that the cost of cooling the high-speed processor could be reduced.

The integration of wide internal buses between RAM and processor on a single chip meant
that there were fewer external I/Os and wires, which reduced system electromagnetic
interference (EMI). Additional I/O circuitry duplicated on separate chips in separate packages
was avoided, and ground bounce was reduced as was the need for custom bus and port
configurations.

The ability to configure exactly the memory that is required on chip also eliminated silicon
wasted on standard memory chip sizes. In addition, many logic chips were I/O limited. Because
of the wide I/Os on the exterior of chips containing only a small amount of logic, the silicon was
not used efficiently and the system footprint was increased by the large numbers of chips on the
printed circuit board. At the same time, the transistors were getting smaller and faster and more
of them could fit on each chip, so system chips became feasible. As a result, the system-on-chip
(SoC) with processor and embedded memory increased in size and functionality and developed
many of the bus routing and interference issues that the system previously had. Resistive and
capacitive issues began to occur for long, thin on-chip busses. Some of the same issues that
drove the integration of the SoC were now occurring on the system chip.

The next level of gaining back the advantages of integration of systems chips can come by
moving the circuits into 3D. Smaller-footprint system chips can be made, moving us back onto
the curve for Moore’s law. High-speed, wide, resistive-capacitive buses between processor and
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memory can, in 3D, again be shortened to reduce interference. Some of the advantages of
embedded memories can be regained at the current tighter geometries by using 3D effectively.

Chapter 6 explores the initial gains of through-silicon-vias (TSVs), which permit wide
memory buses to be connected locally in 3D with the appropriate logic circuit. The advantage is
higher-bandwidth buses and smaller footprints. The challenges are redesigning the circuits to
take full advantage of the benefits of the move to the third dimension. Initially in 2.5D
technology, which uses interposers to redistribute the interconnects between standard chips,
these vias are isolated on separate parts of the chip, where the large copper TSVs can’t interfere
too much with the sensitive logic and memory circuitry. As we learn more about using these
vias and see the gains of redesign for 3D, the interconnects could be more direct so the
advantages will multiply.

1.4 Early Nonvolatile Memories Evolve to 3D
1.4.1 NOR Flash Memory—Both Standalone and Embedded

There is a significant advantage to be gained by having programmable nonvolatile memory in
the system as well as on the system chip. Early work on a field-programmable ROM was done
by Dov Frohman-Bentchkowsky in 1971 at Intel, resulting in the development of the erasable
programmable read-only memory (EPROM) [16]. This device could be programmed in the
package but not electrically erased and reprogrammed. The floating gate flash erase memory
was first presented by Fujio Matsuoka of Toshiba in December of 1984 [17]. The term flash
was used to indicate that a block of cells in the device could be erased at one time rather than
having individual bit erase capability. Intel developed and produced the first single-transistor-
cell electrically flash erasable memory. Previous electrically erasable memories had been made
with large two-transistor-cell chips called electrically erasable programmable read-only
memories (EEPROMs), which had a large cell size, so they were low capacity and not
cost effective.

The single-transistor-cell flash memory chips were bit programmable and bulk (flash)
erasable in the system. These chips had a single-stack control gate and floating gate, as shown
in Figure 1.15(a), which resulted in small cell size. The devices could be programmed by
channel hot electron injection (CHEI) from the substrate to the floating gate at the drain side of
the junction, which resulted in a high-current program, and could be erased in the system by
Fowler-Nordheim tunneling of the electron from the floating gate to the source. This technique
avoided stressing the same side of the tunnel oxide for both operations and improved reliability.

a. Standalone flash b. Embedded flash

Control gate Control gate

Figure 1.15 Flash nonvolatile memories: (a) stacked gate standalone flash; and (b) split gate embedded
flash.
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Because the floating gate could be over-erased, leaving the channel in depletion mode so that it
leaked when the gate was intended to be off, this device used an iterative erase procedure to
carefully define the voltage level of the erased state.

While the flash memory chips were initially made in volume production as standalone
memory chips, there were advantages to integrating them onto the processor chip. For embedded
flash memory arrays, a split control gate cell was often used as shown in Figure 1.15(b). This
split control gate cell had a simplified erase because the control gate could turn the channel off,
but the cell size was increased. This device used source-side CHEI from the substrate for
programming, which used less current than the drain-side CHEI did in the standalone flash
device. Erase was by poly-to-poly Fowler-Nordheim tunneling to the control gate, which was a
thick oxide process and therefore lower in cost to make and control.

A recent potential alternative for the NOR flash memory is the phase-change memory
(PCM). This part is in low-volume production today. It works by heating a calcogenide
material, causing a transition between a high-resistance state and a low-resistance state. Its
main advantage over the NOR flash is in a faster transition between states. The PCM consumes
significant energy per bit and has issues with bit density [18]. It is unclear if this technology will
transition into a volume production memory or become another of the many alternative
memory technologies that have appeared over the past 30 years but failed to replace the high-
volume mainstream memory technologies.

1.4.2 The Charge-Trapping EEPROM

Nonvolatile MOS memories have also been around as long as SRAMs and DRAMs. The first
in-system, reprogrammable nonvolatile memories were called electrically alterable ROMs
(EAROMs) or metal-nitride—oxide—silicon (MNOS) ROMs. MNOS reprogrammable ROMS
were reported as early as 1969 by Dov Frohman-Bentchkowsky when he was at Fairchild
Semiconductor [19].

P-channel MNOS EAROMs used silicon nitride (Si;N4) charge-trapping data storage, which
was programmed and deprogrammed by Fowler-Nordheim tunneling through the tunneling
oxide (SiO,) between the substrate and the Si;Ny, where the charges were trapped and stored.
These low-capacity devices were used primarily in industrial and consumer circuits to store
small amounts of data. They had a tunneling oxide and a nitride charge-trapping layer with an
aluminum gate. A schematic cross-section of an early MNOS cell is shown in Figure 1.16 [20].

G

S Aluminum D
Silicon nitride
Silicon dioxide

Figure 1.16 Schematic cross-section of an MNOS EAROM nonvolatile memory cell. (Based on B.
Prince and G. Due-Gunderson, Semiconductor Memories, 1983, Figure 7.13, John Wiley & Sons,
Ltd [20].)
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Substrate

Figure 1.17 MONOS split gate flash memory cell. (Based on T. Tanaka (Hitachi), VLSI Technology
Symposium, June 2003 [23].)

By 1989, MNOS charge-trapping EEPROMs with polysilicon gates, 28 nm Si,N,, and
1.6 nm SiO, were in volume production at Hitachi with yields equivalent to those of its SRAM
lines [21]. In 1983, the Electrotechnical Laboratory in Japan suggested adding a blocking oxide
to improve the reliability of the device, making the first MONOS electrically erasable
programmable read-only memory (EEPROM) [22].

In 2003, Hitachi discussed a 512kB MONOS split gate flash memory intended for
embedding in a microcontroller made in 180nm CMOS technology [23]. The split gate
memory cell is illustrated in Figure 1.17 [23]. This cell permitted the read path of the module to
be made of low-voltage transistors similar to those used in the CPU core. Random access read
for the module was 34 MHz. Program time for a 64 kB block was less than 4 ms, and erase time
was less than 11 nm. The area of the module was 5.4 mm?.

The MONOS cell was programmed using source-side hot electron injection, where the
charge is stored near the ONO film edge on the side of the control gate. Erase was done by thick
oxide electron tunneling to the memory gate (MG). This cell does not require high voltage for
either the drain/bit-line or the control gate (CG) in the read and retention operation, making it
compatible with the CMOS logic process. Higher voltages for program and erase can be
applied to the source and the memory gate.

In January of 2014, Renesas described its 40 nm split gate MONOS n-channel memory,
which is similar in function to the Hitachi split gate memory [24]. A schematic cross-section of
the Renesas 40 nm MONOS flash memory is shown in Figure 1.18 [24]. This memory also
permits high voltage to be applied for program and erase on the source side and the memory
gate, but it uses logic voltage levels for read on the word-line/control gate. This device is
intended for embedded flash memory in automotive microcontrollers. It was estimated by
Renesas that MCUs with embedded flash memories accounted for about 70% of the 14 billion
MCUs shipped in 2011.

Another charge-trapping memory also in production is a two-bit-per-cell NOR flash from
Spansion [25]. In Chapters 2 to 4, nitride charge-trapping flash memory technology is shown as
used in some of the vertical 3D NAND flash memories currently being developed.

1.4.3 Thin-Film Transistor Takes Nonvolatile Memory into 3D

The next development required for the charge-trapping technology to be used in the 3D vertical
stacked flash technology was the development of the TFT, which could be made entirely by
deposition of materials on a substrate. The TFT was developed originally by consumer
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Figure 1.18 Split gate embedded MONOS flash memory cell. (Based on T. Kono, (2014) (Renesas)
IEEE Journal of Solid-State Circuits, 49(1), 54 [24].)

companies for use in the circuitry made on glass around the outside of flat panel displays.
Development of cost-effective 3D stacked layers of silicon circuits depended on this advance.

TFT transistors require a good-quality silicon substrate to make a good-quality memory cell.
A deposited TFT nonvolatile memory cell can be made with a charge-trapping technology by
depositing nitride over thermal oxide on a single-crystal silicon substrate. The formation of a
3D stacked single-crystal silicon substrate is described in Chapter 2. The NAND flash is ideal
for stacking nonvolatile memory because there is a single bit-line access for an entire string of
memory cells. Several layers can be stacked with a charge-trapping NAND transistor string in
each layer with a single bit-line contact to substrate. This concept was described by Samsung in
December of 2006 [26]. A schematic cross-section of a vertical stacked NAND string using 3D
single-crystal silicon stacked substrates is shown in Figure 1.19. The bit-line and common
source line (CSL) are formed through the second active layer. Well bias is simultaneously
applied by the CSL.

Technology development of TFT charge-trapping memory using a gate-all-around (GAA)
nanowire substrate is tracked in Chapter 3. The GAA memory uses the radial properties of the
scaled cylindrical nanowire and their effect on the electric field. The asymmetry between the

| Bit-line |

SSL Cell string GSL [ ]

|
I
| 0 mm

Figure 1.19 Stacked NAND string using 3D single-crystal silicon stacked substrates. (Based on S-M
Jung (Samsung), IEDM, December 2006 [26].)
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electric field of the tunneling oxide and that of the blocking oxide due to the radial design of the
GAA meant that a fair-quality charge trapping transistor could be made with a polysilicon
substrate. It was also discovered that shrinking the size of the GAA memory meant that the size
of the polysilicon grains was similar to the size of the channel; the channel was effectively
single-crystal silicon without grain boundaries to be crossed. These GAA memory devices are
explored in Chapters 3 and 4.

1.4.4 3D Microcontroller Stacks with Embedded SRAM and EEPROM

Microcontrollers are ubiquitous today. By 2015, 20 billion U.S. dollars worth of MCU are
expected to be shipped worldwide. All of them have RAM memory, and many have nonvolatile
memory, EEPROM, or flash memory, which is named for its property of having a bulk, or
flash, erase. These devices have multiple buses between MCU and memory cores including
flash memory and SRAM.

In Chapter 6, examples of stacking using TSV and microbumps will illustrate how stacking
can be used to create 3D chips with very short buses connecting various memories with their
core processor. This type of stacking can save cost by reducing the size of the footprint of a
high-performance MCU chip. It can also result in increased performance without needing to
integrate the memory onto the MCU chip by shortening the interconnects between various
circuits. An example of the block diagram for a high-performance 2D flash MCU for an
automobile that used the Renesas RH850 core is shown in Figure 1.20 [27] along with a
potential redesign for 3D, showing how the footprint might be reduced and the length of the
buses between memory and logic be shortened [27].

1.4.5 NAND Flash Memory as an Ideal 3D Memory

An innovation that improved the capability of flash memory to scale was the development of
the NAND flash by Toshiba in 1987 [28]. The NAND flash memory storage cell has only the

32-bit CPU
core

F oo ”
Core y
—) A Data flash

System
System

Analog
(ATD, MUX)

Figure 1.20 Block illustration of an automotive flash MCU showing 2D and possible 3D configuration
with smaller footprint and shorter interconnects.
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Figure 1.21 Schematic circuit diagram and schematic cross-section for (a) NOR flash showing two
contacts per cell; and (b) NAND flash showing one contact per cell. (Based on F. Masuoka, (Toshiba)
IEDM, December 1987 [28].)

word-line contact. A common bit-line runs through an entire string of cells so that an individual
bit-line contact for each cell is unnecessary. This means that the storage cells are much smaller
than for the NOR flash because two space-consuming contacts are not required for each cell. It
also means that a single bit-line contact could access an entire string of cells. The number of
cells on the NAND string has extended, as the technology has permitted, from 8 to 128 bits.
Figure 1.21 illustrates schematic cross-sections and a top-down view layout of (a) the NOR
flash cell with two contacts per cell and (b) the much smaller NAND flash cell with one contact
per cell [28].

Program and erase for the NAND flash memory is accomplished using Fowler-Nordheim
tunneling from and to the substrate, as shown in Figure 1.22.

(a) FN program (b) FN erase

Vep Vss

0 cwn LD

Floating gate

Substrate Substrate

Figure 1.22 [Illustration of Fowler-Nordheim tunneling used for (a) program; and (b) erase of a NAND
flash memory cell.
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Figure 1.23 Layout and equivalent circuit diagram of an 8-bit NAND flash string.

A schematic of the layout and equivalent circuit of a NAND cell are shown in Figure 1.23. In
this NAND string, eight cells are shown formed in series between two select gates. The first
select gate (SG1) handles selectivity. The second select gate (SG2) prevents cell current
through the string during a program operation. The storage transistors can be either floating
gate or charge trapping. The control gates of the storage transistors are word-lines.

To bulk erase the NAND cell, all control gates are grounded and a high voltage is applied to
the substrate and p-well, with the source and bit-lines floating. Erase can be performed on the
whole chip or on selected blocks. A page is all the cells on one word-line and for one I/O width.
A block is all the pages for a NAND string depth. An example of a block in an 8 M X 8 bit
NAND flash is shown in Figure 1.24. In this NAND flash, a string is 16 bits long, a word-
line is 512 bits long, and the I/O is 8 bits. A page is 512 bits X 8 bits, and a block is
512 bits X 8 bits X 16 bits. In the 64Mb device, there are 1024 blocks or 66Mb.

In the program operation, the p-well is grounded, a high voltage is applied to the selected
control gate/word-line, and a lower voltage is applied to the unselected control gate to reduce
program disturb.

It was reported by SanDisk that the NAND flash memory industry has seen a 100-fold
increase in density in the last decade and a 50 000-fold cumulative cost reduction over 20 years.
This has fueled growth in the mass storage market and is expected to influence the emerging
SSD market [29].

The development of the charge-trapping flash memory eliminated many of the issues of the
double-polysilicon floating gate for a 3D stacked NAND flash. Chapter 2 describes a charge
trapping NAND flash that stacked two layers of single-crystal silicon made with an epitaxial-
like process with a NAND string in each layer and local 3D connections. Chapter 3 covers the
development of the gate-all-around memory with a polysilicon substrate nanowire that can
be used vertically to handle an entire 64-bit NAND string in the lateral space of one transistor.
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Figure 1.24 8M X 8 NAND flash memory array organization.

In Chapter 4, both the vertical channel and the vertical gate NAND flash string are explored for
large vertical arrays that are expected to produce terrabit NAND flash memory.

1.5 3D Cross-Point Arrays with Resistance RAM

Cross-point arrays, also called crossbar arrays, have seen significant research effort in the past
few years. These 3D arrays have the attribute of being inherently stackable and composed of
very compact 4-6F° memory cells. The final vision of the large-scale 3D memory is a
stackable, addressable array of 4F* memory cells with minimal peripheral area for memory
management. Any two-terminal resistance change memory can be used in a cross-point array.
These memories are normally referred to as resistance RAMs (ReRAM). Several ReRAM
types are discussed in the context of forming cross-point memory arrays in Chapter 5. A
schematic top view of a cross-point array indicating the 4F* cell is shown in Figure 1.25.

Metal-oxide ReRAMs began to be widely reported in about 2004. They show promise
configured in a 3D cross-point array architecture. These ReRAMs have been studied in various
materials that will be discussed in Chapter 5 along with the cross-point array architecture. A
ReRAM can be configured as either a bipolar or a unipolar operating memory device. If it
switches by reversing the polarity of the applied voltage, then it is considered bipolar, and if it
switches using only different voltage pulses applied in a single direction, then it is considered
unipolar. The filamentary ReRAM has a low power per bit. The cell is stochastic and difficult to
control because only a few atoms are involved in the distribution [3].

The PCM has also been described in a cross-point array configuration. This resistance-type
memory device works by joule heating of a chalcogenide material followed by different
cooling rates that determine whether the material ends up in a crystalline, low-resistance state
or an amorphous, high-resistance state.

Chapter 5 is devoted to the 3D cross-point array memory technology and the ReRAMs and
selector devices used in them. Characteristics of two-terminal memory devices that could use
the cross-point array configuration are nonlinearity and bipolar or unipolar switching.
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Figure 1.25 Schematic top view of a 4F” cross-point memory array.

1.6 STT-MT]J Resistance Switches in 3D

A spin-RAM that is programmed by interaction of a spin-transfer torque (STT) current and the
magnetic moment of the magnetic layers in a magnetic tunnel junction (MTJ) was first
described by Sony in December of 2005 [30]. An external magnetic field was not necessary to
switch the state of the device, differentiating it from the earlier field-programmable MRAMs. A
4Kb spin-RAM was made on a four-level, metal 180 nm CMOS process. Write speed was 2 ns,
and write current was 200 pA. The spin-torque programming reduced the write current to about
5% of the power required to write a field-programmable MTJ] MRAM device. Working
prototypes were expected in a few years. The theory of the STT-RAM was that the direction of
the free magnetic layer in an MTJ device could be reversed by direct injection of spin-polarized
electrons. Figure 1.26 illustrates STT switching in an MTJ [30].

F1 F2
e
€
| . . 2L
dM,/dt
- dM,/dt
M1 M2

Figure 1.26 Illustration of spin-transfer torque switching in an MTJ. (Based on M. Hosomi et al.,
(Sony), IEDM, December 2005 [30].)
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Figure 1.27 STT MTJ MRAM programming illustration of writing “1”” and writing “0.” (Based on F.
Tabrizi, EE Times, April 2007 [31].)

The MTJ is made of a pinned layer (F;), an MgO tunnel barrier layer, and a free magnetic
layer (F,). The mechanism used to switch the states is the spin of an electron, which has two
states: “up” or “down.” As a result, this memory is often referred to as a spintronics device.
When a spin-polarized electron flows from F, to F;, the spin direction is rotated by the
direction of the magnetic moments of the two magnetic layers. The rotating of the spin direction
of the electrons creates a spin torque, dM;/dt and dM>/dt, which acts on the magnetic moment
of M; and M,. When the torque is sufficiently large, the magnetization of the free layer F, (M;)
is reversed. This changes the magnetization of F; and F, from parallel to antiparallel, which
reduces the amount of current that can flow through the MTJ. If the electron current flows in the
other direction through the MTJ, the spin of the electrons can reverse the state from antiparallel
to parallel so that more current flows through the MTJ. The STT-MTJ memory is, therefore, a
resistance change memory that uses the direction of current flow through the device to switch
the memory state between a high-resistance state (HRS) and a low-resistance state (LRS).

A current that flows from the free magnetic layer to the fixed magnetic layer can change the
state of the MTJ element from antiparallel to parallel (write “1””). A current that flows from the
fixed magnetic layer to the free magnetic layer can change the state of the MTJ element from
parallel to antiparallel (write “0”), as shown in Figure 1.27 [31]. A few STT-MTJ research
devices are discussed in Chapter 5 in cross-point array configurations and in Chapter 6 in
stacked TSV chips.

1.7 The Role of Emerging Memories in 3D Vertical Memories

In the process of developing new generations of memory technologies, a number of attempts
have been made to develop more scalable memory devices than the SRAM, DRAM, and
flash memories. These conventional memory types have been around for more than 30 years,
essentially without change in basic function. For the most part, the “emerging memories”
have not yet made it into volume production despite significant amounts of development
effort. It appears to date that it has been safer to continue developing and scaling the three
historical memories than to invest huge amounts on a gamble on new and untried
technologies. In this category are the ferroelectric RAM, the field-programmable magnetic
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RAM, various single-transistor memories, the negative resistance RAM, the nanotube RAM,
and so on [18]. Some of these emerging memories have moved into small-scale production,
primarily at startup companies, while others have effectively vanished. The ovonic memory,
later called the phase-change memory, has entered low-volume production at several large
companies and has also been discussed in a few development papers for cross-point arrays.

The ReRAM, even though a relatively new device, appears to have potential for use in the
cross-point arrays and is discussed in this 3D variation in Chapter 5. These ReRAM devices
began to be described in about 2003 and are still being studied in a variety of different material
technologies. A description of various ReRAMs in cross-point arrays is given in Chapter 5.
These cross-point array resistive memory devices are in early development and may take
significant effort to develop into a mainstream memory technology.

The STT-MTJ memory is also a fairly recent memory device that has been described in
various 3D configurations such as a folded gate memory in Chapter 2, in cross-point arrays in
Chapter 5, and in stacked TSV chips in Chapter 6. It is still in early development and is
expected to take significant effort to develop into a mainstream memory technology.

There is little indication at this time that any of the emerging memory devices will replace the
historical SRAM, DRAM, and flash in volume production in 3D memories in the near future.
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