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Introduction

This book is concerned with the introduction to the dynamics and controls of engineering sys-
tems in general. The emphasis, however, is on mechanical engineering system modeling and
analysis.

• Dynamics is a branch of mechanics and is concerned with the studies of particles and bodies
in motion.

• The term control refers to the process ofmodifying the dynamic behavior of a system in order
to achieve some desired outputs.

• A system is a combination of components or elements so constructed to achieve an objective
or multiple objectives.

1.1 Important Difference between Static and Dynamic Responses

The question of why one studies engineering dynamics as well as control, and not statics, is best
answered by the fact that in control engineering it is the dynamic behavior of a system that is
modified instead of the static one. Furthermore, the most important difference between statics
and dynamics from the point of view of a mechanical engineering designer is in the responses of
a system to an applied force.
Consider a lightly damped, simple, single degree-of-freedom (dof ) system that is subjected

to a unit step load. The dynamic response is shown in Figure 1.1. Note that the largest peak or
overshoot is about 1.75 units, while the magnitude of the input is 1.0 unit. Owing to the positive
damping in the system, the dynamic response approaches asymptotically to its steady-state
(s.s.) value of unity. If one looks at the largest mean square value for the dynamic response,
it is about 3.06 units squared. On the other hand, the mean square value for the s.s. or static
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response is 1.0 unit squared. Thus, the largest mean square value, which is the main design
parameter, for the dynamic case is about 306% that of the static case, indicating the importance
of dynamic response compared with that of the static case.

1.2 Classification of Dynamic Systems

This book deals with the study of dynamic and control systems in the engineering or physical
world. In the latter many phenomena are nonlinear and random in nature, and therefore to
describe, study, and understand such phenomena one has to formulate these phenomena in
the conceptual or mathematical world as nonlinear differential equations. The latter, apart from
some special cases, are generally very difficult to solve mathematically, and therefore in many
situations these nonlinear differential equations are simplified to linear differential equations
such that they may be solved analytically or numerically.
The meaning of a linear phenomenon may better be understood by considering a simple uni-

form cantilever beam of length L under a dynamic point load f(t) applied transversely at the tip as
shown in Figure 1.2. If the tip deflection y(L,t), or simply written as y, satisfies the condition that

y ≤ ±
5
100

L

then y is said to be linear, and therefore a linear differential equation can be used to describe the
deflection y. If the deflection y is larger than 5% of the length L of the beam, a nonlinear dif-
ferential equation has to be employed instead. The word random mentioned in the foregoing
means that statistical analysis is required to study such phenomena, instead of the usual deter-
ministic approaches that are employed throughout in this book.
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Figure 1.1 Dynamic response of a single dof system under unity input
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For the cantilever beam shown in Figure 1.2, the transverse deflection y at any point x along
the length of the beam is a function of space x and time t, and therefore the differential equation
required to describe the deflection is a partial differential equation (p.d.e.). Such a system is
referred to as continuous. Continuous systems are also known as distributed parametermodels
and they possess an infinite number of dof.
On the other hand, for simplicity, if one approximates the uniform cantilever beam as mass-

less such that the elasticity of the beam may be considered as a spring of constant coefficient
k = 3EI/L3, where E is the Young’s modulus of elasticity of the material and I the second
moment of cross-sectional area of the beam, and the mass of the beam m is considered concen-
trated at the tip of the beam, then the dynamic deflection of this discrete or lumped-parameter
model, shown in Figure 1.3, can be described by an ordinary differential equation (o.d.e.).

1.3 Applications of Control Theory

It is believed that the first use of automatic control in Western civilization dated back to the
period of 300 BC [1]. In the Far East the best-known automatic control in ancient China is
the south-pointing chariot [1].
Fast forward to 1922, whenMinorsky [2] introduced his three-term controller for the steering

of ships, thereby becoming the first to use the proportional, integral, and derivative (PID)
controller. In this publication [2] he also considered nonlinear effects in the closed-loop system
(to be defined in Chapter 8). In modern times the theory of control has been applied in many
fields. The following representative applications are important examples.
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Figure 1.2 Cantilever beam with a point load
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Figure 1.3 A lumped-parameter model of a massless cantilever beam
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• The theory of control has been employed by economists, medical personnel, financial
experts, political scientists, biologists, chemists, and engineers, to name but a few.

• In automobile engineering, many components of a car, such as the steering system, and the
driverless car that has already appeared in the testing and refined design phase, employ many
feedback control devices.

• Within the field of mechanical engineering, the speed control and maintenance of a turbine,
and the heating system and water heater in a house, or the heating, ventilation and air con-
ditioning (HVAC) system in a modern building, employ automatic control systems.

• In aerospace, the control of aircraft, helicopters, satellites, and missiles requires very sophis-
ticated advanced control systems [3].

• In shipbuilding industries, control systems are often employed for steering and naviga-
tion [4].

1.4 Organization of Presentation

This book consists of 12 chapters. After this introduction, Chapter 2 is concerned with a brief
review of Laplace transforms. The emphasis is on their applications in the analysis and design
of dynamic and control systems. Use of the software MATLAB [5] provides several examples.
Chapter 3 presents the formulations and dynamic behaviors of hydraulic and pneumatic

systems. A simple nonlinear system together with the linearization technique is included.
Chapter 4 deals with the formulations and dynamic behaviors of mechanical oscillatory sys-

tems. The focus in this chapter is on the formulation and analysis of linear single dof and many
degree-of-freedom (mdof ) vibration systems. Modal analysis of mdof systems is introduced in
this chapter. Simple distributed-parameter models or continuous systems are included. Many
solved problems are presented in this chapter.
The formulations and dynamic behaviors of thermal systems are introduced in Chapter 5.

Dynamic equations of simple systems as well as the three-capacitance oven model are derived
and investigated.
For completeness, the most basic electrical elements, laws, and networks, their correspond-

ing dynamic equations, and derivations of transfer functions for various representative electro-
mechanical systems are presented in Chapter 6.
The basic dynamic characteristics, theories, and operating principles of sensors or transdu-

cers are included in Chapter 7. The emphasis in this chapter is, however, on applications and
derivations of dynamic equations of motion and their interpretations. Examples included in this
chapter are accelerometers, microphones, and a piezoelectric hydrophone.
Chapter 8 is concerned with the fundamentals of engineering control systems. Transfer func-

tions for open-loop and closed-loop feedback control systems are considered. System transfer
functions of dynamic systems by block diagram reduction are illustrated with examples.
Modeling and analysis of engineering control systems are presented in Chapter 9. The time

domain response of a unity feedback control system is developed and explained. Control types,
such as the PID controls, s.s. error analysis, performance indices, and sensitivity functions are
considered in this chapter.
The stability analysis of feedback control systems is introduced in Chapter 10. The focus in

this chapter is the application of the Routh-Hurwitz stability criterion. For illustration, various
examples are worked out in detail.
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Chapter 11 is concerned with graphical methods in control systems. The methods introduced
include the root locus method and root locus plots, polar and Bode plots, the Nyquist stability
criterion and Nyquist diagrams, gain, phase margins in relative stability analysis, contours of
magnitude, phase of system frequency response, the so-calledM and N circles, and the Nichols
chart. Various questions are solved by employing MATLAB at the end of this chapter. These
questions are selected to show the powerful capability of MATLAB in the context of response
computation.
The final chapter, Chapter 12, deals with modern control system analysis. The state space or

vector space method is presented. The relationship between the Laplace transformed state equa-
tion and transfer function of a feedback control system is derived. The concepts of controlla-
bility, observability, stabilizability, and detectability are introduced, so as to provide a
foundation for studies of multiple input and multiple outputs (MIMOs) feedback control sys-
tems. Various approximated system responses are obtained by employing MATLAB.
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