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FOUNDATIONS OF EXPERIMENTAL
DESIGN

INTRODUCTION

Empirical research provides knowledge to the researchers through direct or indirect
observations or experiences. Empirical research may either involve correlational or
experimental approach. In correlational research one looks to establish relationship
between two variables. In such studies a premise is made that two variables may be
related in some way and then values of both the variables are obtained under different
conditions to test a hypothesis if indeed there is a relationship between the two. The
obtained correlation is tested for its significance. The drawback of the correlational
study is that it does not establish the cause and effect relationship even if the corre-
lation is found to be statistically significant. For instance, if the observed correlation
between the caffeine intake and concentration of mind is significant and positive, it
cannot be said that caffeine causes concentration. The increase in the concentration
due to the increase in the caffeine intake may be due to age, motivation, gender, other
lifestyle parameters.

On the other hand, experimental research provides cause and effect relationship
because in such experiment a treatment is deliberately administered by a researcher
on a group of individuals or objects to see its impact under a controlled environment.
In other words, if changes are made in the variable A that leads to changes in variable
B, one can conclude that A causes B. For example, to see the impact of exercise on
muscular strength a researcher may administer different intensity of exercise to differ-
ent groups of individuals to see its effect. If a particular intensity of exercise improves
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2 FOUNDATIONS OF EXPERIMENTAL DESIGN

muscular strength more than others, one may conclude that exercise intensity causes
muscular strength. On the other hand, if there is no difference in the average mus-
cular strength among different exercise groups, it may be inferred that the exercise
intensity has nothing to do with muscular strength.

Authenticity in an experimental research is ensured only when an appropriate
experimental design is used. Experimental design is a blueprint of the procedures
which enables a researcher to test his hypothesis under a controlled environment. It
describes the procedure of allocating treatments to the individuals in a sample. There
are many ways in which an experimental design can be classified. One such classi-
fication is based on the method of allocating treatments to the subjects. On the basis
of this criterion, experimental design can be classified into three categories; indepen-
dent measures design, repeated measures design, and mixed design. In independent
measures design each subject gets one and only one treatment, whereas in repeated
measures design each subject is tested under all treatments. In mixed design each sub-
ject receives one and only treatment of first factor, but gets tested in all the treatments
of second factor. This book specifically deals with some of the important repeated
measures designs and mixed designs. To understand these designs and its applica-
tions, it is important to understand different aspects of experimental research such
as principles of experimental design, types of statistical designs, terminologies used,
and other considerations in planning an experimental research.

WHAT IS EXPERIMENTAL RESEARCH?

An experimental research is a process of studying the effect of manipulating inde-
pendent variable on some dependent variable(s) observed on subjects in a controlled
environment. For instance, in studying the effect of progressive relaxation on con-
centration, the progressive relaxation is an independent variable whereas the concen-
tration is a dependent one. While conducting an experimental research, a researcher
always tries to maintain control in an experiment so that valid conclusion can be
drawn on the basis of findings. In experimental research the experimenter is allowed
to manipulate independent variable to see its impact on the dependent variable. For
instance, in the above example the experimenter can decide the duration or the inten-
sity of the progressive relaxation program. Since the experimenter manipulates an
independent variable to see its impact on dependent variable, cause and effect rela-
tionship can be explained on the basis of findings.

On the other hand in observational study, a researcher collects and analyzes
data without manipulating independent variable. Here also the relationship is
investigated between independent and dependent variable observed on the subjects.
Since researcher is not allowed to manipulate an independent variable, causal
interpretations cannot be efficiently made. If relationship is investigated between
height and vertical jump performance of sprinters, the observed correlation may not
be the strong evidence for causal relationship between them because the independent
variable, height, has not been manipulated to see its impact on the vertical jump
performance. This is because the experimenter cannot observe the control on the
study. The subjects might have different weight, skill, motivation, and fitness level
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which do not allow interpreting the strong cause and effect relationship between
height and the vertical jump performance. The observational study is also known as
correlational study or status study.

Since validity of findings in an experiment depends upon the control observed
during the experimentation, it is important to design the experiment in such a way
so as to minimize the error involved in it. Using appropriate design in an experiment
ensures proper allocation of treatments to the subjects so that experimental error is
minimized. This ensures internal validity in the experiment. Design of experiment
along with its principles has been discussed in detail in the following section.

DESIGN OF EXPERIMENT AND ITS PRINCIPLES

Design of experiment can be defined as a roadmap for organizing an experimental
study for testing a research hypothesis in an efficient manner. Design of experiment
facilitates an experimenter to observe control in an experiment, thereby reducing the
experimental error and ensuring internal validity in findings. More specifically it pro-
vides a plan according to which treatments are allocated to the subjects in order to
reduce experimental error. While planning a study a researcher needs to design an
experiment in such a manner that the similarity is ensured among the experiential
groups. The experimental error is controlled by controlling the effect of extrane-
ous variables. To design an experiment a researcher must have the knowledge about
homogeneity of experimental material or the subjects on which the experiment is
required to be conducted. Besides, one should be able to identify those extraneous
variables which may affect findings if not controlled. Depending upon the homoge-
neous conditions of subjects, an experimental design is identified. There are ways
and means in testing the efficiency of design used in a research study. The efficiency
of two different designs in the same experiment may be compared by using the error
variance. This has been shown in Chapter 2. To have the control in an experiment
and ensuring maximum accuracy in findings, Ronald A. Fisher has suggested the
three basic principles of design of experiment, namely, Randomization, Replication,
and Blocking.

Randomization

One of the main principles of design of experiment is randomization. Randomiza-
tion refers to randomly allocating treatments to the subjects. Randomization ensures
similarity in the experimental groups. It controls bias and extraneous variables which
might affect findings of the study. Readers must note that the random selection of
subjects and random allocation of treatments are two different things. Consider a
study in which three different types of beverages, tea, coffee, and soft drink, are com-
pared for their effect on reaction time. If 30 subjects are selected in the study let us
see how randomization is done. Firstly, the initial sample of 30 subjects is selected
randomly from the population of interest. Out of these subjects three subjects are
randomly selected and the treatments are allocated randomly to them. Then another
three samples are selected randomly from the remaining lot and treatments are again
randomly allocated to them. In this all 30 subjects are assigned to three different
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treatment groups. In this study selecting 30 sample subjects randomly from the pop-
ulation of interest does not ensure that the treatment groups are similar, but helps
the researcher to generalize findings about the population from which the sample has
been drawn.

In other words, random selection of subjects ensures external validity in findings.
Complete randomization is only possible if subjects are uniform. On the other hand,
perfect random allocation of treatments to the subjects ensures that treatment groups
are homogenous and do not contain any bias. This random allocation of treatments to
the subjects ensures internal validity in findings. If external and internal validity are
ensured, one can be quite sure in the above experiment that whatever the effect of a
particular beverage on the subject’s reaction time is observed, it is due to the beverage
only and not due to any other reason. Besides this, randomization also provides the
validity of F-test. Further, assumption of independence of observations in F-test also
gets satisfied due to randomization.

Replication

Replication refers to repeating the treatment a number of times on different subjects.
It is a fact that a treatment applied on single subject does not provide sufficient evi-
dence of the effect of that treatment, so replication is needed. Single observation also
does not provide the valid estimate of the parameters in the study so replication of
treatments is essential. It is also a fact that standard error of sample mean or differ-
ence of sample means (group means) is inversely proportionate to the replication of
treatments. So if number of replication increases the error variance or standard error
decreases. If the treatment is effective the average effect of replication will reflect
its experimental worth. If it is not few subjects in the sample who may have reacted
to the treatment will be negated by the majority of subjects who were unaffected by
it. If the above mentioned experiment of beverages is administered on three subjects
only, and if the soft drink is found to improve the reaction time, the result may not be
acceptable until unless this result is observed on most of the subjects in the sample.
Thus, replication reduces variability in experimental results and provides confidence
to the researcher in drawing conclusion about the effect of treatment on dependent
variable.

Blocking

Blocking is a technique of reducing experimental error by including an extraneous
variable in the experiment. Blocking refers to dividing heterogeneous experimental
units into homogenous blocks so that the units in the blocks are homogeneous. In
other words whole experimental material is divided into homogeneous strata. Blocks
are made if experimenter has some knowledge about the experimental material or
subjects prior to conducting an experiment, through pilot study or uniformity trial
or some prior studies. Blocking technique is used if an experimenter knows that the
variability exists among the subjects. Generally, size of the block should be equal
to the number of treatments. After dividing the experimental units into blocks, the
treatments are randomly allocated in each block. Blocking enhances precision in the
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study by reducing the experimental error. In the above example of beverages if gender
is considered as blocking variable, the blocks of male and female may be made in
which treatments may be allocated randomly.

STATISTICAL DESIGNS

It is important for the researchers to know about various kinds of statistical designs so
as to choose the appropriate one for their study to obtain reliable findings. Selection of
design depends upon many parameters such as number of factors to be investigated,
variability of the experimental units, and degrees of precision required. In empirical
research, studies can be classified in two categories; single factor studies and multi-
factor studies. In single factor study the effect of only one factor on some dependent
variable is investigated, whereas, in multifactor studies effect of two or more inde-
pendent factors on some dependent variable is investigated. Multifactor studies are
also known as factorial experiment. Factorial experiment may have two or more inde-
pendent factors, each having two or more levels. All these studies can be conducted
by using any of the three basic statistical designs namely; Completely Randomized
Design, Randomized Block Design and Latin Square Design. Choice of using these
designs depends upon the knowledge about variability of the experimental materials
or subjects. We shall discuss these designs briefly later in this chapter.

In the example of the beverages discussed above the effect of only one factor is
investigated, hence the design used for analysis would be one factor design. Here the
treatment factor has three levels and therefore three treatment conditions are to be
compared for their effectiveness. But if along with the beverage, the effect of dura-
tion is also required to be investigated, the experiment is said to be the two factor(or
multifactor) study. Similarly, more than two factors can also be simultaneously inves-
tigated and the design in such situation would be known as multifactor design. If the
effect of more than two factors is investigated simultaneously, the analysis becomes
very complex and therefore researchers usually investigate the effect of either one or
two factors only. Whatever design a researcher uses, it is analyzed by using the group
of techniques known as analysis of variance (ANOVA). In any experimental design
the three basic principles of randomization, replication and blocking are used. Selec-
tion of the design of experiment depends upon the fact as to how we wish to carry
out these principles. All types of designs discussed above will be explained with the
help of examples in the following sections.

Completely Randomized Design

Completely randomized design is the simplest design used by a researcher to test the
effectiveness of one factor (with two ormore levels) on some dependent variable. This
design is used when the entire experimental units (or subjects) are homogeneous in
all respect and the experimenter has full control on the experiment. Under such strict
control whatever the effect of the independent variable is observed on the dependent
variable, can be totally attributed due to the independent variable only. This kind of
experiment is also known as laboratory experiment. In completely randomized design
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Figure 1.1 Layout of the completely randomized design

sample size in different treatment groups may differ. In this design treatments are
randomly allocated to the subjects.

If the effect of three treatments, T1, T2, and T3, are to be compared for their effec-
tiveness on some dependent variable by administering them on a randomly drawn
sample of size n, let us see how the treatments are allocated to the subjects in a com-
pletely randomized design. In the first stage, three subjects are randomly selected
from the sample and all the three treatments are randomly allocated to these subjects.
Then again three subjects are randomly selected from the remaining subjects in stage
2 and the treatments are again randomly allocated to these three samples. This process
will go on till all the sample units are allocated in one or the other treatment groups.
The readers must note that in this design each sample unit will get one and only one
treatment. The layout of this design in which allocation of three treatments on 12
sample units has been done is shown in Figure 1.1. Randomization of treatments to
the sample units ensures internal validity in the study.

Consider an experiment in which the effect of music is to be seen on concentration.
The researcher may have three different types of music; classical, instrumental, and
orchestra. This experiment can be organized by using completely randomized design
in which the treatments can be randomly allocated to the samples as discussed above.

Randomized Block Design

Randomized block design (RBD) is used in a situation where the experimental units
(or subjects) are not homogeneous. The reason of non-homogeneity of experimental
units is known to the experimenter before applying the RBD. This reason may also
be called classification or categorical variable not the treatment. Levels of these vari-
ables are also known to the experimenter. In using this design the entire sample is
divided into blocks of homogeneous subjects and then the treatments are randomly
allocated to these subjects within each block. Here the block is known as classificatory
variable. The experimenter divides the sample into as many blocks as the levels of
categorical variable. In a randomized block design, ifm treatments are to be replicated
r times then r blocks need to be created and m× r subjects need to be selected in the
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study. Each of the m treatments is assigned randomly to only one subject in each
block. The random allocation of treatment in each block is done independent of other
blocks. The blocks are made on that variable which is supposed to affect dependent
variable. Consider a study in which the effect of three different types of teaching
methodology is compared to see their effect on the improvement of the subject’s
learning efficiency. It is a known fact that learning efficiency depends upon IQ level
of the subjects. Thus, if the subjects vary in their intelligence level, the blocks may
be made on IQ. For instance if this experiment is conducted on 12 subjects to com-
pare the effectiveness of three teaching methodology (T1, T2, and T3), the subjects
may be divided into four blocks of different IQ levels, having three subjects in each.
All the three treatments will then be randomly allocated in each block. The lay-
out for 12 subjects, grouped in 4 blocks, can be shown by the Figure 1.2. Here
the blocks have been made on the basis of the IQ. The reader should note that the
blocks must be homogeneous within itself and heterogeneous among themselves in
relation to IQ.

Another variant of the randomized block design is the one in which treatments
are replicated many times within each block. For instance, if the above experiment
is conducted by making the block on gender instead of IQ, all the three treatments
T1, T2, and T3 would be replicated many times in each gender. For instance, if a
study is conducted to compare the effect of these teaching methodologies on 120
subjects, 60 male and 60 female would be taken as the subjects in the study. The
treatments T1, T2, and T3 will then be randomly replicated 20 times in male as
well as in female group. The reader should note that in each block the number
of subjects should be in the multiple of treatments. The randomized block design
is generally used in a situation where the performance of the subjects is known
to vary with the variation in certain variable. For instance, performance may
vary with age, height, gender, and so on. Hence, blocking can be made on such
variables. This design is mostly used by the researcher because of its flexibility
and robustness. However, it becomes less efficient as the number of treatments
increases because in that situation the block size also increases. Hence, it is
difficult to maintain the homogeneity in the blocks. This design is more efficient
than the completely randomized design because experimental error is reduced
due to blocking. A detailed comparison of these two designs has been shown in
Chapter 2.
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Matched Pairs Design Matched pairs design is a special case of the randomized
block design. In this design the subjects are matched on some characteristics which
are supposed to affect the experiment. For instance, if the effectiveness of exercise
is to be investigated, matching of subjects should be done on the basis of gender
and age because these variables affect the experiment, but if the matching is done
on the basis of IQ no benefits would be derived from this design. This design can
be used to compare only two treatments. The advantage of this design is that it can
explicitly control more than one extraneous variable, for instance the age and gender
in the above mentioned example. Here each matched pair is like a block. Consider an
experiment in which effect of exercise on strength is to be studied on 100 students.
In using this design we shall divide these 100 subjects into 50 pairs of subjects on the
basis of gender and age. For instance, pair P1 may have both the subjects as female
with 19 years of age and the pair P2 may have both the subjects as male with age
21 years. In each pair treatments are randomized. If one of the treatments is a low
intensity exercise developed by the researcher and the other is a placebo, either of the
two subjects may receive low intensity exercise and the other may receive placebo.
Similarly treatments are randomized in each pair separately. The layout of this design
can be understood by the Figure 1.3.

The matched pairs design is superior to the completely randomized design as well
as randomized block design because here group becomes more homogeneous due to
matching but the drawback is that it can compare only two treatments.

Latin Square designs

Latin square design is useful in a situation where the variability in the experimen-
tal material exist due to two extraneous variables in the experiment. The knowledge
about the variability must be known to the researcher in advance for using this design.
Since in RBD, only one extraneous variable affects the dependent variable hence we
included one blocking variable in the experiment but in this design since effect of
two extraneous variables needs to be controlled hence the experimental material is
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divided in two different blocks (rows and columns). Thus in this design two blocking
variables are taken. Consider a study in which the effect of three different types of
teaching methodology T1, T2 and T3 on learning efficiency needs to be investigated.
If it is known to the researcher that the learning efficiency in this experiment is known
to be affected by the IQ and age of the subjects then the subjects would be divided
in row(IQ) and column(Age) blocks. One of the restrictions in this design is that one
needs to have equal number of blocks on both the extraneous variables. Number of
treatments should also be equal to the number of blocks of each variable. Let us take
three IQ and three Age groups in this study. Thus, three treatments can be taken in
this study which can be replicated on three subjects. While allocating treatments to
the subjects, each treatment should occur exactly once in each row and exactly once
in each column. If T1, T2 and T3 represent traditional teaching, audio-visual teaching
and flexible teaching methods respectively then one of the layout in LSD can be as
shown in Figure 1.4. The main advantage of this design is that it requires less num-
ber of subjects to investigate different treatments. For instance, in this experiment
27(3×3×3) treatments can be compared by using only nine subjects.

FACTORIAL EXPERIMENT

If we consider more than one manipulated variables at different levels and their inter-
action effects are also to be judged then the factorial experiment is considered. Facto-
rial experiment is used to investigate the effect of more than one factor at two or more
levels on the dependent variable simultaneously. The factorial experiment is repre-
sented bymp, where “p” represents the number of factors andm indicates the number
of levels of each factor has. Thus, 22 factorial experiment represents that there are
two factors each having two levels, and in all, have four treatment combinations. If
a factorial experiment has p+r independent factors so that each of the p factors has
m levels and each of the r factors has n levels then the experiment is represented as
mp × nr factorial experiment. For instance, if the factorial experiment has two factors
A and B having levels 2 and 3, respectively, then it is called 2× 3 factorial experiment.

Besides investigating the effect of each factor on the dependent variable, one can
simultaneously investigate the interaction effect ( joint effect) of the two factors on
the dependent variable also. Thus, in factorial experiment all the levels of one factor
may be compared in each level of the other factor. The simplest factorial experiment
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is 2× 2, in which each factor has two levels. If the factor A has two levels (A1, A2) and
the factor B has three levels (B1, B2, and B3), this experiment is known as 2× 3 fac-
torial experiment. Thus, in this experiment six treatment combinations (A1B1, A1B2,
A1B3, A2B1, A2B2, A2B3) need to be compared and therefore six groups of random
samples need to be selected. If experimenter decides to replicate each treatment con-
dition on five subjects, 30(=5× 2× 3) subjects need to be randomly selected from
the population of interest. This experiment may be conducted in CRD, RBD or LSD
designs as per the requirement of experiment. If the factorial experiment is conducted
in CRD then all six treatment conditions shall be randomly allocated to these 30 sub-
jects in sample so that each treatment is received by five subjects thus making five
experimental groups. On the other hand due to heterogeneity considerations, if the
factorial experiment is using RBD then these six treatment conditions shall be ran-
domly allocated in each block. In this experiment the main effect of both the factors A
and B can be investigated along with the simple effect of each factor simultaneously.
The main effect can be defined as the effect of first independent variable (Factor A)
on the dependent variable across all the levels of the second independent variable
(Factor B). The interaction is ignored for this part. Just the rows or just the columns
are used, not mixed. This is the part which is similar to one-way analysis of variance.
Each of the variances calculated to analyze the main effects (Rows and Columns) is
like between variances.

The advantage of factorial experiment is that one can test the significance of inter-
action between the two or more factors. The interaction can be defined as the joint
effect of two factors or more on the dependent variable. It can also be defined as the
effect that one factor has on the other factor.

In factorial experiment if the interaction effect is not significant, the main effect
becomes meaningful. On the other hand, if the interaction effect is significant, the
simple effects need to be investigated. The simple effect is the effect of one inde-
pendent variable on the dependent variable in each level of the other factor. It is
investigated by comparing the effect of all the levels of one factor in each level of
the other factor.

Consider an experiment in which the effect of mental exercise (A) with three dif-
ferent intensities (low, medium, and high) and environment(B) with three different
climatic conditions (hot, humid, and cold) are to be investigated to see their impact
on the task efficiency of the subjects. This study can be conducted as a 3× 3 facto-
rial experiment organized using any of the three designs namely CRD, RBD or LSD
depending upon whether the subjects in the sample have no variability, one dimen-
sional variability or two dimensional variability respectively. Thus, in this design nine
treatment combinations need to be compared. If an experimenter decides to replicate
each treatment on five subjects using CRD then this experiment is called as 32 fac-
torial experiment conducted in CRD with five replications. The layout design of this
experiment can be shown by the Figure 1.5.

TERMINOLOGIES IN DESIGN OF EXPERIMENT

Understanding the following terminologies shall facilitate the readers to learn differ-
ent designs discussed in this book in a better way.
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Subject

Subject is usually used for an individual on whom an experiment is conducted. In
investigating the effect of incentives on buying behavior, the individuals to which the
incentives are offered are known as subjects.

Experimental Unit

Experimental unit can be defined as the subject/object on which the treatment is to be
administered in an experiment. If the effect of beverages is investigated on concen-
tration, the subjects consuming beverages are known as experimental units. Similarly
if an impact of government policy is to be studied on the sports facilities in schools,
the school would be an experimental unit.

Factor and Treatment

Factor can be defined as the independent variable whose effect is to be seen on the
dependent variable whereas, different levels of factors are known as treatments. For
instance, in beverages experiment, beverage is known as factor and different types of
beverages are referred as treatments. In experimental research a researcher is allowed
to manipulate the independent variable and therefore if one decides to compare the
effect of three different types of beverages, say beer, coffee, and tea, on concentration,
the beverages is said to have three levels or three treatments. The beverages will be
known as Factor or independent variable. In other words, the level of a factor is the
number of variation in the independent variable which an experimenter wishes to
compare in relation to the response on the dependent variable.

In investigating the effect of independent variable on some dependent variable
where the independent variable has not been manipulated by the experimenter is
known as classificatory variable. For instance, to see the effect of gender on IQ among
the group of students, the gender is a classificatory variable because gender has not
been manipulated by the experimenter and the subjects have been classified on the
basis of their possessed characteristics.



12 FOUNDATIONS OF EXPERIMENTAL DESIGN

Criterion Variable Criterion variable can be defined as a variable in which the inves-
tigator is interested to see as to how it behaves due to manipulation in the independent
variable. It is usually a dependent variable in the study. The criterion variable is
also known as response variable. There can be many criterion variables in the study.
Consider an experiment in which an investigator wishes to investigate the effect of
chocolate type on its taste. Here taste is a criterion variable which is of prime impor-
tance to the researcher. The investigator manipulates chocolate by having its different
variants say white, milk, and dark whose effects may be compared on taste. Thus, in
this case taste depends upon different types of chocolate. Further, in this experiment
if the investigator is also interested to see the effect of chocolate type on crunchiness
along with the taste, there would be two criterion variables, that is, taste and crunch-
iness. Similarly depending upon the objectives of the study the researcher may have
several criterion variables in the study. Such study is a case of multivariate analysis
of variance.

Variation and Variance

Variation refers to the spread of scores around mean values, whereas the variance
can be defined as a measure of variation. Variance is simply the square of standard
deviation and is given by the following formula:

𝜎
2 = 1

n

∑
(x − μ)2 (1.1)

This 𝜎2 is the population variance and can be estimated by the samplemean square,
S2, as given by the formula (1.2).

S2 = 1
n − 1

∑
(x − x)2 (1.2)

The estimate of variance due to independent variable(s) and variance due to
error are estimated to solve different designs. Detail procedure has been shown in
Chapter 2.

Experimental Error

Experimental error can be defined as an error which cannot be controlled in an exper-
iment. Mostly this is the result of individual variation during an experiment. One
cannot attribute the reason for such variation. By having control on the experiment
and using proper experimental design, the researcher tries to reduce it. For instance,
in comparing the effect of three different chocolates on taste, the observed effect on
the subject’s taste cannot be attributed to the chocolate type alone but it is partially
due to the subject’s characteristics such as age, gender and socioeconomic status as
well. This variation which cannot be accounted for due to the chocolate is known as
experimental error.
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External Validity

External validity refers to the extent of generalizibility of research findings to the
population from which the sample is derived. To ensure the external validity, it is
important that the sample is randomly drawn from the population of interest. Thus, in
a study if the sample is randomly drawn by using an appropriate probability sampling
technique, external validity can be ensured. On the other hand, if the sample is drawn
by using any of the nonprobability sampling method, the study lacks external validity.

Internal Validity

In an experimental research if the effect on a criterion variable can be attributed due
to manipulation in an independent variable, the research study is said to have internal
validity. Internal validity refers to the extent of which one can say that the variation
observed in the dependent variable is due to the variation in the independent vari-
able. To ensure the internal validity, the external variance should be controlled in the
experiment. The randomization of experimental units to the subjects is one of the best
ways to ensure the internal validity in the study.

CONSIDERATIONS IN DESIGNING AN EXPERIMENT

We have seen that in experimental research a researcher is interested to see the impact
of some independent variable or factor on the criterion variable. A factor which can
bemanipulated by the researcher to see its impact on the criterion variable is known as
treatment variable. Examples of treatment variables are exercise program, nutrition,
pranayama, training intensity, incentives, and so on. In all such cases an experimenter
can manipulate them. A treatment variable is basically an independent variable. If the
independent variable cannot be manipulated by the researcher, it is known as clas-
sificatory variable. The classificatory variable can be defined as some preexisting
characteristics of the subjects on the basis of which they can be classified. The vari-
ables like gender, socio economic status, sports category, geographical region, and
weather conditions are all classificatory variables because these variables cannot be
manipulated by the researcher. For instance, in seeing the impact of three different
types of nutritional supplements on the muscular strength, the nutritional supplement
is a treatment variable because it can be manipulated by the experimenter by choosing
its different types. However, in investigating the effect of gender on the IQ, gender is a
classificatory variable because the gender cannot bemanipulated by the experimenter.

In two-factor design, in which the experimenter is interested to see the impact
of two factors simultaneously on some criterion variable, one of the factors can be
treatment variable whereas the other can be a classificatory variable. Consider an
experiment in which the effect of sleep deprivation (with three different durations) is
to be seen on the task performance in male and female subjects. In this case the two
independent variables are sleep deprivation and gender, whereas the criterion variable
is the task performance. Out of these two independent variables the sleep deprivation
is a treatment variable because the experimenter can manipulate its duration, whereas
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the gender is a classificatory variable because it cannot be manipulated as the subjects
are classified on the basis of their gender, a preexisting criterion among the subjects
prior to conducting the experiment.

Most of the time a researcher manipulates an independent variable in his experi-
ment because by doing this more control can be observed in the experiment resulting
more accuracy in the findings. Manipulating independent variable depends upon the
nature of the study. Sometime the objective of the study is such that the indepen-
dent variable cannot be manipulated by the researcher, in that case the independent
variable is taken as a classificatory variable. For instance, if the effect of consum-
ing tobacco on the athlete’s performance is to be investigated, the subjects can be
classified into nontobacco, occasional user, and regular user categories. In this case
independent variable cannot be manipulated by the researcher as the subjects cannot
be forced to consume tobacco to see its impact on their athletic performance. In fact
it is unethical if somebody does that.

Choosing statistical design depends upon the objective of the study and the knowl-
edge about the heterogeneity of experimental material (subjects). An experimenter is
required to manage different types of variances in such a way in the experiment so
as to get the reliable findings. The purpose of each and every design is to reduce the
error in the experiment for enhancing the reliability of findings. This is done by max-
imizing the systematic variance, controlling the extraneous variance, and minimizing
the error variance in the study (Verma, 2014). By following these guidelines reliable
findings in the experimental study can be achieved. Detailed discussions about these
aspects have been made in the following sections.

Systematic Variance

Systematic variance refers to themeasure of variation resulting frommanipulating the
independent variable by the researcher. The researcher must choose different levels of
the independent variable in such amanner so as to have themaximumvariability in the
criterion variable. For instance, in the above mentioned sleep deprivation experiment
the researcher must choose the duration in such a way so as to achieve the maximum
variance in the task performance of the subjects in different treatment groups. Since
the researcher has a freedom tomanipulate this independent variable, hemight choose
to have three durations of sleep deprivation as 24 hours, 30 hours, and 36 hours. Of
course choosing these durations must be based on some scientific theory or litera-
ture. However, if an experimenter decides to have these three durations as 22 hours,
23 hours, and 24 hours, this may not produce maximum variance in the criterion vari-
able during experiment. Thus, a researcher must use this opportunity to maximize the
systematic variance by scientifically choosing the levels of the treatment variable(s).

Extraneous Variance

While investigating the effect of independent variable on some criterion variable the
researcher must ensure that whatever the variation is observed in the criterion vari-
able, most of it can be explained due to the manipulation of the independent variable.
This can be achieved by controlling the effect of extraneous variables and making
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the experimental groups as similar as possible. This can be done by using any one or
more methods discussed below.

RandomizationMethod Random allocation of treatments to the subjects is the most
powerful method of controlling the external variance in the experiment. It ensures
the effect of all external variables to be equally distributed in the treatment groups.
Randomization ensures similarity of all the treatment groups. This ensures internal
validity by removing the confounding effect of the extraneous variables in the findings
of a research experiment. In fact randomization is one of the main principles of the
design of experiment. Randomization also controls bias in allocating treatments to the
subjects. Another advantage of randomization is that it ensures normality of data in
different groups which is one of the main assumptions in solving the design by using
the analysis of variance. Thus, a researcher should not only draw the random sample
from the population of interest, but should also allocate the treatments randomly to
the subjects for controlling the external variance in the experiment.

Elimination Method Elimination method is another way of controlling the exter-
nal variance in the experiment. In this method the extraneous variable which affects
the criterion variable during experiment is stabilized in the study. Let us consider an
experiment in which the effect of three different exercise programs is to be compared
on weight reduction. Let us further assume that these programs are administered on
three different groups of subjects which include male and female both. In this case
weight reduction cannot be solely due to the variation in the exercise programs, but
partly affected by the gender as well. In order to done away the effect of gender, the
whole experiment can be organized either on male or female. In other words, effect
of gender can be controlled by eliminating either of the two genders from the study.
The problem with such study is that the findings cannot be generalized for the entire
population. In this case if the female subjects are eliminated, the findings can only be
applicable to the male subjects and not for the females; hence, elimination method
lacks in external validity. Thus, if a researcher has an idea about the extraneous vari-
able which affects criterion variable in an experiment, the elimination method may
control the external variance provided objective of the study demands for it.

Matching Group Method Another method of controlling external variance is by
means of matching the group on some extraneous variable. If the effect of three train-
ing programs (T1, T2, and T3) is to be seen on the shooting accuracy in basket ball,
the subjects may be matched in the groups on the basis of their height because height
is supposed to affect the shooting accuracy besides training programs. Using this
method the height of all the subjects in the sample is measured first and scores so
obtained are arranged either in ascending or descending order. After arranging the
subjects according to their height, the first three subjects may be selected and the
three treatments (in this case) can be randomly allocated to them. Again the next three
subjects are selected and all the three treatments are randomly allocated to them. This
way all the subjects are allocated to some or other treatment group. The readers must
note that each subject will be classified into one of the three treatment groups. If the
random sample consists of 12 subjects, matching of these samples on the basis of
their height can be shown by the Figure 1.6.



16 FOUNDATIONS OF EXPERIMENTAL DESIGN

S2

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S1

5.6

5.7

5.8

5.8

5.8

5.8

5.9

5.9

5.10

5.11

5.11

5.6

Subjects Height

Allocation of treatments

to the subjects

S1 S3

T1 T3 T2

S4 S6 S5

T2 T3 T1

S7 S8 S9

T1 T2 T3

S12 S10 S11

T3 T1 T2

Treatments

Figure 1.6 Allocation of treatments by matching the subjects

Adding Additional Independent Variable The above discussed three methods of
controlling extraneous variance, that is, randomization, elimination, and matching,
are known as nonstatistical methods. If the variability of an extraneous variable can-
not be controlled by any of the nonstatistical methods, one may include it in the
design. For instance, if an experimenter is interested to compare the effect of three
different conditioning programs (T1, T2, and T3) on the general fitness among the
college students, in that case if the experimental groups consist of male and female
both, gender can be included as an additional independent variable in the design. The
gender is included in the design as an additional independent variable because it is
considered to affect the criterion variable, that is, general fitness during experimen-
tation. This variable is known as blocking variable. The purpose of adding gender as
an independent variable is only to reduce the error variance in the design, as some
part of the error variance can be explained by the variable gender. Besides reducing
the error variance, this independent variable does not serve any other purpose in the
experiment. The reader must note that by the inclusion of extraneous variable in the
design the error variance is reduced but at the same time degrees of freedom of error
variance also gets reduced. Thus, the design will become more efficient only when
the extraneous variable is known to affect the criterion variable significantly. If the
three treatments in the above mentioned experiment are different intensities of the
conditioning program, that is, low, medium, and high, the layout of the design can be
shown by the Figure 1.7.

Statistical Control We have seen that if nonstatistical procedures are not sufficient
to control the extraneous variance, the statistical procedure can be adopted by
including the extraneous variable in the design. Other statistical procedures through
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Figure 1.7 Layout of the design after including extraneous variable in the design

which control can be observed in the experiment are repeated measure designs and
analysis of covariance (ANCOVA) design. In using the repeated measures design
subjects serve their own control; hence, error variance is reduced to a great extent.
On the other hand, in ANCOVA design the extraneous variance is controlled by
adjusting the effect on the criterion variable due to treatments in relation to the
extraneous variable. In ANCOVA design the extraneous variable is also known as
covariate. Since this book is specifically meant for the repeated measures designs,
various repeated measures designs have been discussed in different chapters along
with their solutions by using the SPSS software. The ANCOVA design is out of scope
of this book. The readers are advised to refer to the book Verma (2011) for this topic.

Error Variance

All nonstatistical and statistical methods discussed above to control the extraneous
variance help in reducing the error variance also. Besides this by following some
more guidelines the error variance can further be minimized in the design. For
instance, the researcher must use the standard equipments so as to ensure the
instrument reliability in data collection. Similarly the researcher must follow
the proper instructions applicable in data collection of different parameters and if the
study is of survey type, a clear-cut instruction must be given to the field investigators
for reliable data collection.

Maximizing systematic variance, controlling extraneous variance, and minimiz-
ing error variance facilitates an investigator to compare systematic variance against
error variance. Minimizing error variance gives the systematic variance a chance to
show its significance. Managing all types of variances ensures that whatever the effect
observed in the criterion variable is genuinely due to the treatment variable.

EXERCISE

1.1. What happens if the principles of design of experiments are not followed in
conducting an experimental study?

1.2. Explain the concept of external and internal validity in an experimental study
by means of examples.
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1.3. What are the benefits of randomization in a research design? Explain the differ-
ence between random selection of sample and random allocation of treatments
to the subjects.

1.4. What is factorial experiment? Explain its advantage in comparison to that of
single factor study.

1.5. Why randomized block design is considered to be the superior design in com-
parison to that of completely randomized design. Discuss the layout of these
two designs.

1.6. Explain the matched pairs design and discuss its advantage over completely
randomized design and randomized block design.

1.7. What are the different ways and means in controlling extraneous variance in
an experimental study?

1.8. In an experimental study, how different variances should be controlled? What
happens if an experimenter optimally maximizes systematic variance, controls
extraneous variance, and minimizes error variance?

ASSIGNMENT

1.1. A researcher decides to organize a completely randomized design to investigate
the effect of different types of beverages on the concentration. He has taken
three different types of beverages and a sample of 15 subjects. Describe the
layout of the design in the study.

1.2. An investigator wishes to compare the effect of three different types of
exercises on flexibility. He has selected nine male and nine female subjects
in the study. Theory suggests that the experimental results would be affected
by the gender difference. Which design you would prefer. Show the layout
design in the study.

1.3. By organizing a matched pairs design an investigator wishes to see the impact
of garlic on the cholesterol level of the subjects. He feels that the age and activ-
ity levels of the subjects will affect the findings in the study; hence, took these
two criteria for matching the group. Suggest a plan of study and show the layout
design.
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