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1.1 INTRODUCTION

Photochemical reactions are central to organic chemistry and are playing a key
role in atmospheric aerosols [1]. A variety of reactions occur, and the majority
of them involve more than one molecule, mostly surrounded by a cluster (e.g.,
water). A common approach in modeling is to simplify the system and to treat only
unimolecular reactions [2, 3]. However, understanding the processes involved in
cluster is of great interest itself and approaches for modeling those processes need
to be developed.

Theoretical simulation of photochemistry of organic molecules in clusters is
very complicated and challenging due to the following reasons. The size of the
system usually is too large for the usage of quantum chemistry–based methods.
Condensed phase systems are commonly treated using classical mechanics [4].
On the contrary, force-field potentials utilized for large systems are not applica-
ble here, since those are unable to treat reactions at all. Additional complications
arise from the lack of potential energy surfaces for open shell systems, as well
as the correct treatment of nonadiabatic transitions between different surfaces.
The objective of this chapter is to provide theoretical tools for describing pho-
tochemical reactions of organic molecules in clusters and in condensed phase.
The chapter focuses on the modeling of photochemical organic reactions using
on-the-fly molecular dynamics on a semiempirical potential energy surface. It will
be shown that semiempirical methods have the great advantage of being computa-
tionally fast enough and simultaneously provide qualitatively an accurate enough
description of the systems.
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An additional objective of this chapter is to provide mechanistic details and
timescales for the important class of reactions in organic carbonyls. Organic car-
bonyls are of interest due to their importance in atmospheric chemistry and related
areas [1, 5–7]. Carbonyls are important in addition to atmospheric chemistry in
combustion, petroleum chemistry, biochemistry, and food chemistry. In several of
these, the issue of photochemistry/photostability arises. Mechanistic details are
known currently for relatively small carbonyls, as seen in the work by [8–30].
Large molecules are challenging for the simulation.

Pentanal, an aliphatic aldehyde, has been chosen for representing the unimolec-
ular reactions of carbonyls [31, 32]. cis-Pinonic acid has been chosen as a repre-
sentative ketone [33]. The abundance of carbonyl compounds in the atmosphere is
very high. Certain carbonyls are directly emitted by various sources, but the vast
majority of them are produced in the atmosphere by oxidation of hydrocarbons [1].
Photolysis serves as an important removal pathway for atmospheric carbonyls. In
the lower atmosphere, where the availability of radiation is limited to wavelength
above ∼290 nm, the photolysis of carbonyls is driven by their weak absorption
band in the wavelength range of 240–360 nm as a result of a dipole-forbidden
n→𝜋* transition [1, 34]. Photolysis of aldehydes, such as pentanal, is known to
occur through the following pathways:

RCHO + h𝜈 → RH + CO (A)
→ R + HCO (B)
→ R′′ = R′ + CH3CHO (C)
→ RCO + H (D)

Process A is the molecular fragmentation channel. Process B represents the
fragmentation into two free radicals (Norrish type I splitting). Process C is called
a Norrish type II splitting, and it results in acetaldehyde and an alkene as the prod-
ucts. Norrish type II splitting is only possible for aldehydes larger than butanal,
and the reason pentanal was selected as the model for this work is to make sure
this important channel is included in the calculation. Process D is an H abstraction
process and has been found to be minor in small aldehydes [35]. In the micro-
scopic picture, the photoexcitation promotes the system to the first excited singlet
state (S1) of n𝜋* character. The S1 state can either switch to the ground S0 state via
internal conversion (IC) or reach the lowest triplet state T1 via intersystem cross-
ing (ISC). There is evidence that process B can occur either on the ground state or
on the triplet state [36]. Reactions for ketones differ in part, but the two types of
mechanisms are related, and both involve Norrish processes.

The above processes describe the possible unimolecular reactions occurring
after photoexcitation of aldehydes. For assessing the effect of solvation on the
photochemistry, the following model systems have been used. Pinonic acid has
been studied with one and five water molecules, and a pentanal cluster using five
identical pentanal molecules has been built.
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The structure of this chapter is as follows: Section 1.2 provides an overview of
the methodological approach of this study, in particular with emphasis on provid-
ing supporting validation for the semiempirical method. Section 1.3 gives results
and discussion and finally Section 1.4 summarizes conclusions.

1.2 METHODOLOGY AND SYSTEMS

The simulation of the photoexcitation process has been done here using on-the-fly
molecular dynamics on a semiempirical potential energy surface. In brief, the first
step involves molecular dynamics on the singlet ground state at 300K. From this
run, excitation from selected geometries to the singlet excited state occurs. After
a short run on the singlet excited state, surface structures with a small S1–T1 gap
are chosen. Those are used as starting geometries for the triplet state molecular
dynamics simulation. In some of the simulation, the molecular dynamics simula-
tion on the singlet state surface is omitted. For a detailed description and justifica-
tion of this approach, the reader is referred to Section 1.2.3 and Refs [31, 33, 37].

Here we first discuss, in Section 1.2.1, the potential energy surface employed
in this simulation. In Section 1.2.2, we discuss on-the-fly molecular dynamics
approach. The different steps of the excitation process itself are explained in
Section 1.2.3. The systems used are described in Section 1.2.4.

1.2.1 Potential Energy Surfaces

As already discussed in the introduction, the two edges regarding the accuracy
of potential energy surfaces are (i) computationally very demanding high-level
quantum methods for relatively small systems yielding very accurate data and
(ii) comparable cheap force-field-based potential energy surfaces for very large
systems (e.g., proteins) yielding qualitative information of nonreactive processes.
In some cases of photochemical processes in condensed phases, ad hoc empiri-
cal potentials were constructed that seem to offer a reasonable description of the
process [4]. However, in general, this does not seem a practical approach. Since
the simulation of the processes required on the one hand potentials capable of
describing reactions and on the other hand computational cheap ones, the choice
has fallen on semiempirical methods. Semiempirical methods have been derived
from the Hartree–Fock method and are therefore close to quantum methods [38].
Integrals are simplified by using parameters adapted to experimental data (e.g.,
heat of formation) and are therefore calculated very fast. Thus, semiempirical
methods are capable of providing mechanistic information on photochemical pro-
cesses in a relatively short time and are able to treat medium-size systems in a
reasonable time.

The semiempirical method used in this study is the OM2/MRCI method devel-
oped by Thiel and coworkers [39, 40]. In the OM2 method, proper orthogonality
of the orbitals has been introduced, which leads to a better description of energy
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barriers between different conformers. This method has been already applied to
a great success in several studies by our group [31–33, 41, 42]. Other previously
applied semiempirical method used in similar studies of our group is PM3 on
modeling the vibrational spectra and the dynamics of relevant organic systems
[37, 43–49]. All those studies have established semiempirical methods as a
reliable tool.

All of the systems were initially optimized using a much higher level of theory,
in order to ensure that the OM2method provides a realistic description of the struc-
ture. The method employed was the second-order Møller–Plesset perturbation
theory (MP2) [50] using the cc-pVDZ basis set [51]. The resolution-of-identity
(RI) approximation for the evaluation of the electron-repulsion integrals imple-
mented in Turbomole was utilized [52].

The advantage of the OM2 semiempirical method compared to other forms
of approximations of related semiempirical methods lies in the ability of treating
excited states and open shell systems. Excited states can be calculated using the
OM2/MRCI variant of this method [40]. In this variant, an active space of orbitals
is chosen, similar to a CASSCF calculation. In addition, different reference wave
functions are employed and excitations from these reference functions are allowed.
With this method, multireference systems can be treated by using several con-
figurations for a particular state. For additional validation of the semiempirical
method, the excitation energies were calculated by using the algebraic diagram-
matic construction method 2 (ADC(2)) [53]. The semiempirical methods OM2
and OM2/MRCI are available in the semiempirical MNDO program [54].

For the photochemistry of organic carbonyls, several potential energy surfaces
are important. First, excitation occurs from the singlet ground state potential
energy surface. Accurate description of the ground state potential energy surface
using the semiempirical OM2 method is ensured through comparison to the MP2
energies and structures for the same system (see Section 1.3.1 for further details).
Second, correct description of the first singlet excited state is very important,
since initial excitation occurs to this surface. Therefore, this surface is validated
against higher level electronic structure methods such as ADC(2); see Section
1.3.1 for further explanation. In the next step, ISC is assumed to occur from S1 to
T1. Experimental evidence supports the occurrence of the reactions on the triplet
state surface [36]. In addition, for the pentanal molecule, the region of the ISC
is obtained by investigation of all the relevant singlet and triplet state surfaces
along the C—C𝛼 cleavage coordinate using the semiempirical potential energy
surface OM2/MRCI, as well with the ADC(2) method. It can be concluded
from the relevant curves (see Ref. [31]) that the ISC region is indeed near the
Franck–Condon region of initial excitation and therefore can be reached with a
high probability.

In addition, we have tested for the possibility of nonadiabatic transitions both
between different singlet state surface and between different triplet state surfaces
but have not found any sign for this.
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1.2.2 On-the-Fly Molecular Dynamics

On-the-fly molecular dynamics have been employed in order to simulate the pho-
tochemistry of carbonyl-containing compounds. The on-the-flymechanism imple-
mented in theMNDO program is the velocity-Verlet algorithm. Here an additional
aspect of the usage of a computational cheap semiempirical method is visible.
In order to provide realistic relative yields of different photochemical reactions,
a large enough sample of trajectories is needed. For these systems, a substan-
tial amount of trajectories (around 100) has been calculated for a relatively long
timescale (up to 100 ps).

1.2.3 Modeling of the Excitation Process

The simulation of the excitation process can be described by four main steps
depicted in Figure 1.1. (i) MD simulation on the ground state for sampling of the
initial configuration, (ii) vertical excitation of selected geometries and dynamics
on the singlet excited state, (iii) assumption of ISC at the smallest singlet-triplet
gap, and (iv) dynamics on the triplet ground state.

After reaching the first excited singlet state S1, molecular dynamics simula-
tions on this state have been pursued. Two different approaches were used: (i)
molecular dynamics simulation only on the S1 singlet state surface and (ii) molec-
ular dynamics simulations using Tully’s nonadiabatic surface hopping method,
allowing transitions between different singlet excited states and the ground state
[55]. The objective of this step was to determine whether reactions occur on the
singlet excited state and whether different excited states contribute to the dynam-
ics. The results on this were very clear: For the timescale simulated here, we have
not observed reactions, and no transfer to other states happened. Due to these find-
ings, this step (MD simulation on the singlet excited state, i.e., part of step 2) was
omitted in further simulations of photochemical reactions. Experimental evidences

2

3
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1

S0

T1

S1

Figure 1.1 Schematic picture of the simulation
approach. Numbers denote the sequence of steps
involved. (1) MD simulation on the ground state. (2)
Vertical excitation of selected geometries and dynamics
on the singlet excited state. (3) Assumption of intersystem
crossing at the smallest singlet-triplet gap. (4) Dynamics
on the triplet ground state. Reproduced with permission
from Ref. [31]. Copyright 2013 American Chemical
Society.
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also support the approach used here that the reactions are occurring on the triplet
state surface [36]. In the initial approach, the identification of structures where
the ISC take place, structures with the smallest energy gap between the S1 and T1
energy states were computed on structures from the MD simulation on the first
excited state. This has been changed in later studies by selecting structures from
the ground state molecular dynamics simulations and by calculation of the S1–T1
gap on these structures.

Also noteworthy is that we have also explicitly checked for nonadiabatic tran-
sitions between triplet states. In our simulation, we have not found any evidences
for this.

In summary, first molecular dynamics simulation on the ground state potential
has been carried out using the velocity-Verlet algorithm at 300K with a time step
of 0.1 fs for 10 ps. On those geometries, the S1–T1 gap was calculated. About 100
geometries with the lowest gap were chosen as initial geometries for the molecular
dynamics simulation on the T1 surface. The S1–T1 gap was in the average order
of 0.5 eV. For the range of S1–T1 gap in the different systems employed here, the
reader is referred to Refs [31, 33, 37]. The dynamics on the T1 state was pursued for
about 100 ps. The cleavage distance for describing bond breaking was set to 2.5Å.

Wewould like to point out that the focus in these studies was on the mechanistic
aspect and the timescale involved in the dynamics after the ISC event and not on the
ISC event itself. For many organic compounds, the spin-flip dynamics is in general
not ultrafast (timescale of ISC is in the order of 10−8 s) due to the weak spin-orbit
couplings [56]. The long timescale involved makes it unfeasible to simulate the
ISC event itself.

1.2.4 Systems

In our study, we have focused on several systems, which will be described shortly
here. More information on the systems can be found in Refs [31–33].

1.2.4.1 Pentanal
Pentanal: The global minimum of pentanal is shown in Figure 1.2a. Pentanal is
a five-carbon-long aldehyde and has been chosen for the following reason. The
yields of Norrish type I and Norrish type II reactions strongly depend on the length
of the chain. Aldehydes shorter than four carbon atoms tend to react primarily
according to Norrish type I reaction due to the lack of an H atom at the C𝛾 -position.
At the length of four carbon atoms, the Norrish type II process occurs with minor
yield compared to the Norrish type I reaction. The length of pentanal is considered
to be the turning point between both reactions: From this length on, the Norrish
type II reaction is more pronounced.

Pentanal cluster: In order to study the effect of a cluster on the photochemical
dynamics, a cluster of five pentanal molecules has been constructed. All the
molecules have been aligned such that all carbonyl groups point to the same
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(d)

(e)

(a)

(b)

(c)

Figure 1.2 Optimized geometries of (a) pentanal, (b) pentanal cluster consisting of five pen-
tanal molecules, (c) cis-pinonic acid, (d) methylated cis-pinonic acid with one water molecule, and
(e) methylated cis-pinonic acid with five water molecules.

direction as can be seen in Figure 1.2b. For this cluster, dispersion forces are
important, since otherwise, pentanal molecules start to evaporate. With dispersion
forces included, the structure remains stable and does not change much during
the simulation. Therefore, the state of the system can be described as “solid-like”
rather than “liquid-like.” The optimized structure might not represent the global
minimum but corresponds to a reasonable choice of a low-energy minimum. The
cluster size of five pentanal molecules was chosen due to the following consid-
erations: First of all, the cluster is small enough to allow calculations using the
semiempirical OM2/MRCI method. Second, the cluster is large enough to fully
surround one pentanal molecule by additional pentanal molecules. Unimolecular
reactions may be therefore significantly affected and cross-molecular reactions
may be encouraged. Finally, the size of the cluster seems to be reasonable for
future experimental studies. Noteworthy also in this context is the excitation
process of the cluster itself: we assume that the excitation is localized on a single
molecule, and it remains localized until the ISC to T1.

1.2.4.2 Pinonic Acid (PA)
Pinonic acid: Pinonic acid involves a four-membered ring, which itself can
undergo structural changes due to the photoexcitation. The structure of the
molecule is depicted in Figure 1.2c.
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Pinonic acid with one or five water molecules: The solvation of pinonic acid
with water was modeled by using one or five water molecules; see Figure 1.2d
and e, respectively. These provide relatively small cluster, which are still com-
putationally feasible for applying molecular dynamics simulations. Case studies
have shown that a single molecule already can affect the chemistry of a system
dramatically. Simulation of the bare molecule and a cluster of one or five water
molecules around pinonic acid should provide a trend for the effect of solvation on
pinonic acid. On the hydrated system, calculations were done on for the pinonic
acid methyl ester (PAMe). This substitution prevents the carboxyl group of PA
from drawing water molecules away from the carbonyl group on the opposite
end of the molecule, where photochemistry is initiated. As the main focus of this
work is on the carbonyl-driven photochemistry of PA, the interactions of water
molecules with the carboxyl group are of lesser interest. The carboxyl group is
sufficiently isolated, and the PA→PAMe substitution should not have a strong
effect on the photodissociation dynamics.

1.3 RESULTS AND DISCUSSION

1.3.1 Validation of the Semiempirical Method

So far, we have already pointed out the reasons for the choice of the semiempirical
method for the description of the photochemistry in organic systems. In this
section, we provide evidences for the validity of semiempirical methods, in
particular the OM2 method employed in this context. The OMx potentials, in
general, have been recently tested for thermochemistry, kinetics, and noncovalent
interactions [57]. For organic molecules, the benchmark study shows that these
methods are almost as accurate and robust as Density Functional Theory –
Generalized Gradient Approximation methods for organic molecules. Several
studies have employed the OM2/MRCI method in describing excited-state pro-
cesses of organic molecules, for instance, nucleobases [58–64], butadiene [65],
retinal model systems [66], and the rhodopsin chromophore [67]. These studies
conclude that the description obtained by these potentials is reasonably good.
Additional evidences come from the recent benchmark studies using OM2/MRCI,
which show the good performance of the method [64, 68, 69]. And finally, the
rich history of successful studies performed in our group using semiempirical
methods, such as the photoionization dynamics of biological molecules, overtone
excitation in atmospherically relevant systems, and vibrational excitation in small
peptides, supports the choice of those methods [31, 32, 37, 42–49].

As can be seen in the studies mentioned above, prior to the massive usage
of semiempirical methods in the production runs, a thorough validation against
experiment or higher level ab initio method is necessary. The choice in our stud-
ies for validation purposes is the application of the well-established MP2 method
for ground state structures and properties, and the usage of ADC(2) for excitation
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energies, excited state structures, and properties. We strongly recommend those
methods for validation purposes in organic systems.

1.3.2 Norrish Type I and Norrish Type II Reactions in the
Isolated Molecule

Pentanal: As mentioned above, the photochemistry of pentanal is taking place
on the triplet state. In this system, we have also checked whether reactions occur
also on the singlet state. Therefore, as a first step before simulation, the potential
energy surfaces (i.e., both vertical excitation to excited singlet states and ground
and excited triplet states) were computed using OM2/MRCI and compared to
ADC(2). It has been found out that the potential energy surfaces are qualitatively
and quantitatively well described by OM2/MRCI. The interested reader is referred
to Ref. [31] for more information. Three different pathways have been observed in
the molecular dynamics simulation on the triplet state surface. In this section, we
focus on Norrish type I and II reactions. The H detachment pathway is described in
more detail in Section 1.3.3. In particular, for Norrish type I reaction, the first step,
namely, the C—C𝛼 cleavage, is observed in the simulation. The major pathway
obtained in this simulation is the first step of Norrish type II reaction: H transfer
from the H connected to the C𝛾 to the carbonyl group. Table 1.1 summarizes the
yield of these reactions at a temperature of 300K for the timescale of 100 ps. The
yields of these reactions at a shorter timescale of lower temperature (T= 200K)
is discussed in Ref. [31]. Comparing shorter timescales versus longer timescales
reveals that Norrish type II channel does not open immediately in the beginning
but opens up only much later (after the first 10 ps).

Table 1.1 clearly shows that the major pathway in the photochemistry of pen-
tanal is the 𝛾-H transfer, followed by the C—C𝛼 cleavage. The H detachment is
only a minor pathway. A high percentage of trajectories are unreactive in this
timescale. The relative yield of Norrish type I versus Norrish type II reaction from
this table is 66% Norrish type II reaction and 34% Norrish type I reaction. This
compares well to the observed experimental yield of 80% for Norrish type II reac-
tion [16, 70].

TABLE 1.1
Percentage of Observed Reactions at

T= 300K for the Timescale of 100 ps

Pathway Percentage of
Observed Reactions

C—C
𝛼
cleavage 14

𝛾-H transfer 27
H detachment 1
Unreactive trajectories 58
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Mechanistic details on Norrish type I and Norrish type II reactions are fully
discussed in Ref. [31]. These include a detailed discussion about bond order and
Mulliken charges along the two sample trajectories of Norrish type I and II. Val-
idation is added for the Norrish type I trajectory by comparing the OM2/MRCI
orbitals by those obtained by ADC(2). We focus here only on qualitative insight
on these reactions. Figure 1.3 shows snapshots of the first step in the Norrish type I
reaction, C—C𝛼 cleavage. The step itself does not involvemajor rearrangements of
the structure and does therefore occur very quickly. C—C𝛼 cleavages are already
observed in the first 10 ps, a timescale, where Norrish type II hardly occurs.

To compare with, Figure 1.4 shows the first step of the Norrish type II reaction,
namely, the 𝛾-H transfer to the C O group.

The snapshots show various configurations along the dynamics. Initially, the
𝛾-H is far away from the carbonyl group. The system has to reach the right con-
figuration for the 𝛾-H transfer. Therefore, the timescale of this process is much
longer than for the simple C—C𝛼 cleavage. Because of this, most of the trajecto-
ries reach first the cleavage of the C—C𝛼 bond. In the gas phase, both fragments
separate from each other. In the solvent, the reaction might be different, due to
the surrounding molecules. This is discussed in Section 1.3.5. Additional inves-
tigation of the potential energy surfaces for Norrish type II process reveals that
the energy after the H transfer is much lower than the energy before, suggesting a
stabilization of the newly created structure compared to the initial isomer.

The comparison timescale of the Norrish type I versus Norrish type II reactions
is very interesting and is summarized in the histogram in Figure 1.5.

Norrish type I reaction occurs on two timescales; one is ultrafast and below
10 ps and the second is slower at 45 ps. On the other hand, Norrish type II reaction

at t = 0 fs at t = 1338 fs

Figure 1.3 Pentanal: Snapshots of C—C
𝛼
cleavage. Reprinted with permission from Ref. [31].

Copyright (2013) American Chemical Society.
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0 ps 2 ps

5.61 ps 5.7 ps

8 ps 10 ps

Figure 1.4 Pentanal: Snapshots of 𝛾-H transfer. Reprinted with permission from Ref. [31].
Copyright (2013) American Chemical Society.

does start only after 20 ps. The following interpretation suggests an explanation for
the differences in timescales and yields of the Norrish reactions. From a structural
point of view, the C—C𝛼 cleavage is much simpler than the structural rearrange-
ment needed for the H transfer. In addition, the dissociation energy for the C—C𝛼

cleavage is lower than for the C—H cleavage. However, the C—H cleavage of
Norrish type II reaction occurs simultaneously with a new bond formation, which
lowers the energy barrier for the whole process. This is also supported by the ΔH
computed in Ref. [16], favoring Norrish type II process. Therefore, the yield of
Norrish type II reaction is higher than Norrish type I reaction.

Another important effect on the Norrish type I/II ratio is the occurrence of
intramolecular vibrational energy redistribution (IVR). For short timescale pro-
cesses shorter than 10 ps (such as the Norrish type I reaction), IVR is yet far from
completed as assumed by statistical theories such as RRKM. The opposite is true
for Norrish type II reaction. The reaction only starts after 20 ps, pointing out that
IVR seems to be necessary for the reaction. The longer the carbon chain (the larger
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Figure 1.5 Histogram of (a) Norrish type I reactions and (b) Norrish type II reactions in Pentanal
in the timescale of 100 ps. Reprinted with permission from Ref. [31]. Copyright (2013) American
Chemical Society.

the system), the more IVR is expected. Thus for larger aldehydes, more Norrish
type II reaction is predicted.

Finally, the discrepancy between experiment and theory on the ratio between
Norrish type I reaction and Norrish type II reaction can be explained by con-
sidering the following factors. Experimental conditions in the gas phase allow
for collisions between different molecules, a factor that has not been taken into
account by the theoretical simulation. In addition, the presence of O2 or N2 in the
experiment might additionally affect the ratio.

cis-Pinonic acid: Simulation of the photolysis of cis-pinonic acid (PA) not only
predicts Norrish type I and Norrish type II reactions but also two other processes:
ring opening and the loss of the •C(O)OH group (decarboxylation). Table 1.2 sum-
marizes the yields of each reaction channel in the simulation of PA at 300K.

Figure 1.6 shows the snapshots of MD trajectories taken shortly after the dif-
ferent reactions took place in the bare PA molecule.

The following types of events were observed in the simulation of PA. (i) About
one-third of the simulations show no reaction even after 100 ps simulation time.
(ii) An H atom transfer from methyl group to the carbonyl group (Figure 1.6a),
the initial step in Norrish type II reaction, occurred in some trajectories. There
was no clear preference for early versus late timing of this event in the simulation
time of up to 100 ps. (iii) Loss of CH3C(O)

•radical corresponding to Norrish
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TABLE 1.2
MD-Simulated Reaction Yields in cis-Pinonic Acid

Events PA 300K (%)

No reaction 31
Norrish type II reaction (H transfer) 10
Norrish type I reaction (loss of •CH3C(O)) 37
Ring opening 10
Loss of •C(O)OH (decarboxylation) 12

Percentage of total trajectories for a certain reaction channel in
100 ps are listed here.

(a) (b) (c)

t = 59.08 ps

t = 59.18 ps

t = 0 fs t = 100 fs

Figure 1.6 Cis-pinonic acid: Representative snapshots of MD trajectories taken shortly after the
following reactions took place: (a) H-transfer to CO group, (b) opening of the four-membered ring, and
(c) decarboxylation. Reproduced with permission from Ref. [33]. Copyright 2013 American Chemical
Society.

type I reaction was the most frequently encountered reaction pathway. Its
occurrence also was distributed throughout the entire 100 ps window. (iv) A
significant number of trajectories culminated in the opening of the cyclobutyl ring
(Figure 1.6b). This pathway is ultrafast and its timescale in all the trajectories is
less than 20 fs. (v) Decarboxylation, that is, the loss of •C(O)OH from PA, as
shown in Figure 1.6c, was observed in some trajectories. In all cases, this process
is ultrafast and occurred within 500 fs. All the computed reaction channels have
been observed also experimentally [35]. The only process that has not been
detected in the experiment is decarboxylation.

1.3.3 Hydrogen Detachment

Pentanal: H detachment in pentanal (see Figure 1.7) is a rare process, as can be
seen in Table 1.1.

Also experimentally this pathway is described as a minor fragmentation
pathway for aldehydes. The timescale of this process is ultrafast (around 25 fs).
Estimates for H detachment in heptanal [14] ranges from 6.9 to 17.8 kcal/mol
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Initial structure (0 fs) Configuration at 50 fs

Figure 1.7 H detachment of pentanal. Reprinted with permission from Ref. [31]. Copyright (2013)
American Chemical Society.

depending on the specific H detached. The barrier for the H detachment observed
here has not been calculated. From the simulation of the bare pentanal, this
reaction seems to be a very rare event. However, in the simulation of the cluster,
it will turn out to be very important. The discussion of the involvement of H
transfer in the cross-molecular reactions is provided in Section 1.3.5.

Pinonic acid: H detachment in pinonic acid has not been observed.

1.3.4 Solvation Effect on Norrish Type Reactions in Pinonic Acid

Table 1.3 provides the reaction yields of methylated pinonic acid with one/five
water molecules at 300K. Although this section mainly focuses on Norrish type I
and Norrish type II reactions, the percentage of other reaction channels are given
for completeness.

Comparing the yields for the different reaction channels of bare PA with
hydrated PA, it can be seen that there is a change in the distribution of the yields
of different channels. However, there is no clear trend on the yields as a function
of the number of water molecules. This is also observed experimentally: the
experiment shows no significant photolysis suppression by the solvent.

1.3.5 Photochemistry in Molecular Aggregates

Finally, we would like to discuss the effect of molecular aggregates on the pho-
tochemistry of pentanal. As discussed already earlier, a cluster of five pentanal

TABLE 1.3
The MD-Simulated Reaction Yields in the PAMe-H2O and PAMe-(H2O)5 Systems

Events PAMe-H2O (%) PAMe-(H2O)5 (%)

No reaction/water evaporation 68 39
Norrish type II (H transfer) 2 3
Norrish type I (loss of CH3C(O)) 18 24
Ring opening 5 18
Loss of •C(O)OCH3 (in analogy to the
decarboxylation event in bare PA)

6 16
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molecules was chosen (Figure 1.1b). It turns out that the cluster has a large effect
on the photochemistry of pentanal in the timescale of up to 100 ps. Basically,
no different reaction channels were observed than in the bare pentanal, namely,
Norrish type I and type II reactions and H-detachment. However, the existence
of additional pentanal molecules has an additional impact on the dynamics. For
example, the H detachment reaction in the bare pentanal molecule leads to the cre-
ation of two fragments, which departs from each other. Here, the H detached can
further react with other pentanal molecules and by this lead to the creation of new
products. All the reactions observed are a combination of the above-mentioned
reactions of the bare pentanal molecule. In the molecular dynamics simulations,
up to three subsequent reactions were observed in one trajectory in the timescale
of 100 ps. Nine different reaction channels have been observed, which are sum-
marized in Ref. [32] and not repeated here. Out of this, the reaction channels that
involve only one single molecule (monomeric reactions) are as follows: (i) First
step of the Norrish type I reaction (C—C𝛼 cleavage) in 9% of the trajectories.
(ii) 𝛾-H transfer as the first step of Norrish type II reaction in about 1% of the
trajectory. (iii) H detachment is observed in 5% of the trajectories.

The statistics of Norrish type I and Norrish type II reactions occurring in one
pentanal molecule in the cluster (i.e., not followed by subsequent reactions)
can be compared with the previously discussed statistics in the bare pentanal, in
cis-pinonic acid, and hydrated cis-pinonic acid: Norrish type I reaction is most
pronounced in cis-pinonic acid, with 37% of yield, much more than for the bare
pentanal (14% only). The water and the pentanal cluster reduce in both systems
the percentage of Norrish type I reaction (PA-H2O – 18%, PA-(H2O)5 – 24%,
pentanal cluster – 9%). On the contrary, Norrish type II reaction is mostly
observed in the bare pentanal (27%), compared to 10% for the bare pinonic acid.
Hydration of the cis-pinonic acid further reduces the percentage of Norrish type
II reactions. The existence of the pentanal cluster also decreases the percentage of
Norrish type II reaction (PA-H2O – 2%, PA-(H2O)5 – 3%, pentanal cluster – 1%).

In addition, for the pentanal cluster, all other reaction channels observed start
with either Norrish type I, Norrish type II or H detachment reactions, but continue
then further, yielding reactions between different pentanal molecular, so-called
cross-molecular reactions. Especially, the H detachment step is noteworthy. In the
bare pentanal molecule, this pathway was observed in only 1% of the trajecto-
ries. Here, it is involved in most of the trajectory as one of the observed steps of
cross-molecular reactions.

As an example of a cross-molecular reaction channel, Figure 1.8 shows one
trajectory involving several different reactions.

The first step promptly occurring in about 0.36 ps is the C—C𝛼 cleavage. Some
50 ps later, a favorable configuration is found to enable the H atom transfer from
the CHO group to the butyl radical, forming butane and a pentanoyl radical. A
third pentanal at about 89.4 ps loses its H atom to the formyl radical resulting in
formaldehyde and another pentanoyl radical.
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t = 0 ps t = 0.36 ps t = 50.95 ps t = 89.40 ps

C–Cα cleavage
(first step of Norrish I
reaction)

H transfer from Cα to butyl
radical, forming butane

H transfer from Cα to formyl radical,
creating formaldehyde

Figure 1.8 Pentanal cluster: Snapshots of one trajectory showing several subsequent reactions.
Reproduced from Ref. [32] with permission from the PCCP Owner Societies. (See color plate section
for the color representation of this figure.)

Dividing the total reaction channels into monomeric and cross-molecular reac-
tions, it is found that about 73% of the reaction channels involve cross-molecular
reactions, compared to only 27% of monomeric reactions. The conclusion that
follows from these numbers is that the molecular aggregate has a large effect on
the photochemistry of pentanal and that it yields a much larger number of dif-
ferent products. It is predicted that longer simulation timescales or larger clusters
will even more increase the cross-molecular reactions. Experimental evidences
provided in the same Ref. [32] support most of the predicted reaction channels.

Figure 1.9 summarizes using a histogram the timescales observed in the uni-
molecular reactions in both bare pentanal and pentanal clusters, compared with
the timescales of cross-molecular reactions in the pentanal cluster.

The unimolecular reactions observed in the bare pentanal molecule occur
almost uniformly over the whole timescale of 100 ps. In contrast, the same
unimolecular reactions in the pentanal cluster are much more pronounced in
the beginning of the simulation time window. This suggests that unimolecular
reactions can only prevail if the excited molecule is optimally oriented at the
beginning of the simulation; if it is not, cross-reactions become more probable.

The orientation of the molecules has a large effect on the reactions observed
here. Only certain orientations allow an H atom transfer to neighboring molecules.
In addition, the cross-molecular processes, especially Norrish type I reaction,
are less affected by the initial orientation of the molecules. The cross-reactions
observed in the cluster are distributed almost equally over the whole simulation
timescale.

1.4 CONCLUDING REMARKS

In this chapter, we applied classical dynamics carried out “on-the-fly” for semiem-
pirical potential energy surfaces to the study of an important family of organic
reactions. Only limited experimental data is available for the processes studied,
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Figure 1.9 Histogram of the (a) number of unimolecular processes in a bare pentanal molecule
versus time, (b) unimolecular processes of a pentanal molecule embedded in the pentanal cluster ver-
sus time, and (c) cross-reactions in the pentanal cluster versus time. Reproduced from Ref. [32] with
permission from the PCCP Owner Societies.

yet tentatively it seems that the point of agreement found strongly encourages the
approach of semiempirical molecular dynamics (SEMD) for such photochemical
reactions. The limited experimental data that is available seems to be in agree-
ment with the computational approach. The computational approach has the power
of prediction that should be tested against future experiments, and which sug-
gest surprising properties of the Norrish type processes investigated here. The fact
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that the approach enables the running of relatively long timescale trajectories and
furthermore computing many trajectories for meaningful statistics on the reac-
tion products is an essential requirement of any dynamical simulation approach.
At least for the more complex examples presented here, such as the clusters of
medium-size organic carbonyls, the SEMD simulations proposed here may be the
only realistic option at present.

The semiempirical method employed here treats the singlet and triplet potential
energy surfaces (both in the ground state and the excited state) correctly at least
at the qualitative level. This has been verified in all the systems depicted here by
comparing structures and energies with higher level quantum chemical methods.
We therefore strongly recommend the usage of the OM2 and OM2/MRCImethods
for the photochemistry of organic molecules.

We focused here on triplet-state reactions occurring after photoexcitation. We
have not treated the ISC event rigorously, and believe, subject to the evidences
provided above, that the ISC event itself is of minor interest in these systems.
However, there exist systems where the ISC itself plays an important role. Recent
advances in method developments have provided a tool for treating intersystem
crossing events. Worthwhile to mention is the work of Gonzalez (SHARC) [71]
and Thiel and coworkers [72] in treating internal conversion (IC) and ISC events
on the same footing.

Future directions using the above-described approach are envisioned: (i) appli-
cations to photochemistry in condensed phases: among the possibilities are the
simulation of reactions in solvents, reactions in solids and liquids, and aerosols;
(ii) applications to reactions of large organic carbonyls, as an extension to the
described work here; (iii) studies on different carbonyls such as ketones and car-
boxylic acids.

In summary, the above methodology proved successful in simulating the
photochemistry of carbonylic compounds. Experimental evidences and validation
using high-level ab initio methods support the results. Further applications are
anticipated.

PERSONAL NOTE (BENNY GERBER)

I first met Moshe Shapiro when we were both undergraduates at The Hebrew Uni-
versity of Jerusalem and have remained his friend ever since then. Years later, we
began to cooperate in research when we were both on the faculty of the Weizmann
Institute, early in our careers. Moshe was one of my very first collaborators, and
he greatly influenced my research and scientific outlook. We very frequently had
extensive and quite enthusiastic discussions not only on our joint research but on
a whole range of scientific issues. The discussions with Moshe were stimulating
and thought provoking. He had the gift of sharp analysis, and the perspectives of
his comments were broad. Moshe was a deep thinker of formal aspects of theory,
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such as subtle points of quantum mechanics, but also had good insights into the
chemistry of systems, which helped him provide pragmatic models. Moshe was
able to link formal theory to possible computational modeling and both of these
aspects to experiment.

My years of cooperation with Moshe at the Weizmann Institute preceded his
brilliant work on coherent control. However, the qualities that led him to his high-
light work were all there: the sharpness of his thinking, his grasp of formal theory,
and the insights into experimental implications. My choice of photochemistry as
the topic of my contribution was influenced by his long-term interest in photodis-
sociation and the fact that we had cooperated, among other topics, on photochem-
istry at surfaces.

I will clearly miss Moshe and the wonderful discussions that I liked so much.
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