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1.1 Introduction

Chemical reactions involve bond-breaking and bond-forming processes and are funda-
mental in chemistry and the life sciences in general. In many cases, mechanistic aspects
of the reactions (“which reaction partners interact at which time with each other”)
are of interest. However, many atomistic aspects in bond-breaking and bond-forming
processes remain elusive by considering experimental data alone because “the reaction”
itself is a transient process. The transition state is unstable and short-lived. Thus, the
most interesting regions along a reaction path can not be investigated experimentally in
a direct fashion. To shed light on such questions, theoretical and computational work
has become invaluable to experimental efforts in understanding particular reaction
schemes.

The computational investigation of a chemical or biological system requires models to
compute the total energy of the system under investigation. There are two fundamentally
different concepts to do that: either by solving the electronic Schrodinger equation, or
by assuming a suitably defined empirical potential energy function. The first approach
has been refined to a degree that allows one to carry out calculations with “chemical
accuracy” — that is, accuracies for relative energies within 1 kcal/mol for the chemically
bonded region and less accurately for transition state regions. Most importantly, a quan-
tum chemical calculation makes no assumption on the bonding pattern in the molecule
and is ideally suited to answer the question which atoms are bonded to one another for
a particular relative arrangement of the atoms. To obtain realistic reaction profiles it is,
however, necessary to carry out calculations at a sufficiently high level of theory, partic-
ularly in the region of the transition state. Through statistical mechanics and assuming
idealized models of molecular motion such as rigid rotor or harmonic oscillator, aver-
age internal energies, enthalpies, and by including entropic effects, also free energies
can be calculated. However, although such computations are by now standard, they can
realistically and routinely only be carried out for systems including several tens of heavy
atoms, that is, small systems in the gas phase. This is due to the N* scaling of the secular
determinants that need to be diagonalized, where N is the number of basis functions.

Alternative approaches to solving the electronic Schrodinger equation have been
developed and matured to similar degrees. London’s work on the H + H, reaction for
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which he used a 2 X 2 valence bond treatment!! is an early example for this. Further
refined and extended approaches led to the London-Eyring-Polanyi (LEP),?! and to
the London-Eyring-Polanyi-Sato (LEPS) surfaces.>* A development that continued
the efforts to use valence bond theory to describe multi-state chemical systems, is
the diatomics-in-molecules (DIM) theory.”™! Following a slightly different perspective,
Pauling profoundly influenced the theoretical description of chemical reactivity
through his work on molecular structure and the nature of the chemical bond.[®”!
Empirical relationships such as the one between bond length and bond order later
became foundations to empirical descriptions of reactivity.[*!

Excluding all electronic effects finally leads to empirical force fields. They were
developed with the emphasis on characterizing the structure and dynamics of macro-
molecules, including peptides and proteins.['°=17! Thus, their primary application area
were sampling and characterizing conformations of larger molecular structures where
reorganization of the bonds would not occur. The mathematical form

Vioond = D, Ky(r =1,)?
Vangle = Z I<9(0 - 09)2
Ve = 2. K,y(1+ cos(ng — 6)) (1.1)

of empirical force fields is thus not suitable to describe chemical reactions where chem-
ical bonds are broken and formed. Here, K are the force constants associated with the
particular type of interaction, 7, and 6, are equilibrium values, # is the periodicity of the
dihedral and § is the phase which determines the location of the maximum. The sums
are carried out over all respective terms. Nonbonded interactions include electrostatic
and van der Waals terms, which are
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where the sums run over all nonbonded atom pairs. g; and g; are the partial charges of the
atoms i and j involved and ¢ is the vacuum dielectric constant. For the van der Waals
terms, the potential energy is expressed as a Lennard-Jones potential with well depth
€;= \/;51 and range R, ; = (R ; + Riyin ;)/2 at the Lennard-Jones minimum. This
interaction captures long range dispersion (« —r~°) and exchange repulsion (x 7712)
where the power of the latter is chosen for convenience. The combination of Egs. 1.1
and 1.2 constitutes a minimal model for a force field (FF).

An important step to investigate reactions by simulation methods has been the intro-
duction of mixed quantum mechanical/classical mechanics methods (QM/MM).[18-20!
In QM/MM the total system is divided into a (small) reaction region for which the energy
is calculated quantum mechanically and a (bulk) environment which is treated with a
conventional FF. The majority of applications of QM/MM methods to date use semiem-
pirical (such as AM1, PM3,12l SCC-DFTB?*%]) or DFT methods. Typically, the QM
part contains several tens of atoms. It should also be noted that studies of reactive pro-
cesses in the condensed phase often employ energy evaluations along the pre-defined
progression coordinates,?1>¥! that is, the system is forced to move along a set of more
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or less well-suited coordinates. One of the main reasons why ab initio QM/MM calcu-
lations are not yet used routinely in fully quantitative studies is related to the fact that
the energy and force evaluations for the QM region are computationally too expensive
to allow meaningful configurational sampling which is required for reliably estimat-
ing essential quantities such as free energy changes. Alternatives to QM/MM methods
have been developed whereby empirical force fields are used to investigate chemical
reactions by combining them in suitable ways. They include RMD (Reactive Molecular
Dynamics),?>~2”1 EVB (Empirical Valence Bond)!?!! and its variants AVB (Approximate
Valence Bond),/?! and MCMM (Multiconfiguration Molecular Mechanics).!*!

Force field-based treatments of chemical reactivity start from conventional FFs and
employ the diabatic picture of electronic states to define reactant and product states.3!!
From a FF perspective, in a diabatic state the connectivity of the atoms does not change.
Low-amplitude vibrations and conformational motion in these states can be efficiently
described by conventional FFs. However, they yield very high potential energies, far
from their equilibrium geometry, due to their functional form and parametrization. For
example, force field evaluation of a chemical bond at its equilibrium geometry for the
unbound state, in which the bonded term is replaced by electrostatic and van der Waals
interactions, yields a very high energy for the unbound state due to van der Waals repul-
sion. This large energy difference can be exploited to define a dominant force field which
is that with the lowest energy for almost all accessible configurations and makes the
energy difference a useful coordinate. Other methods use geometric formulas to switch
on and off interactions individually (e.g., ReaxFF). The various methods differ mainly in
the choice of switching method and parameters.

The present chapter describes adiabatic reactive molecular dynamics (ARMD),
its multi-surface variant (MS-ARMD)!33-3 and molecular mechanics with proton
transfer (MMPT).[2! All three methods have been developed with the aim to combine
the accuracy of quantum methods and the speed of FF simulations such that the
processes of interest can be sampled in a statistically meaningful manner. This allows
one to determine suitable averages, which can be then compared with experimental
data. The chapter first discusses the three methods and briefly highlights similarities
and differences to other methods, which are separately discussed in the present volume.
Then, topical applications are presented and an outlook lain out future avenues.

[27,32]

1.2 Computational Approaches

In the following chapter the techniques to investigate the energetics and dynamics of
chemical reactions based on empirical force fields are discussed. Particular emphasis is
put on the methods that allow to follow the rearrangements of atoms along the progres-
sion coordinate of a chemical reaction. Excluded from this discussion are nonadiabatic
effects and quantum dynamics.

1.3 Molecular Mechanics with Proton Transfer

Molecular Mechanics with Proton Transfer (MMPT) is a parametrized method to fol-
low bond breaking and bond formation between a hydrogen atom (or a proton) and
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its donor and acceptor, respectively.3®! The total interaction energy for the system with
coordinates Q is

V(Q) = Vim(@ + Vpr(R, 7, 0), (1.3)

where the proton transfer motif D-H— A with donor (D) and acceptor (A) is described
by Vpr. This contribution is determined from quantum chemical calculations along R
(the distance between donor and acceptor atoms), 7 (the distance between donor and H
atom), and 6 (the angle between the unit vectors along R and r). The dependence of the
total potential energy on the remaining degrees of freedom of the system (q) is given by
a conventional force field V. The resulting potential is called Molecular Mechanics
with Proton Transfer (MMPT).2¢! In MD simulations with MMPT, the bonding pattern
changes upon proton transfer. The algorithm is designed to add, modify, and remove
force-field terms, that include bonded and non-bonded interactions, in a smooth and
energy conserving fashion by using appropriate switching functions, such asf, (R, r) =
0.5(tanh(2R(r — R/2)) + 1), whenever the migrating H attempts to transfer from donor
to acceptor.3¢!

MMPT treats the proton transfer process with its full dimensionality while addressing
three important aspects of the problem: speed, accuracy, and versatility. While speed
and accuracy are rooted in the QM/MM formulation, the versatility of the approach is
exploited by using the morphing potential method.®”! To this end, it is important to
realize that without loss of generality, a wide range of proton transfer processes can
be described by three prototype model systems: (a) symmetric single minimum (SSM,
optimized structure of the system has equal sharing of the proton), (b) symmetric
double-minimum (SDM, optimized structure of the system has unequal sharing of the
proton but is symmetric with respect to the transition state), and (c) asymmetric double
minimum (ADM, optimized structure of the system has unequal sharing of the proton
and is asymmetric with respect to the transition state).l*® The potential energy surface
(PES) of these three model systems, fitted to suitable zeroth order potential energy
surfaces (SSM, SDM, or ADM), are morphed into a suitable PES to approximately
reproduce important topological features of the target PES by a transformation of
the type

Vinorph(R's7',0") = AR, 7, )V, 1, (R, 7,0), (1.4)

rig
where 4 can either be a constant or a more complicated function of one or more coor-
dinates. The morphing approach not only avoids recomputing a full PES for the pro-
ton transfer motif but also reduces the rather laborious task of fitting an entirely new
parametrized PES.

1.4 Adiabatic Reactive Molecular Dynamics

In the ARMD?”:38] simulation method, which is implemented in CHARMM?! (since
v35b2), atleast two parametrized PESs, V; for the reactant and V,, for the product states,
are considered. The adiabatic dynamics of the nuclei takes place on the lowest PES while
the energy of the higher states is also determined. Whenever the energy of the current
state equals that of a higher state, the simulation is restarted from a few fs (¢,/2) prior
to the detected crossing and during time interval £, (twice as long), called switching



1 Modelling Chemical Reactions Using Empirical Force Fields |5

AB +C * [A--B..-C]-» A+ BC
4. propagate on

. Vo fOr t, m v, =v(0)
3.wind back A2 *

B time with <€ e Y R
t/2 A{\\ .
B ’ L 6 -
11:> i 6,\0” > Ekm.O
5 , £ >
= S 2. crossing ?f% 2
B detected ® o
g %,
o V. surface V saup Surface B
1 V, surface ——
AB Morse  (1-f(t))-V, +f(1).V, BC Morse phase Il:
J A-CvdW  smooth connection A-BvdW V,(x) = ax |start of Vy(x) =P x
B-CvdW  in TIME Ao Cvdw ARMD
switching
T T T T T
%o 0=x(t/2)

Coordinate of atom B
Coordinate x

(b)

(a)

Figure 1.1 (a) The ARMD Method: Schematic Figure of the ARMD Simulation Method For a Collinear
Reaction, Where Atom B is Transferred From Donor Atom A to Acceptor Atom C. During crossing the
surfaces are switched in time and the Morse bond is replaced by van der Waals (vdW) interactions and
vice versa. (b) Simple model for estimating energy violation in ARMD simulations. The system with
mass m is approaching from the left on PES V; (x) (phase I). At t = 0 time it is at x, with velocity v, and
kinetic energy £ . After crossing is detected at x = 0 the time is rewound by t, /2 and the dynamics is
re-simulated while V, (x) is being switched to V,(x) in t, (phase Il). (See color plate section for the color
representation of this figure.)

time, the PESs are mixed in different proportions by multiplying them with a suitable
time-dependent smooth switching function f(¢) (e.g., a tanh function).[2”:38!

Vo (xt) =1 =fE)V,x) +f(t) Vo). (1.5)

ARMD
At the beginning of the mixing the system is fully in state 1 (f(0) = 0), while at the end
it is fully in state 2 (f(z,) = 1). The algorithm of ARMD is schematically shown for a
collinear atom transfer reaction in Figure 1.1a.

As during surface crossing the ARMD potential energy is explicitly time-dependent,
the total energy of the system can not be conserved in a strict sense. For large sys-
tems (e.g., proteins in solution) the total energy was found to be conserved to within
~ 1 kcal/mol which is sufficient for most applications. This allowed successful appli-
cation of ARMD simulation method to the investigation of rebinding dynamics of NO
molecule in myoglobin!?”-3! the dioxygenation of NO into NOj; by oxygen-bound trun-
cated hemoglobin.[*"!

However, for highly energetic reactions of small molecules in the gas phase this is
not necessarily true. This was the case for vibrationally induced photodissociation of
H,S0,.»>#1 If, however, several crossings between the states involved can take place
or the course of the dynamics after the reaction is of interest — for example, for a final
state analysis — energy conservation becomes crucial. The magnitude of energy violation
AE for a simple 1D system (see Figure 1.1b) with effective mass m crossing between
two linear potentials V;(x) = ax and V,(x) = fx using a linear switching function f(¢) =
t/t, is:34
_ pla—pe2
- 24m
Hence, exact or nearly exact energy conservation, AE = 0, can be achieved with ARMD
(a) if the steepness of the two PESs along the trajectory during crossing are the same

AE (1.6)
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(a = p), (b) if the second surface has a small slope (f = 0) in the crossing region thus
accidental cancellation of violations can occur, (c) if the system has a large effective
mass, which is often true for biomolecular systems, where both partners are heavy or the
reaction is accompanied by the rearrangement of solvation shell involving many solvent
molecules, (d) if the switching time is short, however, for ¢, — 0 the connection between
the PESs will be unphysically sharp and thus fixed-stepsize integrators fail to conserve
energy.

ARMD involves two or multiple PESs defined by individual sets of force-field parame-
ters. For macromolecular systems, the number of energy terms by which the PESs differ
is much smaller compared to the total number of energy terms. Thus, by providing only
a smaller number of additional parameters compared to a standard MD simulation, it is
possible to describe the difference between the states of interest with limited computa-
tional overhead.”®® Because the FFs for the individual states are separately parametrized,
they need to be related to each other by an offset A which puts the asymptotic energy
differences between the states in the correct order.*®!

1.5 The Multi-Surface ARMD Method

In the multi-surface (MS) variant of ARMD, the effective potential energy is also a linear
combination of # PESs, however with coordinate-dependent weights w,(x), thereby the
total energy is conserved during crossing.

Vs armp(X) = Z w(x)V,(x) (1.7)
i=1
The w;(x) are obtained by renormalizing the raw weights w; ,(x), which were calculated
by using a simple exponential decay function of the energy difference between surface i
and the minimum energy surface with over a characteristic energy scale AV (switching
parameter).

w(x) = M where w, ((x) = exp (— Vi(X)> (1.8)

2 W;o(X) Y
i=1

Only those surfaces will have significant weights, whose energy is within a few times of
AV from the lowest energy surface. The performance of MS-ARMD is demonstrated
for crossings of 1D and 2D surfaces in Figure 1.2. A smooth global surface is obtained
everywhere, even in regions where more than two surfaces get close in energy.

The CHARMM® implementation (available from v39a2) of MS-ARMD allows
adding/removal and reparametrization of terms in any conventional force field, thus
it can define new states and can join them into a reactive surface. Morse potentials
and generalized Lennard-Jones potential (MIE potential>%) are also available in
the implementation in order to improve the simultaneous description of PES regions
close to the equilibrium and the crossing zone. Furthermore, as the energy of each
force field is measured from its own global minimum, an additive constant has to be
defined for bringing each force field to a common energy scale to reproduce reaction
energies.
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Figure 1.2 MS-ARMD Switching: The MS-ARMD Switching Method Applied in One and Two
Dimensions to 3 and 2 Surfaces (V, , ;). The effective surface is (Vy;s xqup) always close to the
lowest-energy surface (V,,), except for regions where other surfaces are within a few times AV

(here = 0.5) in energy. Here, the algorithm switches smoothly among them by varying their weights
(w, ,5; lower left panel of the top figure). (See color plate section for the color representation of this figure.)

Force fields separately optimized for reactant and product states sometimes predict
an unrealistic, high-energy crossing point. According to MS-ARMD the transition point
between two PESs has a weight of 0.5 from both contributing states. In order to adjust
and reshape the barrier region to match energies obtained from electronic structure
calculations, products of Gaussian and polynomial functions (GAPOs) (k =1, ... N
of the energy difference AVy(x) = Vi(x) — Vj(x) can be applied acting between any two
surfaces (i and j).

, (AVj(x) - V; D2\ o
AViapo X)) =exp| — 202 Z a; u(AV;00 = Vi ) (1.9)
i,k i=0
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Here, V; . and o, denote the center and the standard deviation of the Gaussian func-
tion, respectively. Whenever the energy difference between the two PESs deviates from
V° more than a few times of o;; , the corresponding GAPO functions will be negligible
prov1ded that V;’ and o;; ; are small. The global MS-ARMD PES with this extension is
a weighted sum of PESs and GAPO functions scaled with the sum of the weights of the
two corresponding surfaces:

n-1 n
Vs armp (X) = Z W@V + Y Y w(x) +w, (x)]Z AV o 0 (110)
i=1 j=i+1
The CHARMM implementation!®! of MS-ARMD is a general tool for constructing
global potential energy surfaces from empirical force fields for modelling chemical reac-
tions in gas, surface and condensed phases, relevant to homogeneous, heterogeneous
and enzymatic catalysis.

1.6 Empirical Valence Bond

One of the established methods to investigate chemical reactions based on empirical
force fields is the empirical valence bond (EVB) method.?#4! EVB starts from the fact
that valence bond states are suitable to distinguish between ionic and covalent resonance
forms of a chemical bond which reflects chemical intuition. Since the environment of
a chemical reaction primarily interacts through electrostatics with the reactive species,
empirical force fields can be used to describe the resonant forms of the reactant and
product states. For a bond-breaking reaction AB — A + B, three resonance forms are
introduced: y; = AB, w, = A™B*, and y; = A*B~. If A is more electronegative than
B, resonance structure y; is largely irrelevant and the process can be described by v,
and y,.

For a collection of covalent and ionic states, matrix elements for the EVB Hamiltonian
have to be determined. They include diagonal elements for the covalent and ionic states,
and off-diagonal elements that couple configurations (bonding patterns) that differ by
the location of an electron pair. All other off-diagonal matrix elements H;; = 0. The jus-
tification for this is that such matrix elements are proportional to the square or higher
powers of the overlap between atomic orbitals, but they may also be retained.!?34% The
covalent diagonal matrix elements H;; correspond essentially to an empirical force field,
whereas for the ionic diagonal matrix elements the bonded terms are replaced by elec-
trostatic interactions between the charged fragments and the formation energy of A~B*
from AB has also to be added. For the two-fragment system AB the matrix elements are
H,, =D,(1 —exp[-B(r —r,))*and H,, = A — % + V,;, where A is the gas-phase forma-
tion energy of A~B* from AB at infinite separation, and V,,, is the nonbonded interac-
tion potential such that the minimum of (-Tez + an> is given by the sums of the ionic

radii of A* and B~. In the original version of EVB the off-diagonal element H;, = H,,
is determined through the requirement that the eigenvalues of the Hamiltonian E sat-
isfy the relation H,, = \/(H,; — E)(H,, — E) and E is the experimentally determined
ground-state bond energy. In a later and slightly more general approach, the oft-diagonal
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elements are parametrized functions depending on a pre-defined reaction coordinate of
the form H;; = A exp(—u(r — 7)) 144

The definition of the off-diagonal terms has been a source of considerable discus-
sion in the field, in particular the assumption that upon transfer of the reaction from
the gas phase to the solution phase these elements do not change significantly. This
assumption has been recently tested.[**! Alternative forms which also capture the shape
and energetics of the potential energy surface around the transition state use general-
ized Gaussians.[*! A comparison of different diabatic models has been recently given
and provides a notion of the common features and the differences between various
approaches.[*’ %! A useful comparison of the similarities and differences between the
various methods can be found in the references.®® Applications of EVB include enzy-
matic reactions (for which it was originally developed'®!), proton transfer processes, and
the autodissociation of water.[>?! Furthermore, several extensions have been suggested
to the original EVB method allowing its application to a wider class of problems.[6-53:54]

1.7 ReaxFF

Starting from Pauling’s realization that bond order and bond length are related,’®® a
bond energy bond order (BEBO) potential was developed by Johnston and Parr.®! It was
found that, in addition to the nearly linear relationship between bond order and bond
length,®®! a log-log plot of dissociation energies against bond order is also almost linear.
This approach yielded activation energies within ~ 2 kcal/mol and chemical rates within
an order of magnitude for reactants of well-known bond energies. One of the essential
assumptions underlying this approach is that — atleast for hydrogen-atom transfer reac-
tions — the sum of the bond orders #, of the breaking and the newly formed bond #, is
unity, thatis, #; 4+ n, = 1. Or in the words of the authors, that "At all stages of the reaction
the formation of the second bond must be 'paying for’ the breaking of the first bond.”!®!

A more general method that is based on the concept of bond order and its relation-
ship to bond length and bond energy is ReaxFE!! In this force field, van der Waals
and Coulomb terms are included from the beginning and the dissociation and reac-
tion curves are derived from electronic structure calculations. Central to ReaxFF is that
the bond order can be calculated from the distance between two atoms. For a CC-bond
this expresses the fact that two carbon atoms can be found to form anything in between
“no bond” (bond order = 0) to triple bond. From the bond order the bonded energy
term E, 4 is calculated. To correct for over-coordination, a penalty term E_,, is added
to ReaxFF and for under-coordinated atoms additional favorable energy terms E 4.,
reflecting resonance energies between w—electrons are introduced. A last, non-standard

term usually not present in conventional force fields is the conjugation energy E ... With
these terms, the total potential energy in ReaxFF can be written as
E= Ebond + Eover + Eunder + Econj + Eval + Epen + Edihe + EVd\X/ + Ecoul (111)

Here, E, |, Egipes Evaw and E,,; are the well-known valence-angle, dihedral, Van der
Waals, and electrostatic terms, whereas E,,, reproduces the stability of systems with
two double bonds sharing an atom in a valence angle. All energy terms and their

parametrizations are explained in detail in the references.”
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Illustrative applications of ReaxFF range from the study of shock-induced chemistry
in high energy materials!®® to activation and dissociation of H, on platinum surfaces!®”!
and the oxidation of nanoparticles on aluminum surface.® Using ReaxFF and
nonequilibrium MD simulations it was found that depending on the impact velocities
cyclic-[CH,N(NO,)]; decomposes into a variety of small molecules on the picosecond
time scale or only into NO,, both of which are consistent with experiments./*®! Such
simulations provide considerable insight into the time dependence of concentration
changes of particular species.

1.8 Other Approaches

Multiconfiguration Molecular Mechanics (MCMM): More recently, a procedure that is
parametrized entirely with respect to information from ab initio calculations has been
put forward. It was termed multiconfiguration molecular mechanics (MCMM). In the
light of other existing algorithms MCMM is probably best viewed as a particular variant
of EVB.*7-5%1 One of the particular features of MCMM is that it uses Shepard interpo-
lation to represent the off-diagonal matrix element H;, (see also section on EVB).

Quenching dynamics: Instead of explicitly breaking and forming chemical bonds the
possibility has been explored to approximately locate the transition state between the
reactant and the product states of a system and subsequently use quenching (down-
hill) dynamics to relax the system. Such an approach was employed to investigate the
rebinding of CO in myoglobin.>! More generally, the approach is reminiscent of using
an interpolating Hamiltonian as in the theory of electron transfer.!®”!

1.9 Applications

1.9.1 Protonated Water and Ammonia Dimer

Protonated water dimer has received substantial attention from both experiment®!~64
and theory.[>=%°1 The MMPT potential has been used to investigate the proton transfer
dynamics and infrared spectroscopy of protonated water dimer.[””! The MMPT potential
allows to investigate the long-time (several 100 ps) bond-breaking and bond-formation
dynamics and how this impacts the vibrational spectroscopy.l’”! MD simulations pro-
vide time series of coordinates and dipole moments which are then used to obtain vibra-
tional spectra by Fourier transforming the dipole-dipole autocorrelation functions. For
calculating the spectra, the 15 dimensional dipole moment surface of Huang et al.[’!!
was used. Most experimental line positions, for example the absorptions at 750, 900,
1330, and 1770 cm™}, correspond to features in the calculated infrared spectra. Analyz-
ing power spectra associated with different degrees of freedom, it was established that
motion along the O-H* coordinate involved in the O-H*-O asymmetric stretch is cou-
pled to the O-O stretching and the O-H*O and HOH* bending coordinates.”"! Here,
H* is the transferring hydrogen atom. Vibrational excitations estimated from other cal-
culations are well reproduced by the MD simulations with MMPT PES thus validating
the approach.”! In particular, the MD simulations by Bowman and co-worker!”!! on a
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Figure 1.3 Proton Transfer Rates:Rates For Proton Transfer as a Function of T For NHj{-NH3 Together
with Error Bars. Rates are given for different energy scaling factors AE (proton-transfer barrier heights):
AE = 2.0 (black), 1.0 (blue), 0.75 (red), and 0.5 (green). For high temperatures the energy scaling has a
smaller effect on the barrier than for low temperatures. This also explains why the rates agree within
statistical fluctuations for T ~ 300 K. The figure is taken from the reference [36]. (See color plate section
for the color representation of this figure.)

high-quality 15-dimensional surface find the O-H*-O stretching vibration at 860 cm™

which agrees well with 830 cm™!, calculated with an MMPT potential.

Unlike protonated water dimer, the protonated ammonia dimer represents a sym-
metric double minima (SDM) potential. Earlier computational studies on protonated
ammonia dimer include semiempirical calculations, EVB methods as well as approxi-
mate DFT (SCC-DFTB) simulations.l”2~7>! Using a SDM potential for the MMPT part
and standard force field parameters for the remaining degrees of freedom, MD simu-
lations were carried out at various temperatures between 30 and 300 K. For the SDM
potential, no proton transfer was seen below 40 K whereas between 40 K and 150 K
a nearly linear increase in the rate is found, beyond which the rate remains constant,
see Figure 1.3. To further characterize the rate dependence on the barrier separating
the reactant and product, simulations were carried out on morphed PESs where the
coordinate-independent morphing parameter 4 in Eq. 1.4 was 4 = 0.5, 0.75, and 2.0,
respectively. The onset of proton transfer is seen at lower temperatures for potentials
with lower barrier, while the high-temperature limit of the proton transfer rate remains
unchanged, suggesting that a property common to all surfaces controls the maximum
possible rate. Proton transfer probabilities of 8.8 to 10 transfers/ps are found for all bar-
riers investigated. This corresponds to a frequency range associated with the symmetric
stretch vibration of the donor and acceptor atoms, which acts as a gating mode.3®!
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1.9.2 Charge Transferin N, — N}

In a recent study, the charge-transfer (CT) reaction N + N, — N, + N, between
Coulomb-crystallized N ions at mK temperatures and N, molecules from an 8 K
beam was investigated by monitoring the change in spinrotational-state population of
N7 ions.?3 The collision of the two interacting partners results in the electronically
adiabatic formation of a vibrationally highly-excited [N-N---N-NJ* complex (the
well depth is about 29 kcal/mol). After its decay the neutral N, leaves the ion trap,
whereas the N ions remain trapped and were found in rotationally excited states in
the experiments.

Interpretation of the experimental findings required computational modelling of the
collision process using “quasiclassical trajectory calculations” on an MS-ARMD PES.
The PES was fitted accurately (RMSD = 1.4 kcal/mol) to 5565 of UCCSD/cc-pVTZ
energies obtained from a global 6D scan. To achieve this accuracy, 24 force fields were
needed for describing the three states (bound or complex, 2 unbound: charge-preserving
and charge-transferring), which were obtained as follows. Within the complex, 4 con-
nectivities (N'N2-N3N*, N'N2-N*N?, N2N'-N3N*, N2N'-N*N?) can be distinguished.
However, at large deformations the complex becomes highly polarized (i.e., either
[NIN2](6F) - - - [N3N*](67F) or [NIN2](61F) - - - [N3N*](67)). Therefore, instead of using
a single FF with a symmetric point-charge distribution for a given connectivity, two
FFs with opposite polarization are required. Hence, altogether 8 FFs were needed for
the 4 complex connectivities and 2 FFs correlating with them were necessary for each
unbound state. For the parametrization of individual FFs, Coulomb interaction based on
point charges (1-4 interaction in the bound state), Morse and Lennard-Jones potentials
were used and within each of the three states, the FFs were related through permutation
of the atom indices. The force fields were joined with the MS-ARMD method within
the complex (8 FFs), the charge-preserving (2 FFs) and charge-transferring states (2
FFs). During complex formation, the active unbound state was smoothly connected to
the bound state with a center of mass (N -N,) distance-dependent switching function
in the range of 7.09 — 7.56 a,. During dissociation, upon reaching separation 7.09 a,,
the dissociated state with lower potential energy was determined and the bound state
was connected to that in the same manner. For an accurate fit of reference energies the
flexibility of the global surface was increased by doubling the number of states (and
adjustable parameters) to 24.

MS-ARMD simulations showed that the complex is formed up-to large impact
parameters of 134, corresponding to large angular momentum. Upon complex forma-
tion (N) the system accelerates towards the energetically favoured linear arrangement
which immediately induces vivid bending vibrations with magnitudes that depend on
the impact parameter and the relative orientation of the diatomics. Usually, several
rearrangements of the diatomics take place before its decay within 1 — 100 ps. The long
average lifetime (10 ps) of the complex provides sufficient time for energy transfer from
its overall rotation into bending and torsional vibrational modes, which eventually
evolve into enhanced product state rotations after breaking of the central bond.

1.9.3 Vibrationally Induced Photodissociation of Sulfuric Acid

The MS-ARMD method was also applied to the vibrationally induced photodissociation
of sulfuric acid (H,SO,),?>*!! which can explain the anomalous enhancement of the
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Figure 1.4 Reference MP2 Ab Initio and MS-ARMD Force Field Energies For States H,SO, and
H,0 + SO, and Along the Minimum Energy Paths For Water Elimination and For Intramolecular
H-Transfer. (See color plate section for the color representation of this figure.)

polar stratospheric sulfate aerosol layer in springtime.[’®=7°! Previous dynamical studies
have shown that after significant vibrational excitation of the O-H stretching mode
(v, =4,5,6 < 0 corresponding to 38.6, 47.2 and 55.3 kcal/mol), H,SO, can undergo
intramolecular H-transfer (V,,, = 32.2 kcal/mol) and H,SO, - H,O + SO, water
elimination (V,,,, = 36.6 kcal/mol).[41-8%

To explore the ground-state potential energy surface of the system, calculations at
MP2 / 6-311G++ (2d,2p) level were carried out for thousands of geometries taken from
a 2D rigid dihedral scan of H,SO, and from MD simulations at 300 K using previously
developed FFs!*! for H,O, SO;, H,SO,, and the H,O ... SO, vdW complex. New force
fields were constructed using conventional FF terms, Morse and MIE potentials, and
were fitted accurately (with RMSDs 0.02, 0.47, 1.23 and 0.55 kcal/mol) to MP2 energies,
as shown in Figure 1.4.

Similarly, the minimum energy paths (MEPs) were determined and parameter AV
and GAPO functions of the global MS-ARMD PES were optimized. Using 3 GAPOs
with first-order polynomials for the H,O elimination, and 2 GAPOs with second-order
polynomials for the H-transfer reactions an accurate fit (RMSD = 0.55 kcal/mol) could
be achieved, which is also shown in Figure 1.4.

After intramolecular H-transfer a sulfuric acid with different connectivity is obtained.
Similarly, altogether, 8 H,SO, and 4 H,O + SO, states can be derived as both H atoms
can be transferred and water elimination can involve any of the O atoms. Both sets
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Figure 1.5 Reaction Network For H,5SO,: The Network of States (Circles) and Possible Reactions
Between Them (Edges) For H,SO, Represented as a Symmetric Graph. States labelled by two-digit
numbers denoting the O indices of atoms to which atoms H1 and H2 bind. The four thick-line circles
with identical digits indicates H,0 + SO, states, whereas the remaining 8 are H,SO, states. Four states
highlighted in green and given as a ball-and-stick representation were observed in a typical trajectory
(12 - 32 - 12 - 42 — 22) showing three subsequent intramolecular H-transfers and water
elimination at the end. (See color plate section for the color representation of this figure.)

of states are chemically equivalent to one another, therefore their FF and GAPO
parametrizations need to be the same, but with permuted indices. The network of 16
states and possible 24-24 H-transfer and H,O -elimination reactions between them can
be represented as a graph (Figure 1.5).

Vibrational excitation by 4-6 quanta of thermalized (300 K) H,SO, molecules was
invoked by scaling the velocities along the OH-local mode.[*!#! Then free dynamics
was followed for several thousand trajectories until water elimination took place or at
most for 1 ns. While several H-transfers and the final dissociation occurred, the total
energy was conserved, which served as the validation of the MS-ARMD implementation
in CHARMM.

Compared to previous studies,*1#1] the MS-ARMD simulations were based on a more
accurate PES which also enabled the competing intramolecular H-transfer process!>!
and thus lead to quite different lifetime distributions. The MS-ARMD description also
allowed the analysis of products states, which showed distinct excitations that can help
experimentalists to establish the vibrationally induced decay mechanism proposed by
Vaida et al.l”! Furthermore, kinetic analysis of the lifetime distributions lead to the con-
clusion that vibrationally induced photolysis rate drops significantly with decreasing
altitude in the stratosphere due to the competing quenching process.
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1.9.4 Proton Transfer in Malonaldehyde and Acetyl-Acetone

Proton Transfer in Malonaldehyde: Malonaldehyde (MA) has long served as a typical
hydrogen transfer system to test and validate various computational approaches. Exper-
imentally, the ground state tunneling splitting was determined to be 21.58314 cm™! by
different experiments with very high accuracy.®>%! Infrared spectra of MA have also
been recorded at high resolution./34~87]

MMPT simulations with a generalization of the method to nonlinear H-bonds were
carried out in order to determine the tunneling splittings for H- and D-transfer and to
locate the position of the proton-transfer band in the infrared.®®! Building on a har-
monic bath averaged Hamiltonian (HBA) the effective reduced mass was chosen such
as to reproduce the tunneling splitting for H-transfer. The effective reduced mass dif-
fers from the mass of the transferring hydrogen atom due to kinetic coupling in the
system.[38 However, the effective mass of the deuterated species is then determined by
usual isotopic mass ratios which allows to validate the model because no new param-
eters are required. The computed tunneling splittings of 22.0 cm™! and 2.9 cm™! com-
pare favourably with the experimentally determined ones which are 21.583 cm™! and
2.915 cm™!, respectively.[828381 The proton transfer mode exhibits a large red shifts rel-
ative to usual OH-stretching vibrations and is found at 1543 cm™!.

Building on this MMPT potential a quantum mechanical treatment of the kinetic
isotope effect (KIE) in MA was attempted. The KIE relates the rate constants for hydro-
gen and deuterium transfer via KIE = k;; /kp. The KIE for the intramolecular hydrogen
transfer in MA has not been determined experimentally. Combining a fully dimensional
and validated PES!®® based on molecular mechanics with proton transfer (MMPT)!3¢!
with quantum instanton (QI) path integral Monte Carlo (PIMC) simulation the primary
H/D KIE on the intramolecular proton transfer in MA was found to be 5.2 + 0.4 at
room temperature.®” For higher temperatures, the KIE tends to 1, as required. Periodic
orbit theory-based tunneling rate estimates and detailed comparisons with conventional
transition state theory (CTST) at various levels suggest that the KIE in MA is largely
determined by zero-point energy effects and that tunneling plays a minor role.

Proton Transfer in Acetyl-Acetone: Related to MA is acetyl-acetone (AcAc) but
the proton transfer dynamics is far less well characterized. Although infrared and
microwave spectra have been recorded, the symmetry of the ground state structure is
still debated.”!~% Recent infrared experiments combined with atomistic simulations
using an MMPT force field and quantum chemical calculations have considered the
dynamics of the hydrogen transfer motion in AcAc.””! The morphed potential exhibits
a barrier of 2.35kcal/mol and was used in finite-temperature MD simulations from
which the IR spectra was determined.

Experimentally, the fundamental OH-stretching band is observed as a broad band red-
shifted relative to usual OH-stretching transitions by several hundred wavenumbers.*”!
The IR and power spectra from the MMPT simulations reproduce most experimen-
tally recorded features and clearly assign the vy proton transfer (PT) mode to the
band experimentally observed in the 2000 — 3300 cm™! region. The location of this band
was found to sensitively depend on the barrier for PT. Simulations with varying barrier
heights and comparison of the power spectra with the experimental IR spectrum yield
a barrier of 2.5 kcal/mol. This compares with a value of 3.2 kcal/mol from CCSD(T)



16

Theory and Applications of the Empirical Valence Bond Approach

calculations and suggests that such an approach is meaningful to determine approxi-
mate barrier heights for proton transfer reactions which is difficult if not impossible
from experiment alone.

1.9.5 Rebinding Dynamics in MbNO

Myoglobin, besides being an important model system for understanding the relation
between structure and function of proteins, has also been of interest due to its ligand
binding properties. In particular, the migration pathways and rebinding dynamics of
diatomic ligands such as O,, NO, and CO inside the protein matrix have been studied
by both experimental and computational methods. While rebinding of CO is nonexpo-
nential at low temperature, it becomes exponential at high temperature with a time scale
of 100 ns, rebinding of NO is nonexponential at all temperature, with time constants of
the order of tens of picoseconds.[*%°]

The rebinding dynamics of MbNO was studied employing the ARMD method. To this
end, two force fields were prepared corresponding to the bound and dissociated states,
differing in a number of energy terms. The dissociating Fe-N bond was described by
a Morse potential to describe the anharmonic nature of the bond. Multiple trajectory
simulations were carried out for A = 60, 65, and 70 kcal/mol.138!

To visualize the crossing seam all observed crossing geometries are projected onto a
plane containing the Fe-N distance and the angle formed by Fe and the ligand NO. The
most probable iron-ligand distance lies around 3 A.*¥ The distribution is rather wide
along the bond angle coordinate and the crossing seam is found to be rather insensitive
towards the value of A, see Figure 1.6.

The time series of fraction of trajectories without showing crossing provides informa-
tion about the kinetics of rebinding. The choice of A is found to have a substantial effect
on the time constant associated with the rebinding reaction, although for all values of
A the rebinding remains nonexponential. For A = 65 kcal/mol, the time constants are
found to be 3.6 and 373 ps!®¥! compared to the experimental (from ultrafast IR spec-
troscopy) value of 5.3 and 133 ps.[*>1%1 While the fast rebinding component is well
reproduced by ARMD, the agreement for the slower component is poor which arises
due to an insufficient sampling of the slow time scale by ARMD.

1.9.6 NO Detoxification Reaction in Truncated Hemoglobin (trHbN)

Truncated hemoglobin is a recently discovered heme protein found in plants, bacteria,
and lower eukaryots. The trHbN of Mycobacterium tuberculosis has been proposed to
play an important role in the survival of the bacteria causing tuberculosis in host cells
by converting toxic NO to harmless NOj3 . The large second-order rate constant of 7.5 X
108 M~!s~! has been attributed to the existence of a continuous tunnel inside the protein
which assists ligand migration.[1°:192 However, an atomistic understanding about the
mechanism of the detoxification reaction had remained illusive.

ARMD was used to shed light on the reaction by dividing the overall reaction into
following four steps:!1%3!

Fe(II) — O, + NO — Fe(III)[-OONO] 02 — N distance, I
Fe(III) [-OONO] — Fe(IV) = O + NO, 01 — O2 distance, (I1)
Fe(IV) = O + NO, — Fe(Il)[~ONO, ] O1-N, (111)

Fe(II)[-ONO,] — Fe*(III) + [NO;]~ Fe — O1 distance. (Iv)
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Figure 1.6 Crossing Seam For NO-Rebinding: The Crossing Geometries of NO Rebinding to Mb For
Three Different Values of A (Red Squares A = 60, Black Circles A = 65, and Green Diamonds

A =70 kcal/mol) Projected Onto the Distance Between Iron and the Nitrogen of the Ligand R, and
the Angle Between Iron and the NO Ligand 6, The insets show the distributions of crossing points
along the R, (upper) and 6, (lower) coordinates. For the insets, broken, solid, and dash-dotted
lines denote A = 60, 65, and 70 kcal/ mol, respectively. The figure is taken from Reference [38]. (See
color plate section for the color representation of this figure.)

The right-hand side column of the above reaction steps indicates the bond bro-
ken/formed bond in the reaction step. First, oxy-trHbN reacts with free NO and forms
a peroxynitrite intermediate, which then undergoes homolytic fission. This is followed
by the rebinding of free NO, to the oxo-ferryl species to form the heme-bound nitrato
complex, which then undergoes heme-ligand dissociation, resulting in free NO3 and
penta-coordinated heme.

The force field parameters associated with the reactants and products of each of
the reaction steps are obtained from ab initio calculations. Each of the reaction steps
was then studied by running multiple ARMD trajectories with a range of A values.[*"!
For reaction steps I, III, and IV, the ARMD simulations yielded rate constants on the
picosecond time scale. The choice of the free parameter A had only limited effects on
the reaction rate.

For step II, however, no reactive events even on the nanosecond time scale were
found.®! From DFT calculations it is known that this step involves a barrier of
6.7 kcal/mol.l"% Umbrella sampling simulations with ARMD vyielded a barrier of
12-15 kcal/mol which corresponds to timescales on the order of micro- to milliseconds.
Since experimentally, the overall reaction is on the picosecond time scale, it is unlikely
that the reaction occurs via step II. This proposition is in line with the lack of exper-
imental detection of free NO, radical in several studies which propose an alternative
mechanism where peroxynitrite intermediate rearranges to nitrato complex.[10%100]
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To further corroborate this, ARMD simulations for the rearrangement reaction were
carried out and found this process to occur within picoseconds, explaining the fast
overall detoxification reaction.!"!

1.9.7 Outlook

This outlook summarizes the methods presented in this chapter and describes potential
improvements in investigating reactions using force fields.

The common feature of the EVB, ARMD and MS-ARMD methods is that they
combining force fields by giving preference to the lowest energy surface, thus inherently
the energy difference between the surfaces serves as a reaction coordinate. In EVB,
the smooth switching is carried out by formally carrying out an adiabatization of
diabatic PESs, which is controlled by couplings between the states. These coupling
terms have to decay when moving away from the dividing surface, which is assumed to
depend on a predefined geometric reaction coordinate, whose determination, however,
in complex reactions is not straightforward. Contrary to that, smooth switching in
ARMD and MS-ARMD is carried out by time- and energy-dependent switching
functions controlled by the switching time ¢, or a switching parameter AV, respectively.
These latter switching variables are one dimensional thus naturally serve as a reaction
coordinate, whereas in the case of geometrical switching variables the determination
of reaction coordinate is neither straightforward nor unambiguous. Furthermore, the
potential energy and its gradient are analytic functions of the individual force field
energies, whereas in EVB the matrix diagonalization allows efficient analytic evaluation
only for a small number of surfaces due to the diagonalization involved.

Due to the explicit time-dependence of the ARMD Hamiltonian, the ARMD cross-
ing is inherently a dynamical method and this is also the reason for violations of energy
conservation observed during crossing in gas-phase reactions of highly-excited small
molecules. On the contrary, in the MS-ARMD and EVB methods the PES is stationary
and thus they can be used in NVE simulations. The ARMD method cannot describe
crossings in regions properly where more than two surfaces are close in energy, whereas
the MS-ARMD technique can be applied to the simultaneous switching among mul-
tiple PESs. Finally, in MS-ARMD, the height and the shape of the crossing region can
be adjusted in a flexible manner, which makes it very similar in functionality to EVB,
but without the need of referring to any geometrical reaction coordinate. This exten-
sion makes the CHARMM implementation of MS-ARMD method®”! comparable to
QM/MM methods in capability of modelling complex chemical reaction in gas, sur-
face, and condensed phases albeit at the accelerated speed of a conventional force field
simulation and with the only added effort of parametrization.

Future improvements of the ARMD and MS-ARMD methods include the more rou-
tine development of accurate force field parametrizations which still poses an obstacle
to a more routine use of such approaches in all areas of chemistry and biopysics. For
ARMD, which requires an asymptotic offset A between the states, an improvement
could be achieved by making this parameter coordinate-dependent. On the other hand,
this would introduce one or several geometric progression coordinates whose definition
may be difficult. Nevertheless, a recent study of nitric oxide rebinding to Mb found that
indeed, A is not constant but depends on the iron-out-of-plane position in this partic-
ular situation.['%! Hence, a better reaction energetics and a more realistic modelling of
the ligand-(re)binding dynamics is obtained from such improvements.
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The current implementation of MS-ARMD requires the separate definition and eval-
uation of force fields for each possible product connectivity. This means several possi-
bilites in solvent-phase or surface-phase simulations where the reaction can take place
with any of the solvent molecules or at any of the surface sites. Even though the common
part of all force fields are evaluated only once, the calculation and even the enumeration
of all cases is unnecessary. In future developments, this will be constrained to a small
number of momentary physically sensible connectivities by an automatic geometrical
preselection.

At present, MMPT supports the transfer of one proton/hydrogen atom between one
designated donor/acceptor pair. Combining this with the MS-ARMD philosophy will
allow one to automatically determine the most probable H-bonding pattern and the
dynamics involving them, which would bring the method much closer to QM/MM sim-
ulations.

Force field-based approaches to study chemical reactions is becoming more
widespread as the functionalities are made available in commonly used atomistic
simulation programs. They allow to study chemical reactivity on time scales relevant
to the real processes and provide insight complementary to experiment provided that
the underlying force fields are accurate. The fitting of reactive force fields remains a
challenge but generalizing and simplifying this step will make such approaches valuable
additions to the toolbox of computational and experimental chemists interested in
chemical reactivity.
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