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   “The only virtue of being an aging risk 

manager is that you have a large collection 

of your own mistakes that you know not 

to repeat.” 

 —Donald Van Deventer   

 Much has changed since the publication of the fi rst edition of this 

book in 2006. The use of credit scoring has become truly inter-

national, with thousands of lenders now developing their own 

scorecards in-house. As a benchmark, The SAS Credit Scoring  1   solution, 

which started out around that time, now has hundreds of customers—

but more importantly, they are spread out across 60-plus countries. 

Many more banks, of course, use products from other  vendors to build 

and use credit risk scorecards in-house, but in  general, the trend has 

moved away from outsourcing the development of scorecards to inter-

nal builds. The following factors, listed in the order discussed, have led 

to more widespread usage of scorecards and the decision by banks to 

build them in-house. 

 Factors driving the increased use of scorecards include: 

 ■    Increased regulation. 

 ■    Ease of access to sizable and reliable data. 

 ■    Better software for building scorecards. 

 ■    Availability of greater educational material and training for 

would-be developers. 

 ■    Corporate knowledge management fostering retention and 

sharing of subject-matter expertise. 

 ■    Signaling capabilities to external and internal stakeholders. 

 ■    Effi ciency and process improvement. 

 ■    Creating value and boosting profi tability. 

 ■    Improved customer experience.   

 In the past decade, the single biggest factor driving banks to bring 

credit scorecard development in-house has been the Basel II Accord.  2   
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Specifi cally, banks that have opted to (or were told to) comply with the 

Foundation or Advanced Internal Ratings Based approaches of Basel II 

were required to internally generate Probability of Default (PD) esti-

mates (as well as estimates for Loss Given Default [LGD] and Exposure 

at Default [EAD]). Larger banks expanded their production and usage 

of credit scoring, and were compelled to demonstrate their competence 

in credit scoring. In many countries, particularly in Europe, even small 

banks decided to go for these approaches, and thus had to start building 

models for the fi rst time. This led to some challenges—when you have 

never built scorecards in-house (and in some cases, not really used 

them either), where do you start? Many institutions went through 

signifi cant changes to their data warehousing/management, organiza-

tional structure, technology infrastructure, and decision making as well 

as risk management cultures. The lessons from some of these exercises 

will be shared in chapters on creating infrastructures for credit scoring, 

as well as the people who should be involved in a project. 

 While there is a lot of variance in the way Basel II has been imple-

mented in Europe, it is largely a fi nished process there.  3   Some of the 

lessons, from Basel II, specifi cally on how the default defi nition should 

be composed will be detailed in a guest chapter written by Dr. Hendrik 

Wagner. The implementation of Basel II is still ongoing in many coun-

tries, where the same exercise is being repeated many times (and in 

most cases, the same questions are being asked as were 10 years ago in 

Europe). Many institutions, such as retail credit card and automotive 

loan companies, that were not required to comply with Basel II, volun-

tarily opted to comply anyway. Some saw this as a way to prove their 

capabilities and sophistication to the market, and as a seal of approval 

on the robustness of their internal processes. But the ones who gained 

most were those who saw Basel II compliance not just as a mandatory 

regulatory exercise, but rather as a set of best practices leading to an 

opportunity to make their internal processes better. This theme of con-

tinuous improvement will be addressed in various parts of the book, 

and guidance given on best practices for the scorecard development 

implementation process. 

 In some countries where Basel II was not a factor, local banks 

decided to take on analytics to improve and be more competitive. In 

many developing countries, the banking industry became deregulated 
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or more open, which allowed international banks to start operating 

there. Such banks generally tended to have a long history of using 

advanced analytics and credit scoring. This put competitive pressures 

on some of the local banks, which in many cases were operating using 

manual and judgmental methods. The local banks thus started invest-

ing in initiatives such as data warehousing, analytics, and in-house 

credit scoring in order to bring costs down, reduce losses, and create 

effi ciencies. Another factor that points to a wider acceptance of credit 

scoring is the tight market for scorecard developers globally. In almost 

all the countries, whether those with Basel II or not, the demand for 

experienced credit scoring resources has continued to be high. 

 In more recent times, the introduction of International Financial 

Reporting Standards (IFRS) 9 to calculate expected losses has expanded 

the usage of predictive models within all companies. Those institutions 

that have already invested in fi xing their data problems and establishing 

sustainable and robust analytics functions will fi nd it easier to comply. 

 In mature markets, banks that had been developing models and 

scorecards before have now been looking at how to make the process 

effi cient, sustainable and more transparent. Investments in data ware-

housing, tools to enable analysts to access the data quickly and easily, 

integrated infrastructure to reduce model risk, governance processes, 

and other such areas have increased. Many banks that had invested a lot 

of money into data warehousing were also looking to increase return on 

investment (ROI). Credit scoring offered a quick and proven way to use 

the data, not just for reducing losses but also lead to greater profi tability.  4   

 Scarcity of modeling/credit scorecard (these two words are used 

interchangeably throughout this book) development resources has led 

institutions to try to reduce human resources risk by using modeling 

tools that encourage sharing and retention of corporate knowledge, 

reduce training cycles and costs, and are easier to use. Some of the 

challenges and risks of developing scorecards in-house will be dis-

cussed in the chapter on managing the risks of in-house scoring. 

 In other banks not specifi cally impacted by the preceding, increas-

ing competition and growing pressures for revenue generation have 

led credit-granting institutions to search for more effective ways to 

attract new creditworthy customers and, at the same time, control 

losses. Aggressive marketing efforts have resulted in a continuously 
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deeper penetration of the risk pool of potential customers, and the 

need to process them rapidly and effectively has led to growing auto-

mation of the credit and insurance application and adjudication pro-

cesses. The risk manager is challenged to produce risk adjudication 

solutions that can not only satisfactorily assess creditworthiness but 

also keep the per-unit processing cost low, while reducing turnaround 

times for customers. In some jurisdictions without a credit bureau, the 

risk manager faces an additional challenge of doing so using data that 

may not be robust or reliable. In addition, customer service excellence 

demands that this automated process be able to minimize denial of 

credit to creditworthy customers, while keeping out as many poten-

tially delinquent ones as possible. 

 At the customer management level, companies are striving ever 

harder to keep their existing clients by offering them additional prod-

ucts and enhanced services. Risk managers are called on to help in 

selecting the “right” (i.e., low-risk) customers for these favored treat-

ments. Conversely, for customers who exhibit negative behavior 

(nonpayment, fraud), risk managers need to devise strategies to not 

only identify them but also to deal with them effectively to minimize 

further loss and recoup any monies owed as quickly as possible. 

 It is in this environment that credit risk scorecards have continued to 

offer a powerful, empirically derived solution to business needs. Credit 

risk scorecards have been widely used by a variety of industries for predict-

ing various types of payment delinquencies, fraud, claims (for insurance), 

and recovery of amounts owed for accounts in collections, among other 

things. More recently, as mentioned previously, credit scoring has been 

used widely for regulatory compliance. Credit scoring offers an objective 

way to assess risk, and also a consistent approach, provided that system 

overrides are maintained below acceptable policy-specifi ed thresholds. 

 In the past, most fi nancial institutions acquired credit risk scorecards 

from a handful of credit risk vendors. This involved the fi nancial institu-

tion providing their data to the vendors, and the vendors then develop-

ing a predictive scorecard for delivery. For smaller companies, buying 

a generic or pooled data scorecard was the only option. While some 

advanced companies have had internal modeling and scorecard develop-

ment functions for a long time, the trend toward developing scorecards 

in-house has become far more widespread in the past few years. Some of 
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the regulatory and operational reasons for this phenomenon were cov-

ered at the beginning of this chapter. Others will be discussed later. 

 First, there are more powerful and easy-to-use data mining software 

today than ever before. This has allowed users to develop scorecards 

without investing heavily in advanced programmers and infrastructure. 

Growing competition and the entry of several new data mining vendors 

made such tools available at ever cheaper prices. Complex data min-

ing functions became available at the click of a mouse, allowing the 

user to spend more time applying business and data mining expertise to 

the problem, rather than debugging complicated and lengthy programs. 

The availability of powerful “point-and-click”–based Extract-Transform-

Load (ETL) software enabled effi cient extraction and preparation of data 

for scorecard development and other data mining. Second, advances in 

intelligent and easy-to-access data storage have removed much of the 

burden of gathering the required data and putting it into a form that is 

amenable to analysis. As mentioned earlier, banks and other lenders 

have made signifi cant investments in data warehousing and data man-

agement, and are now looking to use that data to increase profi tability. 

 Once these tools became available, in-house development became 

a viable option for many smaller and medium-sized institutions. The 

industry could now realize the signifi cant ROI that in-house score-

card development could deliver for the right players. Experience has 

shown that in-house credit scorecard development can be done faster, 

cheaper, and with far more fl exibility than any outsourcing strategy. 

Development was cheaper since the cost of maintaining an in-house 

credit scoring capability was less than the cost of purchased scorecards. 

Internal development capability also allowed companies to develop far 

more scorecards (with enhanced segmentation) for the same expen-

diture. Scorecards could also be developed more rapidly by internal 

resources using the right software—which meant that better custom 

scorecards could be implemented more rapidly, leading to lower losses. 

 In addition, companies have increasingly realized that their supe-

rior knowledge of internal data and business insights led them to 

develop better-performing scorecards. Seasoned modelers understand 

that the single biggest contributor to model quality is the data itself, 

followed by the knowledge level of the analyst of that data. This book 

will cover in detail how internal knowledge can be applied to build 
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better scorecards. In every phase of the project, we will discuss how 

appropriate judgment can be applied to augment statistical analyses. 

 Better-performing scorecards also came about from having the fl ex-

ibility to experiment with segmentation and then following through 

by developing more fi nely segmented scorecards. Deeper segmenta-

tion allows for more fi ne-tuned predictions and strategies. Combined 

with software that can implement champion/challenger scorecards, 

this becomes a great way to experiment with different confi gurations 

of models. Performing such detailed segmentation analysis through 

external vendors can become expensive. 

 Banks have also realized that credit risk scorecards are not a com-

modity to be purchased from the lowest bidder—they are a core com-

petence and knowledge product of the institution. Internal scorecard 

development increases the knowledge base within organizations. The 

analyses done reveal hidden treasures of information that allow for bet-

ter understanding of customers’ risk behavior and lead to better strategy 

development. We will cover some of this knowledge discovery in the 

section on model development, specifi cally the grouping process. 

 In summary, leaving key modeling and strategy decisions to 

“external experts” can prove to be a suboptimal route at best, and can 

also be quite costly. 

 This book presents a business-focused process for the development 

and usage of credit risk prediction scorecards, one that builds on a solid 

foundation of statistics and data mining principles. Statistical and data 

mining techniques and methodologies have been discussed in detail 

in various publications and will not be covered in depth here. I have 

assumed that the reader is either familiar with these algorithms, or can 

read up on them beforehand, and is now looking for business knowl-

edge pertaining to scorecard development. 

 The key concepts that will be covered in the book are: 

 ■    The application of business intelligence to the scorecard devel-

opment process, so that the development and implementa-

tion of scorecards is seen as an intelligent business solution to 

a business problem. Good scorecards are not built by passing 

data solely through a series of programs or algorithms—they 

are built when the data is passed through the analytical and 
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business-trained mind of the user. This concept will be applied 

in all the sections of this book—taking statistical analyses and 

overlaying business knowledge on it to create better results. 

 ■    Building scorecards is a business process—as much as we use 

statistical algorithms, simple or complex, to build models, at 

the end of the day it is a business exercise. The purpose of the 

exercise is to enable a better business decision and not merely 

the creation of a great formula. As such, each process—whether 

selecting a “bad” defi nition, deciding appropriate segmenta-

tions, best bins for attributes, or the best scorecard—will be 

viewed through the lens of a business decision. 

 ■    Collaborative scorecard development, in which end users, sub-

ject matter experts, implementers, modelers, validators, deci-

sion makers and other stakeholders work in a cohesive and 

coherent manner to get better results and avoid costly setbacks 

and potential disasters during the process. 

 ■    The concept of building a risk profi le—this means building score-

cards that contain predictive variables representing major infor-

mation categories, usually between 8 and 15 variables. This 

mimics the thought processes of good risk adjudicators, who 

analyze information from credit applications or customer behav-

ior and create a profi le based on the different types of informa-

tion available. They would not make a decision using four or fi ve 

pieces of information only—so why should anyone build a score-

card that is narrow based? In statistics, parsimonious models are 

usually preferred. However, in this case, where the modeler is 

attempting to more fully capture the business reality, more vari-

ables are preferred in order to construct a proper and represen-

tative risk profi le. The point of the exercise is to make the best 

decision-making tool possible, not just a statistical one. 

 ■    Anticipating impacts of decisions and preparing for them. Each 

decision made—whether on the defi nition of the target variable, 

segmentation, choice of variables, transformations, choice of 

cutoffs, or other strategies—starts a chain of events that impacts 

other areas of the company as well as future performance. By 

tapping into corporate intelligence and working in collaboration 
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with others, the user will learn to anticipate the impact of each 

decision and prepare accordingly to minimize disruption and 

unpleasant surprises. 

 ■    View of scorecards as decision support tools. Scorecards should 

be viewed as a tool to be used for better decision making and 

should be created with this view. This means they must be 

understood and controlled; scorecard development should not 

result in a complex model that cannot be understood enough to 

make decisions or perform diagnostics.   

 Individual scorecard development projects may need to be dealt with 

differently, depending on each company’s unique situation—for exam-

ple, amount and type of data available, knowledge level, staff, and regu-

latory limitations. This methodology should therefore be viewed as a set 

of “best-practice” guidelines rather than as a set of defi nitive rules that 

must be followed. Many processes and calculations described in this book 

can be changed and customized by individual users once they understand 

what is going on. Finally, it is worth noting that regulatory compliance 

plays an important part in ensuring that scorecards used for granting con-

sumer credit are statistically sound, empirically derived, and capable of 

separating creditworthy from noncreditworthy applicants at a statistically 

signifi cant rate.  5   Users should be aware of the regulations that govern 

models in their jurisdictions, and change the process accordingly.   

 SCORECARDS: GENERAL OVERVIEW 

 Credit risk scoring, as with other predictive models, is a tool used to 

evaluate the level of credit risk associated with applicants or customers. 

While it does not identify “good” (no negative behavior expected) or 

“bad” (negative behavior expected) applications on an individual basis, 

it provides statistical odds, or probability, that an applicant with any 

given score will be “good” or “bad.” These probabilities or scores, along 

with other business considerations such as expected approval rates, 

profi t, churn, and losses, are then used as a basis for decision making. 

 In its simplest form, a scorecard consists of a group of character-

istics, statistically determined to be predictive in separating good and 

bad accounts. For reference, Exhibit   1.1   shows a part of a scorecard. 
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 Exhibit   1.1    Sample Scorecard (Partial)
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  Scorecard characteristics may be selected from any of the sources 

of data available to the lender at the time of the application. Examples 

of such characteristics are demographics (e.g., age, time at residence, 

time at job, postal code), existing relationship (e.g., time at bank, num-

ber and types of products, payment performance, previous claims), 

credit bureau (e.g., inquiries, trades, delinquency, public records), real 

estate data, and so forth. The selection of such variables and creation 

of scorecards will be covered in later chapters in much more detail. 

 Each attribute (“age” is a  characteristic  and “23–25” is an  attribute ) is 

assigned points based on statistical analyses, taking into consideration 

various factors such as the predictive strength of the characteristics, 

correlation between characteristics, and operational factors. The total 

score of an applicant is the sum of the scores for each attribute present 

in the scorecard for that applicant. 

 Exhibit   1.2   is an example of the gains chart, one of the manage-

ment reports produced during scorecard development. 

 The gains chart, which will be covered in more detail in later chap-

ters, tells us the expected performance of the scorecard. Several things 

can be observed from this exhibit: 

 ■    The score bands have been arranged so that there are approxi-

mately 10 percent of accounts in each bucket. Some analysts 

prefer to arrange them in equal score bands. 

 ■    The marginal bad rate, shown in the column “marginal event 

rate,” rank orders from a minimum of 0.2 percent to a maxi-

mum of about 15.7 percent. There is some variability between 

the bad rate based on counts and the predicted bad rate from 

the model (average predicted probability) due to low counts. 

 ■    For the score range 163 to 172, for example, the expected mar-

ginal bad rate is 5.31 percent. This means 5.31 percent of the 

accounts that score in that range are expected to be bad. 

 ■    For all accounts above 163, the cumulative bad rate, shown in 

the column “cumulative event rate,” is 2.45 percent. This would 

be the total expected bad rate of all applicants above 163. 

 ■    If we use 163 as a cutoff for an application scorecard, the accep-

tance will be about 70 percent, meaning 70 percent of all appli-

cants score above 163.   
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  Based on factors outlined above, as well as other decision metrics 

to be discussed in the chapter on scorecard implementation, a com-

pany can then decide, for example, to decline all applicants who score 

below 163, or to charge them higher pricing in view of the greater risk 

they present. “Bad” is generally defi ned using negative performance 

indicators such as bankruptcy, fraud, delinquency, write-off/charge-

off, and negative net present value (NPV). 

 Risk score information, combined with other factors such as expected 

approval rate and revenue/profi t potential at each risk level, can be used 

to develop new application strategies that will maximize revenue and 

minimize bad debt. Some of the strategies for high-risk applicants are: 

 ■    Declining credit/services if the risk level is too high. 

 ■    Assigning a lower starting credit limit on a credit card or line of 

credit. 

 ■    Asking the applicant to provide a higher down payment or 

deposit for mortgages or car loans. 

 ■    Charging a higher interest rate on a loan. 

 ■    Charging a higher premium on insurance policies. 

 ■    Adjusting payment terms for business customers. 

 ■    Asking the applicant to provide a deposit for water/electricity 

utilities services, or for landline phones. 

 ■    Offering prepaid cellular services instead of postpaid, or offering 

a lower monthly plan. 

 ■    Denying international calling access from telecommunications 

companies. 

 ■    Asking high-risk applicants for further documentation on 

employment, assets, or income. 

 ■    Selecting applicants for further scrutiny for potential fraudulent 

activity.   

 Conversely, high-scoring applicants may be given preferential rates 

and higher credit limits, and be offered upgrades to better products, such 

as premium credit cards, or additional products offered by the company. 

 Application scores can also help in setting “due diligence” policies. 

For example, an applicant scoring very low can be declined outright, 

but those in middling score ranges can be approved but with additional 
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documentation requirements for information on real estate, income 

verifi cation, or valuation of underlying security. 

 The previous examples specifi cally dealt with credit risk scoring at 

the application stage. Risk scoring is similarly used with existing clients 

on an ongoing basis. In this context, the client’s behavioral data with 

the company, as well as bureau data, is used to predict the probability 

of ongoing negative behavior. Based on similar business considerations 

as previously mentioned (e.g., expected risk and profi tability levels), 

different treatments can be tailored to existing accounts, such as: 

 ■    Offering product upgrades and additional products to better 

customers. 

 ■    Increasing or decreasing credit limits on credit cards and lines 

of credit. 

 ■    Allowing some revolving credit customers to go beyond their 

credit limits for purchases. 

 ■    Allowing better customers to use credit cards even in delin-

quency, while blocking the high-risk ones immediately. 

 ■    Flagging potentially fraudulent transactions. 

 ■    Offering better pricing on loan/insurance policy renewals. 

 ■    Setting premiums for mortgage insurance. 

 ■    Deciding whether or not to reissue an expired credit card. 

 ■    Prequalifying direct marketing lists for cross-selling. 

 ■    Directing delinquent accounts to more stringent collection 

methods or outsourcing to a collection agency. 

 ■    Suspending or revoking phone services or credit facilities. 

 ■    Putting an account on a “watch list” for potential fraudulent 

activity.   

 In addition to being developed for use with new applicants 

 (application scoring) or existing accounts (behavior scoring),  scorecards 

can also be defi ned based on the type of data used to develop them. 

“Custom” scorecards are those developed using data for customers of 

one organization exclusively, for example, if a bank uses the perfor-

mance data of its own customers to build a scorecard to predict bank-

ruptcy. It may use internal data or data obtained from a credit bureau 

for this purpose, but the data is only for its own  customers. 
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 “Generic” or “pooled data” scorecards are those built using data 

from multiple lenders. For example, four small banks, none of which 

has enough data to build its own custom scorecards, decide to pool 

their data for auto loans. They then build a scorecard with this data 

and share it, or customize the scorecards based on unique character-

istics of their portfolios. Scorecards built using industry bureau data, 

and marketed by credit bureaus, are a type of generic scorecards. The 

use of such generic models (and other external vendor built models) 

creates some unique challenges as some of the know-how and pro-

cesses can remain as black boxes. We will discuss how to validate and 

use such models in a guest chapter authored by experienced industry 

fi gures Clark Abrahams, Bradley Bender, and Charles Maner. 

 Risk scoring, in addition to being a tool to evaluate levels of risk, has 

also been effectively applied in other operational areas, such as: 

 ■    Streamlining the decision-making process, that is, higher-risk 

and borderline applications being given to more experienced 

staff for more scrutiny, while low-risk applications are assigned 

to junior staff. This can be done in branches, credit adjudication 

centers, and collections departments. 

 ■    Reducing turnaround time for processing applications through 

automated decision making, thereby reducing per-unit process-

ing cost and increasing customer satisfaction. 

 ■    Evaluating quality of portfolios intended for acquisition through 

bureau-based generic scores. 

 ■    Setting economic and regulatory capital allocation. 

 ■    Forecasting. 

 ■    Setting pricing for securitization of receivables portfolios. 

 ■    Comparing the quality of business from different channels/

regions/ suppliers. 

 ■    Help in complying with lending regulations that call for empiri-

cally proven methods for lending, without potentially discrimi-

natory judgment.   

 Credit risk scoring, therefore, provides lenders with an opportu-

nity for consistent and objective decision making, based on empirically 

derived information. Combined with business knowledge, predictive 
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modeling technologies provide risk managers with added effi ciency 

and control over the risk management process. 

 Credit scoring is now also being used increasingly in the insur-

ance sector for determining auto  6   and home insurance  7   premiums. A 

unique study conducted by the Federal Reserve Board even suggests 

that couples with higher credit scores tend to stay together longer.  8   

 The future of credit scoring, and those who practice it, is bright. 

There are several issues, discussed later, that will determine the shape 

of the industry in the coming 5- to 10-year span. 

 The rise of alternate data sources, including social media data, will 

affect the industry. In reality, the change has already begun, with many 

lenders now starting to use such data instead of the more traditional 

scores.  9   This issue will be discussed in more detail in several chapters. 

In many countries, the creation of credit bureaus is having a positive 

impact on the credit industry. Having a centralized repository of credit 

information reduces losses as lenders can now be aware of bad credit 

behavior elsewhere. Conversely, it makes it easier for good custom-

ers to access credit as they now have strong, reliable evidence of their 

satisfactory payment behavior. In addition, the access to very large 

data sets and increasingly powerful machines has also enabled banks 

to use more data, and process analytics faster. We will cover this topic 

in more detail in its own chapter authored by Dr. Billie Anderson. 

 Regulatory challenges will continue, but banks are better prepared. 

Basel II has overall improved the level of analytics and credit scoring in 

banks. It has introduced and formalized repeatable, transparent, and 

auditable processes in banks for developing models. It has helped cre-

ate truly independent arm’s-length risk functions, and model valida-

tion team that can mount effective challenges. Basel II, as well as Basel 

Committee on Banking Supervision (BCBS) regulation 239,  10   has also 

made data creation, storage, and aggregation at banks far better than 

before. IFRS 9 and other current regulatory initiatives such as Compre-

hensive Capital Analysis and Review (CCAR), Current Expected Credit 

Loss (CECL), and stress testing, as well as their global equivalents, will 

continue to expand and challenge analytics and credit scoring. 

 One factor that users of credit scoring will need to be cautious about 

is the increasing knowledge of credit scoring in the general population. 

In particular, in the United States, knowledge of bureau scores such as 
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the FICO score, is getting very common. This is evidenced by the num-

ber of articles, discussions, and questions on how to improve the score 

(I personally get such questions via e-mail and on social media at least 

every week or two weeks—questions such as “How do I maximize my 

score in the shortest time?”; “If I cancel my card, will it decrease my 

score”; etc.). This factor can work in two ways. On the positive side, it 

may drive people to improve their payment and other credit habits to get 

better scores. On the negative side, this may also lead to manipulation. 

The usage of robust bureau data will mitigate some of the risk, while the 

usage of unreliable social media or demographics data may not. 

 The ever-present discussion on newer, better algorithms will 

continue. Our quest to explain data better, and differentiate useful 

information from noise, has been going on for decades and will likely 

go on for decades more. The current hot topic is machine learning. 

Whether it or the other more complex algorithms replaces the simpler 

algorithms in use in credit scoring will depend on many factors (this 

topic will also be dealt with in the later chapter on vendor model vali-

dation). Banks overwhelmingly select logistic regression, scorecards, 

and other such methods for credit scoring based on their openness, 

simplicity, and ease of compliance. Complex algorithms will become 

more popular for nonlending and nonregulatory modeling, but there 

will need to be a change in regulatory and model validation mind-sets 

before they become widely acceptable for the regulatory models. 

 The credit crisis of 2008 has been widely discussed and dissected by 

many others. Let us fi rstly recognize that it was a complex event and 

its causes many. Access to cheap money, a housing bubble in many 

places, teaser rates to subprime borrowers, lack of transparency around 

models, distorted incentives for frontline staff, unrealistic ratings for 

mortgage-backed securities, greed, fraud, and the use of self-declared 

(i.e., unconfi rmed) incomes have all been cited.  11   Generally, I consider 

it a failure of both bankers in exercising the basic rules of banking, and 

risk management in failing to manage risks. Some have even suggested 

that models and scorecards are to blame. This is not quite accurate and 

refl ects a failure to understand the nature of models. As we will cover 

in this book, models are built on many underlying assumptions, and 

their use involves just as many caveats. Models are not perfect, nor are 

they 100 percent  accurate for all times. All models describe historical 
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data—hence the critical need to adjust expectations based on future 

economic cycles. The amount of confi dence in any model or scorecard 

must be based on both the quality and quantity of the underlying data, 

and decision-making strategies adjusted accordingly. Models are very 

useful when used judiciously, along with policy rules and judgment, 

recognizing both their strengths and weaknesses. The most accurate 

model in the world will not help if a bank chooses not to confi rm any 

information from credit applicants or to verify identities. As such, one 

needs to be very realistic when it comes to using scorecards/models, 

and not have an unjustifi ed level of trust in them. 

 “… too many financial institutions and investors simply 

outsourced their risk management. Rather than undertake 

their own analysis, they relied on the rating agencies to do 

the essential work of risk analysis for them.” 

 —Lloyd Blankfein, CEO Goldman Sachs 

( Financial Times , February 8, 2009)     

 NOTES     

   1.   www.sas.com/en_us/industry/banking/credit-scoring.html  

   2.  Basel Committee for Banking Supervision, Basel II: International Convergence 
of Capital Measurement and Capital Standards: A Revised Framework, Bank for 
 International Settlements, November 2005. 

   3.  European Banking Federation, Study on Internal Rating Based (IRB) models in 
 Europe, 2014. 

   4.  L. Einav, M. Jenkins, J. Levin, ”The Impact of Credit Scoring on Consumer  Lending,” 
 RAND Journal of Economics , 44, no. 2, (Summer 2013): 249–274. 

   5.  Reg. B, 12 C.F.R. §202.2(p)(2)(iii)(1978) 

   6.   http://time.com/money/3978575/credit-scores-auto-insurance-rates/  

   7.   www.cbc.ca/news/credit-scores-can-hike-home-insurance-rates-1.890442  

   8.  Jane Dokko, Geng Li, and Jessica Hayes, “Credit Scores and Committed 
 Relationships,” Finance and Economics Discussion Series 2015-081. Washing-
ton, DC: Board of Governors of the Federal Reserve System, 2015;  http://dx.doi
.org/10.17016/FEDS.2015.081  

   9.   www.wsj.com/articles/silicon-valley-gives-fi co-low-score-1452556468  

   10.  Basel Committee on Banking Supervision document, BCBS 239, Principles for 
Effective Risk Data Aggregation and Reporting, Bank for International Settlements, 
January 2013. 

   11.   www.forbes.com/sites/stevedenning/2011/11/22/5086/#c333bf95b560    


