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1.1 Introduction

As the number of smartphones and demand for higher data-rate connections
keep explosively growing, the technology has to pursue this trend in order to be
able to provide the suitable communication schemes. By 2020, it is calculated
that the total globalmobile wireless user deviceswill be over 10 billion, with the
mobile data traffic growing more than 200 times over compared to 2010 num-
bers. It is foreseeable that 4G mobile communication system could no longer
meet the need of users service requirements. Thus, the new 5G communication
systems are promising a complete network structure with unlimited access to
information, providing the requested service demands to users far beyondwhat
the current 4G offers by supporting innovative new wireless technologies and
network architecture to meet the extremely high-performance requirement
(Table 1.1).
These features include support for new types and massive number of de-

vices, for very high mobile traffic volumes, universal access for users, very
high frequency reuse and spectrum reuse in wireless technologies, automated
provisioning, configuration and management of a wide range of new network
services, ultrareliable, ultralow latency, ultradensification, and even more. 5G
networks would be a heterogeneous networks (HetNets), meaning that dif-
ferent networks will be integrated all together to a unified system, enabling
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Table 1.1 Main comparison between 5G and previous generations.

5G 4G and Earlier

New waveforms based on filter banks and
other novel technologies

Waveforms based mainly on OFDM and
variations

Gbps performance Up to hundreds Mbps
End-to-end latency of some milliseconds End-to-end latency of hundreds of

milliseconds
Support of massive MIMO SISO and limited MIMO technologies
Support of mm-wave bands up to hundreds
GHz

Operation mainly below 6GHz bands

Efficient support of massive number of de-
vices in ultradense environments

Support of limited number of devices in
dense/congested areas

aggregation of multiple existing radio access technologies (RATs) such as
LTE-A, Wi-Fi, D2D, and even lightly licensed. Delivering all 5G requirements
in order to support the new features and services, a substantial change on the
network architecture is inevitable.
Normally, in the past such a process would need deployment of specialized

devices build for a specific application and with fixed functionalities. Thus, any
development and transformation to follow the constantly increasing and het-
erogeneousmarket requirements demands a huge investment to change/deploy
hardware.Nowadays, various technologies and architectureshave been utilized
in order to solve this problem and provide a faster introduction and adaptation
of new technologies to the communications systems.One of these elements that
offers reprogrammability of the network elements in order to solve new prob-
lems or to establish new more suitable functions is software defined network-
ing (SDN). This architecture provides dynamic,manageable, cost-effective, and
adaptable solutions, making it ideal for the high-bandwidth, dynamic nature
of today’s applications. SDN decouples the dependence of implementing in-
structions that are provided bymultiple, vendor-specific devices and protocols,
making it bound to an exact hardware. Such aspects are also related to the flex-
ible deployment of functionality to hardware, software, or mixed. As Section
1.3 proposes, hardware has better execution performance, but software offers
greater flexibility.
Networking, computing, and storage resources would be integrated into

one programmable, unified, and flexible infrastructure that will be more cost-
effective andwith higher scalability atminimumcost. This unificationwill allow
for an optimized andmore dynamic utilization of various distributed resources,
and the pooling of fixed, mobile, and broadcast services.
Also, 5G will be designed to be a viable, robust, and scalable technology.

Another positive result with the introduction of 5G communication systems
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will be thedrastic energy consumption reductionand energyharvesting thatwill
help the industry to have an astounding usage growth. Since network services
will rely progressively on software, the creation and growth will be further
encouraged. In addition, the 5G infrastructures will provide network solutions
and involve vertical markets such as automotive, energy, food and agriculture,
city and buildings management, government, health care, manufacturing, and
public transportation.
The rest of the chapter is structured as follows: Section 1.2 elaborates on the

main 5G requirements, while Section 1.3 presents the status and challenges in
hardware and software development. Section 1.4 elaborates on the status and
challenges in 5G wireless communications by focusing on physical layer, MAC
and RRM. Finally, Section 1.5 investigates the benefits of machine learning in
5G network management.

1.2 5G Requirements and Technology Trends

In the digital era, users and devices are becoming more dependent on vari-
ous applications and services that involve the creation, access/ communica-
tion, processing, and storage of digital content. These developments have been
tremendously accelerated by wireless/mobile technologies, which have offered
unparalleled access/ communication opportunities to users. 5G is expected
to be dominated mainly by the following application classes, including mas-
sive machine-type communications (mMTC), enhanced mobile broadband
(eMBB), and ultrareliable and low latency communications (URLLC). These
main classes will facilitate scenarios related to critical and demanding applica-
tions for the realization of smart cities, as well as the realization of applications
for Industry 4.0 and automation aspects. Also, self-driving aspects are expected
to pose strict requirements especially on the latency in order to ensure reliable
and secure service with very high rate of availability. Figure 1.1 illustrates the
main application areas of 5G, as mentioned before.
Also, 5G has to support tight quality-related requirements in order to pro-

vide enhanced user experience in more demanding environments compared to
previous generations. As mentioned also in Reference [1], such requirements
include the following:

• Support of very high bitrates of more than 1 Gbps in heterogeneous environ-
ments.

• Support of very high number of devices (massive machine communications)
especially in ultradense environments.

• Support of very high mobility (e.g., up to 500km/h).
• Support of aircraft communications.
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Figure 1.1 5G main application areas

• Support of mission critical communications with very low latency (down to
1ms).

For the successful realization of the aforementioned application areas, there
are certain technological and networking trends that can lead toward the 5G
direction. In terms of technology, trends are as follows:

• Network Slicing: Dynamic network slicing in 5G enables the design, deploy-
ment, customization, and optimization of different network slices running on
a common network infrastructure. It leverages innovations in cloud mobile
access and core [2].

• Cloud and Fog/Mobile Edge Computing: Cloud aspects can involve the al-
location of resources to physical components in content servers, activation
of the appropriate volume/type of functional components, and the determi-
nation of the interconnections and links between the physical elements. In
this respect, they will manage in an aggregate manner all types of resources,
namely, communication, computing, and storage, by taking advantage of sig-
nificant processing powers/storage facilities associated with cloud platforms
and virtualization through abstractions of resources and service components
(which are pooled and universally accessible/sharable), in an on-demand,
elastic, and scalable manner.
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• Separation of Control and User Plane: Separation on control and user plane
can potentially lead tomore efficient usage of resources and energy efficiency
as well. For example, the Green Touch initiative proposed that user plane
(data) can be served mainly by small cells while a limited number of macro
cells can serve as a signalingumbrella inorder tohandle control plane aspects.

• Virtualization of Networking Functions:Virtualizationmay include solutions
based on software-defined networking (SDN) and network function virtu-
alization (NFV) principles, which may be used for accelerating the applica-
tion/service deployment times and flexibility (in general) in the network. For
instance, through the standardized interfaces of the SDNmodel there can be
instructions on how to handle new applications/services. Likewise, through
NFV there can be an easier implementation of applications/services and net-
working intelligence (activation in cloud and instructions toward forwarding
elements). The overall challenge is to evaluate thepotential of these concepts,
in terms of impact in the application/service deployment times, QoS/QoE.

In terms of wireless network trends there are the following (Figure 1.2):

• Massive MIMO and Utilization of mmWave: An important direction is re-
lated to the usage of massive multiple input–multiple output (MIMO) that
can significantly enhance the spectral and energy efficiency of the wireless
network. Moreover, the extra capacity that is needed by 5G networks for
facilitating massive IoT, mobile broadband communications, and so on. can
be provided through the utilization of extra spectrum by exploiting bands
above 6 GHz. Mm-wave frequencies can be used for outdoor point-to-point
backhaul links or for supporting indoor high-speed wireless applications
(e.g., high-resolutionmultimedia streaming) [3].Moreover, as themillimeter
waves have a short wavelength, it becomes possible to pack a large number of
antenna elements into a small area, which consequently helps realizemassive
MIMO at both the base stations and user devices [3].

• Novel Multiple Access Schemes: Novel multiple access schemes, such as
nonorthogonal multiple access (NOMA), is one of the techniques being
considered that uses cancellation techniques in order to remove the more
powerful signal. Of course, well-known techniques such as orthogonal fre-
quency division multiple access (OFDMA) can be exploited as well.

• Ultradense Infrastructures: Another direction that will continue to progress
is the constant decrease in the cell size, at the expense of a corresponding
constant increase in the number of cells that will be deployed. Cells of dif-
ferent sizes, characterized as macrocells, microcells, picocells, or femtocells
will continue to be deployed. Specifically, hundreds of small cells are de-
ployed per macrocell. The challenge with ultradense networks is to deploy
and operate the appropriate set of cells, so as to carry data traffic, without
severely increasing the signaling traffic (increases with the number of cells),



C01 Date: August 8, 2018 Time: 10:29 am

20 1 Emerging Technologies in Software, Hardware, andManagement Aspects Toward the 5G Era

by minimizing the impact of mobility and radio conditions, and by achieving
cost and energy efficiency.

• New Waveform and Advanced Coding: New candidate waveforms for 5G
would be needed in order to serve specific service requirements, for example,
higher or lower bandwidths, sporadic traffic, ultralow latency, andhigher data
rates compared to legacy technologies. Also, robustness toward distortion
effects such as interference, RF impairments, and so on is important to be
supported by new waveforms.

1.3 Status and Challenges in Hardware and Software
Development

The increasing network demands require new network services, higher per-
formance, increased bandwidth, lower energy consumption, and increased re-
silience.These demands imply ahighernumberof networkdevices and stations,
increasing the cost and the energy consumption. The network centralization
and functions virtualization becomemore significant as they enable better dis-
tribution of the available resources, less hardware utilization, and an easier to
upgrade network as current devices and architectures are meeting their limits.
New implementation techniques must be introduced in order to further in-
crease reusability, flexibility along with performance and energy consumption
at the same time. According to this approach, the network functions can be
moved to software asmuch as possible, without affecting networks latency. The
functions virtualization can be achieved at any level, using a partitioning tech-
nique between software and hardware functions, which takes into account the
available resources. The current network systems introduce a static and cus-
tomized functions virtualization. This manual and static partitioning may lead
to high performance but it is not reusable and not reconfigurable, thus limiting
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Figure 1.2 5G technology and wireless network trends.
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Figure 1.3 Cognitive, dynamic HW/SW partitioning in network stack layers.

network upgrades and resource allocation. Also, the processing power cannot
be shared among nodes offering limited efficiency and spectrum capacity. Full
virtualization is not always available as the devices of the underlying network
might not be able of such a task, or virtualization might be limited according
to available physical and computational resources. A cognitive and dynamic
HW/SW partitioning can provide reconfigurable and flexible HW/SW parti-
tioning to both device and network element architectures in 5G technologies,
considering high performance and energy consumption reduction, according
to the specified performance scenarios. The HW/SW partitioning is applicable
for either inside a network stack layer and/or between multiple network stack
layers, as shown in Figure 1.3.

1.3.1 Problem Statement

The cognitive, dynamic partitioning takes into account a set of given network
functions, the KPIs that have to be optimized and the KPI constraints relative
to the available resources. The technique result provides the HW or SW im-
plementation decision for each given function, according to the given policies.
These policies consist of the KPIs and their constraints. The result of the im-
plementation has to change according to the policies alteration. The cognitive
dynamic HW/SW partitioning task is to provide the best HW/SW partitioning
of the 5G network stack functions, considering the given KPIs per scenario
and the available HW/SW resources. The partitioning algorithm’s result can
be parsed to the management programs for further decision-making on the
implementationpart. The partitioning solution has to communicatewith other
programs to be aware of the available resources. Moreover, the partitioning
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Figure 1.4 Partitioning algorithm functionality and communication.

must be aware of the performance scenario and the KPI constraints; thus the
partitioningwould interactwithmanagement programsandmonitoring agents,
as seen in Figure 1.4.

1.3.2 Solution

The cognitive dynamic HW/SW partitioning algorithm considers a multiple
and diverse set of objectives, relative to 5G requirements. To this purpose,
the current solution contains an evolutionarymultiobjective algorithm, aiming
to solve a specified optimization problem. This implies that the optimization
problem formulation is one of the most significant parts of the solution, as it
has to accurately address the requirements, the KPIs, and the objectives of a 5G
network. Themultiobjective algorithmreceives as input the functional graph of
the defined functions, along with the systems and functions KPIs/Constraints
and optimization goals. Then the number of possible solutions is populated
according to the optimization problem formulation. After having the set of
solutions, amultiobjective algorithmwill search for the best solution, according
to the given KPIs, constraints, and optimization goals.

1.3.2.1 Functions Definition (LTE, 3GPP-Based PHY Functions)
The cognitive dynamic HW/SWpartitioning algorithm is able to decide on de-
vice and network element functions, either inside a network stack layer and/or
betweenmultiple layers.Most of the current research and implementations are
using functions from the LTE MAC layer or its reconfiguration while trying to
introduce softwarization and reconfiguration of the LTE PHY layer functions.
Some implementations are also able to simulate full LTE networks. The most
notable among them are the LENA ns-3 [4] LTE simulator from CTTC, which
provides full software implementationof virtual LTE networks, theOpenAirIn-
terface [5], OpenLTE [6], and srsLTE [7]. In order to provide a first realization
of the HW/SW partitioning challenges, the selected subset of functions used
for the evaluation of the HW/SW partitioning is derived from the OpenLTE
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physical layer software implementation in Octave source code. The functions
that compose the Octave code are identified, manually implemented in Verilog
code, and characterized according to the KPIs. Specifically, the functions used
for the evaluation of the algorithm untill now are the following:
• eNodeBLTEPHY[8] layer, downlink,OpenLTE,Octave (SWfunctions).The
Octave source code that describes anLTE-based frequency domaindownlink
transmitter implementation in SW.This code contains the functions that are
specified from the existing LTE, 3GPP standards.

• eNodeB LTE PHY layer function, broadcast channel:
– Cyclic redundancy check (CRC), Verilog code (HW function)
– Convolutional encoding, Verilog code (HW function)
– Rate matching, Verilog code (HW function)

• eNodeB LTE PHY layer function, physical downlink control channel:
– Cyclic redundancy check (CRC), Verilog code (HW function)
– Convolutional encoding, Verilog code (HW function)
– Rate matching, Verilog code (HW function)
– Pseudorandom sequence generation, Verilog code (HW function).
The seven latter functions were manually implemented in Verilog code and

evaluated in order to be bit accurate in conjunction to the corresponding SW
functions. These functions are the first to be implemented in HW as they in-
troduce a significant amount of delay in the SW execution time. Furthermore,
while the implementation of broadcast channel and physical control channel,
in Verilog, is similar, their HW mapping results in different power consump-
tion that makes them perfect candidates to exercise the capabilities of the
multiobjective algorithm.

1.3.2.2 Parameters (KPIs)/ Constraints Definition
The partitioning algorithmic solution considers the most critical KPIs for the
5G networks regarding partitioning and virtualization, so far. The considered
KPIs are described in the following lines.

• Execution time
– The measured execution time of the LTE network functions when imple-

mented in SW.
– The measured execution time of the LTE network functions when imple-

mented in HW.
• Energy consumption of Verilog modules derived from power analysis using
appropriate FPGA IDE.

• Measured SW memory utilization (e.g., RAM) of LTE functions when im-
plemented in SW.

• Communication time, considering measured time of data transferring with
respect to send and receive communication functions, betweenHW and SW
implemented LTE functions.



C01 Date: August 8, 2018 Time: 10:29 am

24 1 Emerging Technologies in Software, Hardware, andManagement Aspects Toward the 5G Era

• Reusability referring to the available HW resources, inversely relative to HW
functions utilization.

1.3.2.3 Functional Graph (Dataflow Graph) Provision
The communication scheme between the utilized LTE functions forms a
dataflow graph, including nodes that represent the functions implemented
in HW or SW and edges that represent the link/interconnection between two
functions. The communication overhead is also applied as weight to each cor-
responding link. The GUI accompanying the algorithmic solution provides the
user with the ability to add or remove nodes/functions and edges. The parti-
tioning algorithm receives this information and forms an array structure that
includes the mapping of the interconnected components. The array items pro-
vide the multiobjective algorithm with the ability to find the optimal decision
that also considers the communication overhead. An example is provided in
Figure 1.5.
Figure 1.5 is generated by the user interface that controls the partitioning

algorithm. The solution includes a predefined set of functions and intercon-
nections, referring to the already implemented functions that form the graph
in the figure. The user interface provides the user with the ability to add or

Figure 1.5 Graphical User Interface with generated data flow graph. The cyclic
redundancy check function pdcch crc and the rate matching encoding pdcch rate
functions of the physical downlink control channel are implemented in SW.
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remove functions, interconnections, and their KPIs in order to create a graph
that better suits his/her needs.

1.3.3 Optimization Problem Formulation

The core process of the optimization procedure is the optimization problem
formulation as it guides the whole optimization process toward the goals of the
problem. The main steps of the procedure are the following:
Input: This process receives as input the implemented or user provided

functions along with their KPIs.

• N is the number of considered functions.
• M is the number of considered KPIs.
• An initial set of decision variables vector is created using random processes
– 𝑥 = [𝑥1,⋯ 𝑥𝑁 ] is the decision variables vector, with x𝑛, n = 1 ⋯ N, rep-

resenting HW implementation (𝑥𝑛 = 1) or SW implementation (x𝑛 = 0) of
function n.

Process:When a KPI value is minimized, another KPI value is increased. In
order to specify this relationship, the algorithm includes equations for eachKPI
with factors representing the relative difference. The objectives to be optimized
are similar or even exact predefined KPIs, implemented by objective functions
as described in the following paragraph– KPI-driven binary optimization:

• f(x) = [𝑓1(x) ,...𝑓𝑀 (x)] is the vector of objective functions to be minimized,
each objective function 𝑓𝑚, m = 1...M, representing a corresponding KPI
optimization.

• 𝑓𝑚(𝑥) = 𝑎1𝑚𝑥1 +⋯ + 𝑎𝑁𝑚𝑥𝑁,𝑤ℎ𝑒𝑟𝑒, 𝑎𝑛𝑚 is the difference of the KPI m
value between HW implementation and SW implementation of function n.
The factor a𝑛𝑚 is used tomake the algorithmaware of the inverse relationship
between the KPIs.

• Each objective function 𝑓𝑚,m = 1⋯M, can have a corresponding constraint,
for example, if m is the full model execution time-latency and it should be
less than 80 s, this mean 𝑓𝑚 < = 80.

Amultiobjective algorithmwill create a set of possible solutions (solution: x=
[𝑥1,⋯,𝑥𝑁 ]) by measuring the objective function values for every solution. Then
the algorithm evaluates the available solutions and sorts them considering the
optimization target (specific KPI e.g., power).
Output: Finally, the algorithm selects the optimal solution (x = [𝑥1,⋯,𝑥𝑁 ])

representing HW implementation (𝑥𝑛 = 1) or SW implementation (𝑥𝑛 = 0) of
function n) as described earlier.
The next section provides a description of the multiobjective algorithmic

solution that is utilized toward this direction.
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1.3.4 Evolutionary Multiobjective Algorithmic Solution

This section provides a description of the multiobjective algorithmic solution
that is utilizing the optimization problem formulation. The multiobjective al-
gorithm derives a subset of solutions from the set of all possible solutions
according to the provided multiple objective functions, their KPIs, their con-
straints, and the optimization goal. The initial set of all possible solutions is
provided from the objective functions that are considered in the optimiza-
tion problem formulation. The functions and KPIs/Constraints are provided
by the user utilizing the solutions user interface. The selected multiobjective
algorithm for theHW/SWpartitioning is the nondominated sorting genetic al-
gorithmNSGA II [9]. The algorithmbegins its search with an initial population
of individual’s solutions usually created at randomwithin a specified lower and
upper bound on each variable. Once the population in initialized, the popula-
tion is sortedbased on nondomination into each front.Once the nondominated
sort is complete, the crowding distance (the Euclidian distance between each
individual’s solution) is assigned. After the population members are evaluated,
the selection operator chooses better solutions with a larger probability to fill
an intermediate mating pool. For this purpose, the tournament selection pro-
cedure takes place in which two solutions can be picked at random from the
evaluated population and the better of the two can be picked. The crossover
operator is to pick two or more solutions (parents) randomly from the mating
pool and create one or more solutions by exchanging information among the
parent solutions. Each child solution, created by the crossover operator, is then
mutated with a mutation probability so that on an average one variable gets
mutated per solution. In the context of real-parameter optimization, a simple
Gaussian probability distribution with a predefined variance can be used with
itsmean at the child variable value. This operator allows an EO to search locally
around a solution and is independent of the location of other solutions in the
population. The elitism operator combines the old population with the newly
created population and chooses to keep better solutions from the combined
population. Such an operation makes sure that an algorithm has a monoton-
ically nondegrading performance. Finally, the user of an EO needs to choose
termination criteria. Often, a predetermined number of generations is used as
a termination criterion. Inmost cases, this algorithm is able to findmuch better
spread of solutions and better convergence near the true Pareto-optimal front
compared to other multiobjective algorithms, on a diverse set of difficult test
problems.

1.3.5 Testbed Setup

The current implementation of the cognitive dynamic HW/SW partitioning
algorithm is tested considering the dynamic hot spot use case, resulting in
the LTE eNodeB PHY layer reconfiguration, according to prespecified mea-
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Figure 1.6 Cognitive dynamic HW/SW partitioning algorithm test-bed.

sured KPIs and optimization goalsmostly referring to execution time or energy
consumption reduction. The testbed of the demonstration includes the SW
environments that will host the SWmodules and a HW development environ-
ment along with an FPGA board, regarding the HW modules, as provided in
Figure 1.6:

• The trigger module sends a signal that indicates a hot spot or not a hot
spot condition. It is implemented in Java and it is connected to the dynamic
functional recomposition module via TCP protocol.

• The dynamic functional recomposition module is the main module under
test and contains the cognitive dynamic HW/SW partitioning algorithm
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along with its GUI, TCP send/receive functions to communicate with the
trigger module, and the SW implementation of the LTE eNodeB PHY layer.
The algorithm provides the optimal decision vector and sends the decision
to the SW LTE eNodeB (OpenLTE) PHY implementation via TCP.

• The LTE eNodeB PHY downlink SW function is provided by OpenLTE and
it is implemented in Octave representing the SW functions of the network
stack. It is facilitated by java TCP functions, in order to be able to receive
the HW/SW partitioning decision from the DFR and to send/receive data
to/from Vivado SDK control mechanism of the HW functions. The Octave
code has been modified accordingly in order to exploit the timing results of
the functions execution time, along with the communication time between
HW and SW functions.

• The HW manager module is a java implemented module that receives, via
TCP connection, the name of the function thatmust be implemented in HW
along with the data that it has to measure and activates the HW function by
sending appropriate synchronization messages to Vivado SDK environment
that controls the HW functions inside an FPGA. The HW manager reads
the results of the HW function execution and sends them back to the Octave
OpenLTE module.

• The Vivado SDK environment controls and executes the aforementioned
HW functions implemented in Verilog inside a Xilinx zc702 FPGA board
and provides the corresponding data back to the HW manager. The energy
consumption of the two aforementioned HW simulated functions is derived
from the Xilinx Vivado power analysis tool.

1.3.6 Preliminary Test Results

The partitioning algorithmic solution provides cognition in terms of optimal
decision based on information about functions KPIs; derived from manage-
ment programs and monitoring agents, dynamicity referring to the ability to
dynamically move functions from HW to SW implementation and vice versa
according to the specified policies, considering also the communication over-
head. Current results show improved overall performance (execution time,
latency/communication overhead) by 70% and power consumption reduction
by 50% with respect to the digital baseband processing of an LTE eNB PHY
layer of Tx. Figure 1.7 illustrates the improvements in overall execution time of
the addressed and tested physical layer functions, when HW/SW partitioning
is performed targeting high-performance (a) and normal performance scenar-
ios (b). In a high-performance scenario, more functions will be executed in
HWwhile in normal performancemore functions will move to SW in order to
reduce power consumption.
The first set of results imply that the partitioning algorithm can achieve high

performancewith respect to algorithmic solution execution time, below thresh-
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olds for LTE current handover time and user experience maintenance and al-
gorithmic solution complexity. In addition, the cognitive, dynamic HW/SW
partitioning algorithm provides reduction of the power consumption, limited
memory overhead, enabling the interaction between algorithmic solution with
management programs and monitoring agents. The proposed HW/SW par-
titioning will be further refined and upgraded considering improvements on
performance, memory overhead, and portability of the current algorithmic so-
lution. Furthermore, there is ongoing investigation for integration with the
CTTCs LENA ns-3 simulator in order to have a full stack LTE network imple-
mentation to better clarify the benefits and challenges of HW/SWpartitioning.
Moreover, since the algorithmic solutions design enables KPIs and functions
extensions future implementations and KPIs will be investigated in order to
meet a diverse set of objectives such as user data rate and even capacity.

1.3.7 Status and Challenges in 5GWireless Communications

This section provides useful insights on the advancements in physical layer,
MAC, and RRM. Details on the aforementioned advancements are provided in
the sections that follow.

1.3.7.1 Novel Physical Layer Aspects
One of the key aspects that will evolve with 5G has to do with the novel design
of a unified, flexible air interface, its components, and procedures, so as to
effectively deal with the issue of 5G requirements through such an adaptation.
Therefore, it is important to develop a new spectrum agnostic 5G air interface
for carrier frequencies below 6 GHz. This is motivated by the fact that todays
licensed bands for cellular usage are all below 6 GHz, and the World Radio
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Conference (WRC) in 2015 also focused on below 6 GHz spectrum among
other aspects. Furthermore, even if higher frequency spectrum bands are made
available for 5G operation in the future, having effective means for utilizing 5G
below 6 GHz is still of relevance due to the more favorable radio propagation
properties. A unified, flexible 5G air interface would have the following key
characteristics:

• Flexibility to support the broad class of services with their associated KPIs
• Scalability to support the high number of devices
• Versatility to support the diverse device types and traffic/transmission char-
acteristics

• Efficiency to support the requirements on energy consumption and resource
utilization

• Future-proofness to support easy integration of new features.

The new air interface will meet the requirements on the 5G main KPIs
(e.g., for increased throughput, reduced latency, etc.) with increased flexibility,
reliability, future-proofness, and cost and energy efficiency. Notably, devices
will be designed to support one common air interface for all services and more
devices will be produced applying similar/common chip sets; thus achieving
economy of scale for vendors. Also, the wireless system is expected to be more
scalable and thus better suited to follow load variations between the services–
both temporal and in different locations.

1.3.7.2 Novel Frame Design Based on Service Requirements
As previously mentioned, among the main objectives of a new, unified 5G air
interface should be its flexibility to be adapted to the diverse requirements
imposed nowadays by the heterogeneous service demands. This diversity of re-
quirements creates a very challenging environment in terms of service-specific
KPIs and channel characteristics as it should be flexible enough to satisfy these
needs while in parallel optimize the resource utilization andminimize the over-
head introduced by the multiservice support functionalities/mechanisms. The
5G services are foreseen to includemobile broadband (MBB) services, support-
inghighdata rates andhigh coverage,massivemachine communication (MMC)
services, supporting small packet sizes and infrequent transmissions, mission
critical communication (MCC) services with strict delay bounds and reliabil-
ity factors, and vehicle-to-anything communication (V2X) services supporting
both bs-to-device and device-to-device transmissions.
The current status of a stiff frame structure with, for example, a fixed trans-

mission time interval (TTI) value either cannot satisfy the extremely strict
requirements of specific services (e.g., delay requirements of MCC services) or
results in underutilization and waste of resources due to inefficient resource
management. Therefore, a flexible frame structure supporting the coexistence
of different transmission time intervals (TTIs) is more than necessary in order
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to accomplish these diverse service requirements. The introduction of a flexible
TTI supporting different TTI durations will both accomplish ultralow latency
capabilities (e.g., in case of MCC services) by facilitating short TTI durations
and high spectral efficiency gains (e.g., in case ofMBB services) by utilizing long
TTI durations. The selection of TTI scaling, which is the set of available TTI
values, is of high importance, because it directly affects the effectiveness of the
proposed flexible frame structure solution.
We proposed two methods for TTI scaling:

• 2𝑁 Scaling: Definition of a set of TTI durations with double duration in each
one.

• Scaling Based On Service Classification: Definition of a minimum set of TTI
durations (mapped to a set of services)

In case of 2𝑁 scaling, the minimum andmaximumTTI length is defined and
then a set of TTI lengths is generated based on the 2𝑁 approach. For the 5G
services mentioned already, reasonable values of TTI duration can be between
0.125 and 4 ms, therefore, the generated TTI values belong to the set (0.125,
0.25, 0.5, 1, 2 and 4ms). This approach is graphically depicted in Figure 1.8.
According to the second method, a set of predefined services (e.g., MBB,

MMC, MCC, V2X) are analyzed based on their requirements in order for
each service to estimate the TTI value that best reflects its characteristics,
satisfy its requirements in terms of KPI values (e.g., average delay, max delay,
throughput), and minimize the system resource overhead. Then a set of TTI
lengths are generated that aremapped to the aforementioned services or group

Figure 1.8 Flexible TTI - TTI Scaling
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Table 1.2 Numerologies used in simulation scenarios.

RB Type TTI (ms) Subcarrier Spacing (kHz) Number of Symbols per TTI

RB1 (LTE like) 1 15 14
RB2 0.5 15 7
RB3 0.25 30 7

of services. In Figure 1.8, an indicative set of TTI lengths is depicted based
on an initial analysis and service classification. Each TTI length is mapped to
one or several services. Regarding the comparison between the two scaling
methods, the second method is better fitted to the service requirements as it
is based on analysis of the special characteristics and optimum TTI selection
for each service type. However, in case of absence of resource partitions in the
spectrum, because of the different multiply factors between TTI values, this
method cannot succeed high multiplexing gain between different services in
the frequency domain as resource gaps may emerge for a set of selected TTI
values. The first method may not be optimally, fitted to the services, although
it eliminates the gaps of the spectrum (in case of no recourse partitions), while
it occupies the minimum length in the packet header (for eight different TTI
values, 3 bits are required).

1.3.7.3 Support of Different Numerologies
The followingparameters aremade available for configuration inorder to create
different numerologies: TTI length, subcarrier spacing, number of subcarriers,
and tiling type (horizontal or vertical related to time/frequency axes). Table 1.2
illustrates the set of numerologies used during the preliminary system level
evaluation.
A certain simulation set can be used by a proprietary system level simulation

tool. The set evaluates a selected one-stage access protocol [10] in combination
with a different numerology in order to estimate the combined gains from
the use of both technical components. The results are evaluated against the
LTE-A environment (ARP protocol and LTE-A frame structure). The general
parameters of simulations are based on the parameters definedmainly in 3GPP
case 1 reference scenario. The use case specific parameters for the set are
presented in Table 1.3.
In the aforementioned simulation set, the performance of the combination

of one-stage protocol with numerologies with smaller TTI sizes are evaluated.
Figure 1.9 depicts the performance in terms of latency (primary KPI) for four
alternative configurations. The first configuration is the baseline LTE-A sce-
nario that includes the ARP protocols and the LTE-A frame structure with
TTI length of 1 ms. In the other three configurations, the one-stage protocol is
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Table 1.3 Simulation scenario parameters.

Parameters Value

Reference scenario 3GPP case 1
Network topology 19 3-sectorized base stations (57 cells)
Intersite distance 500 m
Bandwidth FDD 40MHz - 20MHz (uplink)
Request generation Poisson
UE data traffic size 100 bytes / data report
PRACH allocation 1 PRACH allocation / TTI
Backoff window Discrete uniform distribution (2,20) TTIs
Max connection attempts 4
Preambles 64

adopted in combinations with three different numerologies with TTI lengths
of 1, 0.5, and 0.25 ms.
Figure 1.9 shows that the LTE-A (ARP, TTI = 1ms, PRACH per 1ms) has

latency values between 5 and 7.5 ms, which is a performance far from the
KPI target of 1 ms. The other configurations show improved latency values
highly affected by the request rate. In detail, the numerology of TTI = 1 ms
have relatively low-latency values only for low request volumes, while the nu-
merologies of TTI = 0.5 and 0.25ms have relatively low-latency values for all

Figure 1.9 KPI 2 latency (primary KPI) - second set of simulation results.
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the examined request volumes. Latency values below the KPI target are ob-
served only for the numerologies of TTI = 0.5 and 0.25 ms and for low request
rates.
The aforementioned latency results depict the latency from the UE to the BS

(uplink), while no processing delay was taken into consideration.

1.3.8 Enhanced Radio ResourceManagement (RRM) and MAC
Adaptation for 5G

In 5G networks it is important to proceed to the investigation and development
of technologies that address the well-known challenges of predicted growth in
mobile connections and traffic volume by successfully addressing the lack of
dynamic control acrosswirelessnetwork resources that is leading tounbalanced
spectrum loads and a perceived capacity bottleneck. Resource management
with three degrees of freedomcan be taken into consideration: (i) densification,
(ii) rationalized traffic allocation over heterogeneouswireless technologies, and
(iii) better load balancing across available spectrum bands in licensed, lightly
licensed, and unlicensed spectrum portions. Moreover, the MAC has to be
adapted in order to be able to support the deployment of various 5G services
that call for increased reliability, reduced latency, and higher throughput in
licensed, lightly licensed, and unlicensed bands.
Traffic steering provides operators with the necessary functionality in order

to let them optimize resource utilization, QoS/QoE, and power consumption
of cells and UEs by directing the traffic to the RAT or layer that is the most
appropriate/suitable for a certain type of service. Steering of certain traffic
flows depending on their type and availability of resources will enable devices
to obtain guidance on how to optimally access content in indoor and outdoor
environments. Various factors could be taken into account, including signal
strength, interference levels, availability of RATs and channels, requirements
of certain services (e.g., mission critical, massive access, etc.).
Figure 1.10 shows the actions that are considered for dynamic steering by

taking into account certain prioritization of traffic flows (for the selection of
RATs), load balancing (for the selection of cells), and channel assignment (for
the selection of most appropriate/ suitable channels). Specifically, as depicted
in the figure, reception of low quality from UEs triggers the initialization of
traffic steering. RAT and channel with high load and low quality is identified in
order to seek for solutions.
Furthermore, a prioritization algorithm receives reports on QoS and QoE

fromall UEs. In the case of triggering a lowQoE/QoS, then theRRMmechanism
must begin some procedures to satisfy the UEs requirements. Taking into
account the requested conditions and demands from each UE can then steer
a UE to its more appropriate RAT. Also, a load balancing algorithm focuses
explicitly on achieving a good load balance between cells of the same RAT.
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Figure 1.10 Traffic steering

Thus, based on sensing mechanism, the system is monitoring the loads and
collects, the measurements from all cells of a particular RAT; an overloaded
cell is identified and thenunder loaded cells that are in the vicinity are identified.
An active and eligible UE can then be moved from the overloaded cell to the
under loaded adjacent cell that meets its requirements in order to gradually
arrive at the preferred load balance. In addition to the network load, the user
experience (QoE) is also monitored throughout the sensing mechanism, and
if needed an inter-RAT handover procedure is invoked to move the UE to a
different RAT. Finally, at the time of connection establishment, the decision
mechanismwith the utilization of these algorithms andmechanisms is pursued
to select the right RAT, cell, and channel to be used by the user throughout the
connection.
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Figure 1.11 Dynamic Channel Assignment (DCA), prioritization, and load balancing as
integral parts of traffic steering.

Figure 1.11 illustrates the integral parts of theDynamic Channel Assignment
(DCA); prioritization; load balancing, which have been previously discussed.
Such concepts can be evaluated through system level simulations. Therefore,
it is critically important to develop a system level simulator in a way to make a
flexible, accurate, and efficient simulation of this complex heterogeneous net-
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Figure 1.12 5G main application areas

works with multiple RAT, cells, and channels for 5G networks. Specifically,
it should be possible to support heterogeneous networks consisting of LTE
macrocells (licensed bands), small cells that utilize lightly licensed bands, and
Wi-Fi with unlicensed bands, with BSs and APs densely deployed to provide
users with seamless connectivity and demanded services, and finally, the ra-
dio resource management mechanism that assigns the most appropriate RAT,
cell, and channel based on the requirements of each UE and at the same time
keeping the system as load balanced as much as allowed. The particular sim-
ulator is a proprietary system-level simulation tool that is fully developed in
Java with various capabilities and has been calibrated according to the 3GPP
specifications. It takes into account various parameters such as traffic level,
available infrastructure elements, available channels, and evaluates the various
test cases. The calibration state of the proprietary simulator has been evaluated
against the reference results of the 3GPP LTE calibration campaign [36.814]
[11]. As a result, the cumulative distribution function (CDF) of coupling loss
and downlink SINR have been examined in order to calibrate the tool with
leading operators and vendors such as Nokia, Ericsson, DoCoMo, Huawei, and
Telecom Italia.
The simulators playground is illustrated in Figure 1.12, where multiple

macrocells and small cells were deployed in order to simulate a cellular envi-
ronment as an example. The simulator is capable of creating various scenarios
for sparse to dense and even ultradense deployment of various cells and tech-
nologies.
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1.4 5G Network Management Aspects Enhanced with
Machine Learning

1.4.1 Machine Learning for Service Classification in 5G Networks

A challenge for future wireless communication networks is the satisfaction of
the diverse requirements coming fromheterogeneous services. In 5Gnetworks,
the coexistence of different services like Mobile Broadband (MBB), massive
machine-type communications (MMC), and mission critical communications
(MCC) having various requirements in terms of both capacity and QoS will
constitute a key prerequisite. Hence, one of the main issues that should be
addressed by the 5G management system is the simultaneous provisioning of
these services satisfying the corresponding requirements so as to optimize the
network in order to be resource and energy efficient. A first step toward this
direction is to be able to identify each service type in order to prioritize the
services and be able to allocate efficiently the network resources.
Knowledge of QoS requirements per service flow could be provided by the

higher layers as, for example, assumed in theHSPA and LTE, where sets of QoS
parameters are available for RRM functionalities such as admission control and
packet scheduling decisions. As an example from LTE, each data flow (bearer)
is associated with a QoS profile consisting of the following downlink related
parameters:

• Allocation retention priority (ARP)
• Guaranteed bit rate (GBR)
• QoS class identifier (QCI)

In particular, the QCI includes parameters like the layer-2 packet delay bud-
get and packet loss rate. However, for the cases where detailedQoS parameters
are not made available from the higher layers, the use of novel service classi-
fication techniques should be considered, in which the base stations monitor
the traffic flows to extract more detailed service classification information and
identify the service type providing this information input to packet scheduling
algorithms and other RRM functionalities.
The support of fast and reliable traffic characterization is a necessary step in

order to understand the network resource-usage and to provide differentiated
and high QoS/QoE through prioritization targeting in increasing resource-
usage and energy efficiency. In addition, the service classification process can
interact with new services and procedures provided in 5G networks to support
flexibility and adaptability to traffic variability.
In this section, the use of various machine learning mechanisms for the

service classification problem is described and the performance of different
algorithms is investigated. The considered classification methods reside in
the area of statistical-based classification techniques and they are realized by
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Figure 1.13 Overview of machine learning techniques.

exploiting several flow-level measurements (e.g., traffic volume, packet length,
interpacket arrival time, and so forth) to characterize the traffic of different
services. Then, to perform the actual classification, supervised machine learn-
ing techniques are applied to these measurements. It should be noted that in
contrary to other methods of traffic classification, like payload-based classifi-
cation, which need to analyze the packet payload or need to use deep packet
inspection technologies, statistical-based classification techniques are usually
very lightweight, as they do not access packet payload and can also leverage
information from flow-level monitors.

1.4.2 State-of-the-Art Machine Learning Mechanisms for Traffic
Classification

In the literature, there are a lot of studies that focus on application and service
discrimination based on traffic classification learning techniques as presented
in detail [12], [13], [14]. Various machine learning mechanisms are usually
employed belonging to either unsupervised or supervised machine learning,
as illustrated in Figure 1.13. It should be noted that recently semisupervised
machine learning,mechanisms have also been proposed.However, considering
that the majority of the existing works considers the other two categories, we
focus only on supervised and unsupervised machine learning [15]. In the first
case, clustering algorithms like K-Means, DBSCAN, and Autoclass [16] are
investigated. The objective of these mechanisms is to group flows that have
similar patterns into a set of disjoint clusters. The major advantage of these
schemes is that they do not require a training phase like the supervised ones
but they automatically discover the classes via the identification of specific
patterns in the data set. However, the resulting clusters do not certainly map
1:1 to services as usually the number of clusters is greater than the number of
service types and even in the case of 1:1: mapping, the clusters still need to be
labeled in order to be mapped to the corresponding services.
Regarding the supervised machine learning techniques, which is also the ap-

proach that is analyzed in this section, there are various classification schemes
that have been proposed for the traffic classification problem like Nave Bayes,
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Decision trees, Random forests, and others [17]. Authors in Reference [18]
present the Bayesian classification techniques that use the naive Bayes ap-
proach. During the training phase, flow parameters are used to train the clas-
sifier and create a group of services. Then, when new flows arrive, they are
subjected to probabilistic class assignment by calculating their probabilities of
class membership and assigned to that class to which maximum probability is
attained.
In addition, statistical fingerprint-based classification techniques as pre-

sented in Reference [19] classify traffic based on a set of preselected parameters
(e.g., packet size, interarrival time). During the training phase, a data set of
flows from each service are used in order to analyze the data set and create
the service fingerprint. This fingerprint is usually a PDF (probabilistic density
function) vector used to identify the service. During the classificationphase, the
algorithm checks the behavior of a flow against the available set of PDF vectors.
Also, support vector machine (SVM) techniques, first proposed in Reference
[20], are binary supervised classification algorithms that transform a nonlinear
classification problem in a linear one, by means of what is called a kernel trick.
Furthermore, artificial neural networks (NNs) consist of a collection of pro-

cessing elements that are highly interconnected and transform a set of inputs
to a set of desired outputs that is inspired by the way biological nervous sys-
tems works. In Reference [21], authors proposed a NN, in which a multilayer
perception classification network is used for assigning probabilities to flows.
A set of flow features are used as input to the first layer of network, while the
output classifies flow into a set of traffic classes by calculating the probability
density function of class membership. Also, decision tree algorithms, which are
mentioned in Reference [22], represent a completely orthogonal approach to
the classification problem, using a tree structure to map the observation input
to a classification outcome. In these supervised classification algorithms, the
data set is learnt and modeled, therefore, whenever a new data item is given for
classification, it will be classified according to the previous data set. The prob-
lemofML data set validation is discussed in Reference [23] that highlights three
training issues that should be considered inML classification. These issues refer
to the algorithm’s impact when training and testing data sets are collected from
same/different network, when the real online traffic classes of the training data
set are not presented, and finally the impact of the geographic place where the
network traffic is captured. Real Internet traffic data sets collected from a cam-
pus network are used to study the traffic features and classification accuracy
for each validation training issue, demonstrating the impact of each issue.

1.4.3 Classification Approach and Evaluation Metrics

In this section, the problem of service classification is investigated employing
a set of different classification mechanisms that belong to the supervised ma-
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Figure 1.14 Proposed mechanism for the service classification process.

chine learning category. Before presenting the performance evaluation of each
mechanism, the algorithmic procedure that has been followed is described and
each step is explained in detail.
Figure 1.14 presents the algorithmic procedure that is followed for the clas-

sification mechanism. As can be seen, the first step refers to the collection of
a number of traces from different services. For the considered simulation sce-
nario, three service types are considered referring to MCC, MMC, and MBB
communication while other services (like broadcast/multicast services) will
also be considered in the future. The different traces of each service have been
generated using specific traffic models.More specifically, the generation of dif-
ferent types of MCC/MMC traffic was following the traffic models presented
in 802.16p [24], while for the generation of MBB traffic, video streaming traffic
(YouTube) that follows the traffic models presented in Ref. [25] is assumed.
The second step refers to the statistical processing of these traces in or-

der to separate them in flows. In particular, a flow is considered as a series
of packets transmissions that have the same source and destination and for
which the interarrival time is below a specific threshold. After this processing,
a number of features for each flow is generated, including interarrival time
statistics (mean value, standard deviation), packet size statistics (total value,
mean/max/min value, standard deviation), and other flow characteristics like
total number of packets, source, destination, and flow direction. Subsequently,
some feature engineering tasks are performed before proceeding to the main
classification mechanism. These tasks include the selection of the most rep-
resentative features, the transformation of categorical features into numerical
values, the normalization of features values and other tasks that guarantee a
high data quality (e.g., replace missing values). Then, the implementation of
machine learning mechanism follows including two main phases: the training
phase and the cross-validation phase. It should be noted that stratification is
applied in this case in order to randomly sample the flow data set in such a way
that each service type is properly represented in both training and testing data
sets.
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Figure 1.15 Confusionmatrix of the service classification problem.

For the simulation scenario, a splitting of 70–30% for training and testing
sets has been considered. Obviously, for the training set, the label service type
of each flow is considered as known whereas for the testing set, this label is
considered as unknown and each flow is labeled using the classifier model. The
outcome of the proposedmechanism is a classifiermodel that can be employed
in unknown flows in order to recognize them and label them in an accurate
way.
To evaluate the performance of the classification mechanisms, various met-

rics have been defined and can be used in the train/test sets to select the most
adequatemechanism for the specific problem.To illustrate the relationship be-
tween the different evaluationmetrics, a very useful tool that provides a holistic
view of each algorithm’s performance is the confusion matrix. The confusion
matrix is actually a two-dimensional matrix, in which the horizontal axis rep-
resents the predicted class (outcome of the algorithm) whereas the vertical axis
represents the true class. In Figure 1.15, the confusionmatrix for the considered
classification problem is presented, where FP, TP, FN, and TN stand for false
positives, true positives, false negatives, and true negatives, respectively, and
they are defined as follows:

• FP: The percentage of other services flow that are incorrectly classified as
MMC service.

• TP: The percentage of MMC services flow that are correctly classified as
MMC service.

• FN: The percentage of MMC services flow that are incorrectly classified as
other services.

• TN: The percentage of other services flow that are correctly classified as
other services.

Some of the most common evaluation metrics used for classification prob-
lems are the accuracy metric, the precision, the recall, and the F1 score. More
specifically, these are defined as follows:

• Accuracy is defined as the percentage of correct predictions to the total
number of predictions and is given by

(TP + TN)
(TP + FP + TN + FN)

.
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• Precision is defined as the percentage of the instances that were correctly
predicted as belonging in a class among all the instances that were classified
as belonging in this class and is given by

TP
(TP + FP)

.

• Recall is defined as the percentage of the instances of a specific class
that were correctly classified as belonging to this class and is given
by

TP
(TP + FP)

.

• F1 score is defined as the harmonic mean of the precision and recall and is
given by

2 × Precision × Recall
(Precision + Recall)

.

• To be able to choose the best mechanism for a classification problem, the
investigation of a single metric, like accuracy, is not always enough as the
misclassification of a specific class instances may be more important than
the correct classification of others. For this reason, other evaluation metrics
have also to be applied to make the most appropriate choice depending on
the problem’s characteristics.

1.4.4 Evaluation Performance of Classification Mechanisms

In the considered simulation scenario, the performance of a set of different
machine learning mechanisms has been investigated, including base classifiers
such as naive Bayes classifier, support vectormachines, tree classifier, k-nearest
neighbor classifier, logistic regression as well as ensemble-based classifiers like
random forest classifier. The goal of ensemble methods is to combine the
predictions of several base estimators built with a given learning algorithm
in order to improve generalizability and robustness over a single classifier.
Usually, two families of ensemble methods are distinguished: the averaging
methods (e.g., random forests [26]) in which several classifiers are developed
independently and then the average of their predictions is used, and theboosting
methods (e.g., AdaBoost– Adaptive Boosting) where base classifiers are built
sequentially and one tries to reduce the bias of the combined estimator. To
be able to compare the various machine learning mechanisms, in Table 1.4,
the accuracy metric of each algorithm is presented, where a Dump classifier
that classifies all the flows as type 0 (MMC service) is also considered resulting
in 0.512 accuracy. From this table, it can be seen that Decision tree and the
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Table 1.4 Accuracy score for each classificationmechanism.

Classification Mechanism Accuracy

Naive Bayers 0.808
Support vector machine 0.662
Decision tree 0.976
k-nearest neighbor classifier 0.952
Logistic regression 0.685
Random forest classifier 0.988

Random Forest algorithms lead to the highest accuracy values, outperforming
the other machine learning algorithms.
However, to provide a more complete view of each classifiers performance,

the corresponding confusion matrices are illustrated in Figure 1.16. The hor-
izontal axis of this matrix represents the predicted class whereas the vertical
axis represents the true class. It should be noted that Class 0, Class 1, and Class
2 refer to MMC, MCC, and MBB service types, respectively. In the consid-
ered scenario, considering that it is desired to eliminate the possibility that a
MCC service is misclassified as another service type, the optimal model should
have high values of recall whereas high accuracy values for the case of MMC
and MBB services are required. The results of confusion matrix show that the
Decision Tree and the Random Forest algorithms result in extremely good re-
sults as they misclassify only a few flows, also resulting in high values of recall
and precision, as can be seen in Figure 1.17. Therefore, these two classification
mechanisms can be selected for further consideration for the problemof service
classification.
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Figure 1.16 Confusionmatrices of different classifiers.
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Figure 1.17 Evaluationmetrics for selected classificationmechanisms.

1.5 Conclusion

5G is the next frontier of innovation for entire mobile industry. Consequently,
the three major objectives for 5G are support of massive capacity and massive
connectivity; support for an increasingly diverse set of services, applications,
and users; and in addition flexible and efficient use of all available noncontigu-
ous spectrum for widely different network deployment scenarios. Framed in
this context, this chapter elaborated on the status and challenges in hardware/
software development and in 5Gwireless communications by focusing onphys-
ical layer,MAC, and RRM.Also, the benefits ofmachine learning in 5Gnetwork
management were discussed. By taking into account the diversity of infrastruc-
ture, radio resources, and services that will be available in 5G, an adaptive net-
work solution frameworkwill become a necessity. Breakthrough developments
in several RAN technologies will be required for realizing novel, 5G solutions.
Such technologies include, among others, multiple access and advanced wave-
form technologies combined with coding and modulation algorithms, massive
access protocols,massive MIMO, and virtualized and cloud-based radio access
infrastructure.
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