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Control of Type I Error Rates for Oncology Biomarker
Discovery with High-Throughput Platforms
Jeffrey Miecznikowski, Dan Wang, and Song Liu

1.1
Brief Summary

This chapter provides an overview of the genetic and proteomic high-throughput
platforms and the statistical methods used to evaluate molecular biomarkers for
cancer diagnosis. Commonly, these experimental platforms are used in cancer
diagnosis where the biomarkers can be used to determine cancer subtypes and
thus potential treatments. Because of the large amount of data from these plat-
forms, accurate testing methods are necessary. In this chapter, we highlight the
statistical methods used to evaluate each potential biomarker and limit the number
of false positives under a specific error rate.

1.2
Introduction

Since the invention of microarray technology and related high-throughput techno-
logies, researchers have been able to compile large amount of information. This
amount of information enables researchers to uncover potentially new targets for
therapies or to enhance our knowledge of biological systems. These high-through-
put platforms have become commonly used experimental platforms in the biologi-
cal realm [1]. A high-throughput platform is designed to measure large numbers
(thousands or millions) of signatures in a biological organism at a given time point.
These platforms are a function of the postgenomic era and are often used to deter-
mine how genomic expression is regulated or involved in biological processes.
These platforms often use hybridization and sequence-based technologies such as
gene expression microarrays and RNA-Seq platforms.
Specifically, these platforms and technologies have revolutionized the way

researchers study cancer, especially with regard to diagnosis and prognosis. Cur-
rent cancer classification consists of more than 200 subtypes of cancer [2]. In order
to receive the most appropriate therapy, the clinician must identify as accurately as
possible the cancer subtype, stage, and/or grade. Clinicians commonly use
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morphologic characteristics of biopsy specimens but “it gives very limited informa-
tion and clearly misses much important tumor aspects such as rate of proliferation,
capacity for invasion and metastases, and development of resistance mechanisms
to certain treatment agents” [3]. Therefore, in order to improve these classification
methods, new molecular diagnostic methods are needed. Thus, the huge amount
of molecular information that can be extracted and integrated to find common pat-
terns is a major advantage of these high-throughput platforms. These new technol-
ogies will allow researchers to enhance cancer diagnostics by (1) classifying tumor
samples into known and new taxonomic categories, (2) discovering new diagnostic
and therapeutic markers, and (3) identifying new subtypes that correlate with treat-
ment outcome.
The design of high-throughput platforms, the cost of high-throughput platforms,

and the amount of information received from these platforms necessitate the need
for statisticians to be involved in the analysis of these experiments. Often the statis-
tician’s primary task determines the genomic/proteomic regions of interest for fur-
ther interrogation, verification, or validation. These regions of interest should be
regions of the genome or proteome that are statistically significantly correlated
with the outcome of interest, for example, survival, drug response, cancer subtype,
and so on. With these large numbers of tests, reporting significance based on uni-
variate p-values less than 0.05 leads to a large number of false positives. Besides
limiting the number of false positives, another challenge in developing valid high-
throughput-derived biomarkers is obtaining large enough datasets with sufficient
patient follow-up time [4, 5]. Hence, in light of these concerns the concept of statis-
tical significance has been re-evaluated over the last 20 years, most notably with the
study of the false discovery rate (FDR) in [6]. Namely, multiple testing procedures
have been greatly studied and refined in order to control a suitable Type I error in
these experiments. The goal of these modern statistical procedures is to limit the
number of false positive probes or genes that proceed to the validation phase of
these experiments.
This chapter is designed to study some of the high-throughput technologies that

are employed in these experiments and the Type I error methods to control the
results. In the remaining sections, this chapter outlines the high-throughput plat-
forms for cancer diagnosis and the statistical methods to obtain a univariate mea-
sure of significance for each gene/protein/probe. Each chapter subsection also
contains a hypothetical cancer experiment that would employ the described statisti-
cal technique. The chapter concludes by outlining methods that use the univariate
p-values to control multiple testing based Type I errors for these experiments.
Finally, the chapter concludes with a conclusion and perspective for future work.

1.3
High-Throughput Platforms

In the following subsections, we outline several of the common high-throughput
platforms used in experiments designed for cancer diagnosis. These platforms
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were chosen to illustrate the diversity of platforms available for interrogating deoxy-
ribonucleic acid (DNA), ribonucleic acid (RNA), or proteins.

1.3.1
Gene Expression Arrays

The human genome consists of DNA sequences located within the nucleus of each
cell. Specific DNA sequences are copied (transcribed) into messenger RNA
(mRNA). These mRNA copies transition from the nucleus to the cytoplasm of the
cell in order for the corresponding sequence to be used in manufacturing various
protein molecules.
Genetic microarray technology makes use of this process [7–9]. Generally speak-

ing, there are two types of microarray technology: two-dye spotted pin technology
and Affymetrix technology. In the two-dye spotted pin technology, target comple-
mentary DNA (cDNA) elements are laid out on a microscopic glass slide and are
probed with dye-labeled samples. The target cDNA elements generated in advance
are physically arrayed in a two-dimensional grid on a chemically modified glass
slide. Then for the two-dye spotted method, equal amounts of two purified mRNA
samples are separately reverse transcribed using primer sets labeled with two dif-
ferent fluorescent dyes. The two resulting dye-labeled samples are used as probes
in a competitive hybridization reaction with the target elements on the chip. After
hybridization, a laser scanner generates two images of the chip at the wavelengths
of light corresponding to each sample for each spot on the chip. References [10, 11]
discuss these chips further and the preprocessing and analysis methods used on
the images that create the microarray data.
Affymetrix gene expression microarrays represent the other major type of gene

expression microarray technologies. The Affymetrix DNA microarrays, called
“GeneChips” according to the Affymetrix trademark, are generated using semi-
conductor and photolithography manufacturing techniques. The major distinction
between Affymetrix and spotting techniques is that multiple short probes (20–40
base pairs) are used to measure gene expression levels. For this reason, preprocess-
ing methods are critical for this chip. A thorough outline of these methods are
available in [10] with a comparison of the various techniques provided in [12].
Regardless of the type of gene expression microarray employed after preprocessing,
the array experiment will result in an intensity level for a given probe/subject that
reflects the amount of expression for that given probe/subject.
Both types of gene expression arrays are commonly employed to study cancer

diagnosis such as in [13–17] and cancer prognosis such as in [18–22].

1.3.2
RNA-Seq

Recently, RNA-Seq has emerged as a powerful new technology for transcriptome
analysis [23]. A typical RNA-Seq experiment takes a sample of purified RNA, has it
sheared, converted to cDNA and sequenced on a massively parallel sequencer, such
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as the Genome Analyzer (or HiSeq) from Illumina Inc, SOLiD from Life Technolo-
gies Inc, or 454 from Roche Inc. This process generates short (e.g., 75 bp) reads
taken from either one end of both ends of each cDNA fragment. Depending on the
sequencing depth, the number of sequenced short reads per sample could range
from around 10 to 100 millions. By mapping millions of RNA-Seq reads to individ-
ual genes’ transcripts, one can estimate the overall mRNA abundance and detect
differentially expressed genes. Unlike gene expression microarrays that rely on
prior probe design and existing transcript annotations, RNA-Seq can be used to
analyze any gene and any transcriptome. Applications to cancer studies can be
found in [24, 25]. The development of analytic methods to process and analyze the
RNA-Seq data is an active area of ongoing research [26].

1.3.3
DNA Methylation Arrays

As a major epigenetic modification, DNA methylation plays a vital role in transcrip-
tional regulation and chromatin remodeling. The aberration of DNA methylation
profile has been associated with many human diseases including cancer [27]. Use
of DNA methylation microarray is a popular approach in studies to characterize the
epigenetic landscape of human cells [28].
Three widely used commercial platforms to perform methylation profiling are

the GoldenGate Methylation Beadarray, Infinium HumanMethylation27 BeadChip,
and Infinium HumanMethylation450 BeadChip provided by Illumina Inc. The first
two arrays quantitatively target 1505 cytosine-phosphate-guanine (CpG) loci cover-
ing around 800 genes and 27,578 CpG sites targeting around 14,000 genes, respec-
tively, while the last one covers 99% of RefSeq genes and 96% of CpG islands
within the human genome. For each targeted locus, the raw fluorescent signals
from both methylated (Cy5) and unmethylated (Cy3) alleles are extracted to create
the average methylation (b) value derived from multiple replicate methylation mea-
surements. The resulted methylation level (b value) for each locus ranges between
zero and one. Zero indicates absent methylation and one indicates complete
methylation. Since their release, many analytic methods have been developed to
process and analyze the Illumina DNA methylation array data [29].

1.3.4
Mass Spectrometry Platforms

Mass spectrometry is an analytic tool used to identify proteins, where the associated
instrument (a mass spectrometer) measures the masses of molecules converted into
ions via the mass-to-charge (m/z) ratio. This technology can be used to profile pro-
tein markers from tissue or bodily fluids, such as serum or plasma in order to com-
pare biological samples from different patients or different conditions. Matrix-
assisted laser desorption and ionization – time-of-flight (MALDI-TOF) is a popular
tool used by scientists, where a metal plate with the matrix containing the sample is
placed into a vacuum chamber that is excited by a laser, causing the protein
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molecules to travel (or “fly”) through the tube until they strike a detector that records
the time-of-flight for the various proteins under study; surface-enhanced laser
desorption and ionization – time-of-flight (SELDI-TOF) is an analog of MALDI-TOF.
The interested reader is referred to [30] for discussion regarding the experimental
design that creates the data, and elaboration on the MALDI and SELDI constructs.
The resulting data are spectral functions containing the m/z ratio and associated
intensity, where the peaks in the spectral plots correspond to proteins (or peptides)
present in the sample. These procedures generate large amounts of spectral data and
can detect protein differential expression and modification in different treatment
groups. Noisy data, however, can lead to a high rate of false positive peak identifica-
tion. This is particularly an issue when working to establish an unbiased, automated
approach to detect protein changes, particularly in low abundance proteins. Never-
theless, various mass spectrometry platforms have been used in experiments
describing cancer diagnosis such as in [31–33] where pitfalls and concerns with
these platforms in cancer diagnosis are noted in [34, 35].

1.3.5
aCGH Arrays

Array-based Comparative Genomic Hybridization (aCGH) technology is similar to
cDNA arrays and is an extension from conventional CGH that is used to identify
and quantify DNA copy number changes across the genome in a single experi-
ment [36]. The advantages of aCGH include high-resolution and high-throughput
measurement capability allowing for more quantitative analysis of the genomic
aberrations.
In BAC aCGH arrays, the probes corresponding to locations on a genome are

cloned (grown) in a bacterial culture and then arrayed to a glass slide. BAC aCGH
technology can be employed to discover markers in diseases as in [37–40] and for
detecting genomic imbalances in cancers as described in [41–51]. In BAC aCGH
studies, the markers for cancer are often discovered by comparing the signal at a
given chromosome loci between the tumor sample and a control sample. Specifi-
cally, researchers often examine the logarithm (base 2) of the ratio of the tumor
sample to the control sample (log T/C). Some of the normalization methods for
this logarithmic ratio are described in [53]. This normalized ratio will allow
researchers to determine the presence of an imbalance in copy number for a given
marker between the tumor sample (T) and the control sample (C).

1.3.6
Preprocessing HT Platforms

In short, preprocessing algorithms are required in nearly all high-throughput
experiments (see, for example, [52]). This is due to the fact that high-throughput
platforms measure both biological signal and technical signal. Therefore, the goal
of preprocessing algorithms is to remove the technical signal. This technical signal
can be considered in terms of background correction and normalization to adjust
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across experiments. Often these preprocessing techniques are specific to the plat-
form employed (see, for example, [53]). For these reasons, we will not cover all of
the preprocessing methods available.
However, to give the reader a feel for preprocessing methods, we discuss quan-

tile normalization, a technique that has been applied and adopted in several differ-
ent high-throughput platforms [54]. A nice feature of quantile normalization is that
it does not require the construction of (non) linear models to describe the experi-
mental system. As each experimental unit (e.g., mouse, patient, cell line, or
sample) will be measured via the proposed high-throughput platform, a (genetic)
profile for this experimental unit will be obtained. In quantile normalization, we
impose the same empirical distribution of the high-throughput intensity for each
profile (e.g., the profile for each experimental unit will have the same quartiles,
median, etc.). The algorithm proposed in [54] is designed so that all profiles are
matched (aligned) with the empirical distribution of the averaged sample profiles.

1.4
Analysis of Experiments

After preprocessing the experiment, we ultimately obtain a N �M summary
matrix, X ¼ ðxnmÞ, where xnm denotes the normalized measure of probe (gene/
protein) m in sample n. This data matrix will be used for subsequent statistical
analysis. This data matrix can be interpreted as a collection ofM explanatory vectors
each of length n. In our setting, we assume that the researcher is interested in
examining which of theM vectors are correlated with the outcome vector of interest
Y. Since each of the M vectors represents a gene/protein or, generally speaking a
“probe” we can consider this analysis as a “probe by probe” analysis where each
probe represents a potential biomarker.
For each of the following subsections, we assume that each column in our X

matrix corresponds to a biomarker under consideration. Our goal in the following
subsections is to assign a p-value measuring the correlation between the biomarker
and the outcome of interest. The outcome of interest is denoted by Y and contains a
value for each sample in the matrix X. The outcome of interest can be of several
forms, (1) continuous (or nearly continuous) variable, for example, size of tumor,
(2) categorical for example, healthy versus disease, or (3) censored continuous varia-
ble, for example, survival times, or time to recurrence. In the following subsections,
we outline the analysis for each outcome variable setting and provide a cancer-related
hypothetical experiment suitable for statistical analysis via the proposed methods.

1.4.1
Linear Regression

In a linear regression setting for discovering high-throughput biomarkers, our goal
is to determine which biomarkers are significantly correlated with our outcome of
interest which, for this section, is assumed to be suitably continuous. Examples of
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continuous outcomes in biomarker discovery may include drug level concentra-
tions, white blood cell count, marker staining percentage, and tumor size. The
remainder of this section first introduces the simple linear regression model, and
later addresses the multivariate regression model designed to assess the correlation
between our markers and the continuous outcome of interest.

1.4.1.1 Simple Linear Regression

& Example 1.1

An experiment is conducted to study the correlation between gene expres-
sion and tumor size (a surrogate measure for the extent of disease) in breast
cancer patients at the time of diagnosis. To that end, we obtain breast cancer
tumor samples from a random cohort of patients recently diagnosed with
breast cancer. These tumor samples are processed to obtain mRNA and are
interrogated with a gene expression array to obtain the expression level for
set of genes. The outcome of interest is the tumor size. We would like to
know which genes are significantly associated with the tumor size and
which are not.

In a simple linear regression, we consider only a single biomarker, which is con-
sidered a predictor or explanatory variable for the outcome or response variable Y.
In a simple linear regression with N observations, the model is stated as

Yi ¼ b0 þ b1Xi þ ei; i ¼ 1; 2; 3; . . . ;N ð1:1Þ
where Yi is the outcome for the ith sample, b0; b1 are (unknown) parameters and
Xi is the value of the biomarker (probe) for the ith sample. In this model, we
assume that the error terms ei are independent with a constant (unknown) variance
s2. In a simple linear regression, we can estimate our unknown parameters, b0, b1,
s2, using least squares estimators. In a least squares estimation, our goal is to
determine values for the parameters that minimize our error in the fitted model.
For the pairs of observations ðXi;YiÞ, we consider the deviation of Yi from its fitted
value from the linear regression by examining the deviation (DEV) defined as

DEVi ¼ Yi � ðb0 þ b1XiÞ: ð1:2Þ
With the definition of deviation capturing our concept of “error,” the goal in the

least squares estimation is to minimize the sum of the squared deviations:

Q ¼
XN
i¼1

Yi � ðb0 þ b1XiÞð Þ2 ¼
XN
i¼1

DEV2
i : ð1:3Þ

As shown in [55], the following formulas yield the point estimators b0 and b1 for
b0 and b1, respectively, that minimize Q,

b1 ¼
PðXi � XÞðYi � YÞP ðXi � XÞ2 ; b0 ¼ Y � b1X : ð1:4Þ
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Note that X and Y are the sample means of the Xi and the Yi observations,
respectively. A commonly used estimator for s2 is given by the mean squared error
(MSE):

MSE ¼
P ðYi � ðb0 þ b1XiÞÞ2

N � 2
¼

P
DEV2

i

N � 2
: ð1:5Þ

In order to measure the significance of the correlation between the predictor
and response, we need to make an assumption about the form of the distribu-
tion of ei. We assume that the error terms ei are independently normally distrib-
uted with mean 0 and variance s2 (denoted by Nð0; s2Þ). With this assumption,
we have the ability to assess the significance of b1, or, in other words, ask the
question, “Is b1 significantly different from 0?” Specifically, the hypothesis test
of interest is stated as

H0 : b1 ¼ 0
H1 : b1 6¼ 0

: ð1:6Þ

In short, hypothesis testing allows researchers to make decisions between two
hypotheses, based on observed data. An introduction to statistical hypothesis test-
ing is provided [56, 57] with more advanced treatments in [58, 59].
In order to evaluate our test in (1.6), we need to derive a test statistic and its

distribution under the null hypothesis. For our point estimator b1 in (1.4), it can be
shown (as in [55]) that, under the null hypothesis, b1 is normally distributed with
mean 0 and variance given by

s2ðb1Þ ¼ s2P ðXi � XÞ2 ; ð1:7Þ

where s2ðb1Þ denotes the variance of b1. As mentioned earlier, s2 is unknown, but
MSE is a commonly used estimator for s2. Hence, our estimator for s2ðb1Þ in (1.7)
can be expressed as

s2ðb1Þ ¼ MSEP ðXi � �X Þ2 ; ð1:8Þ

where MSE is given in (1.5). Since b1 is normally distributed, we have that the stan-
dard statistic ðb1 � b1Þ=sðb1Þ is a standard normal variable. Using our estimator
in (1.8) for s2ðb1Þ, our test statistic Z can be given as

Z ¼ b1
sðb1Þ : ð1:9Þ

Note that under the null distribution Z follows a t distribution with N � 2
degrees of freedom (denoted by Z � tN�2).
Once obtaining the test statistic and its distribution under the null hypothe-

sis, we can obtain the p-value: a value indicating the probability of obtaining a
test statistic at least as extreme as the observed statistic under the assumption
that the null hypothesis is true. See [56, 58, 60] for a more thorough discus-
sion of p-values. For our biomarker X, using the statistic in (1.9), we can
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calculate a (univariate) p-value for the test in (1.6) by the following:

p-value ¼ 2Kð�jZjÞ ð1:10Þ
where K denotes the cumulative distribution function (CDF) for the t distribution
with N � 2 degrees of freedom. This p-value is univariate in the sense that it refers
to the level of significance for a single biomarker. The univariate p-value in (1.10)
does not address the significance in light of testing M possible biomarkers (see
Section 1.5). Nevertheless by using (1.10), we can compute a M length vector con-
sisting of p-values for each of the biomarkers under consideration.

1.4.1.2 Multiple Regression

& Example 1.2: Continued from Example 1.1

To further our analysis of the genes associated with tumor size, we would
like to adjust for patient age. That is, the experimenters are interested in
which genes are significantly associated with tumor size after adjusting for
the patient’s age. In this experiment patient age acts as another explanatory
variable.

Multiple regression represents an extension of the ideas developed in Sec-
tion 1.4.1.1. In a multiple regression, we include multiple predictor variables in the
model to explain the response variable. This setting is useful to evaluate potential
biomarkers in light of other variables, for example patient age or patient race. For
example with two predictor variables, for example, two biomarkers, X 1 and X 2 the
first-order multiple regression model is given by

Yi ¼ b0 þ b1Xi1 þ b2Xi2 þ ei: ð1:11Þ
The model in (1.11) is first order in the sense that each variable is included in the

model, but there is no interaction variable X 1 � X 2 included in the model. Follow-
ing the methodology in (1.1) and (1.11), we can generalize our regression model for
m variables X 1;X2;X 3; . . . ;Xm as

Yi ¼ b0 þ b1Xi1 þ b2Xi2 þ b3Xi3 þ � � � þ bmXim þ ei: ð1:12Þ
Following similar methodology outlined in Section 1.4.1.1, we can formally test

the significance of variable Xj using likelihood or least squares methods to estimate
our parameters in (1.11) and (1.12), see [55, 61, 62].

1.4.2
Logistic Regression (Y Discrete)

& Example 1.3

Bladder cancer clinicians are interested in proteomic biomarkers associated
with the two major subtypes of bladder cancer. This information will further
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improve the ability of clinicians to diagnose and classify bladder cancer
patients. Hence, a mass spectrometry experiment is performed to analyze
the proteome in a set of bladder cancer tumors from a cohort of the papillary
transitional cell carcinoma subtype and a cohort of the nonpapillary transi-
tional cell carcinoma subtype. The experimenters are interested in proteins
that are differentially expressed between the two bladder cancer subtypes.

In this setting, we assume that Y is a binary (two categories) random variable. For
example, Ymay denote healthy or disease subjects. Note, it is outside the scope of
this chapter to fully explore regression settings where Y consists of more than two
categories. Hence, for the remainder of this section, we code our bivariate outcome
variable Y as 0 or 1. Using a logistic regression model, and a single predictor varia-
ble X we can model our outcome as follows:

EðYÞ ¼ expðb0 þ b1XÞ
1þ expðb0 þ b1XÞ

; ð1:13Þ

where Eð Þ represents the expected value function and expðÞ represents the expo-
nential function. Similar to the regression models, we can use likelihood methods
or least squares methods to obtain b0; b1 estimators of b0; b1. Note unfortunately,
closed form solutions for b0; b1 do not exist and so computer intensive numerical
search procedures such as those employed in R (see [63]) and SAS1 software are
necessary.
Once we have determined estimates for b0 and b1 as b0 and b1, respectively, our

goal is to test the same hypothesis as in (1.6). Unfortunately, our statistic and ulti-
mately, calculating the p-value in this setting is not as straightforward as in linear
regression. A common test for b1 in the logistic regression setting is the likelihood
ratio test [56–58]. In short, we compute the partial deviance representing the deviance
between the model containing b1 and the model where b1 ¼ 0. Before defining par-
tial deviance, we define deviance (DEV) for the logistic regression model in (1.13) as

DEV ¼ �2
XN
i¼1

YilogðŶ i þ ð1� YiÞlogð1� Ŷ iÞ
� �

; ð1:14Þ

where Ŷ i is the fitted value for sample i in the logistic regression model. The fitted
value Ŷ i is obtained by using b0 and b1 in place of b0 and b1 in (1.13). Thus, we can
define the partial deviance (PD) as the difference between the deviance (calculated
in (1.14)) for a model containing b1 (as in (1.13)) and the deviance for a model where
b1 ¼ 0. Under the null hypothesis in (1.6), we have (asymptotically) that PD follows a
chi-squared distribution with 1 degree of freedom. Thus, we can obtain a p-value
measuring the significance of b1 as

p-value ¼ 1� GðPDÞ; ð1:15Þ
where G represents the CDF for a chi-squared distribution with 1 degree of freedom.
Thus, for a bivariate outcome, we can use (1.15) to obtain a p-value for each biomarker
under consideration.

12j 1 Control of Type I Error Rates for Oncology Biomarker Discovery with High-Throughput Platforms



1.4.2.1 Multiple Logistic Regression

& Example 1.4: Continued from Example 1.3

Researchers have determined that cigarette smoking plays a role in bladder
cancer. Hence, the researchers would like to know the proteins associated
with bladder cancer subtype after adjusting for smoking pack years – a mea-
sure quantifying the amount of cigarette smoking for each patient. In this
example, smoking pack years acts as an additional explanatory variable.

Similar to the multiple linear regression model, we can generalize our model
in (1.13) for m biomarkers as follows:

EðYÞ ¼ expðb0 þ b1X1 þ b2X 2 þ � � � þ bmXmÞ
1þ expðb0 þ b1X 1 þ b2X2 þ � � � þ bmXmÞ : ð1:16Þ

Similarly, we can test for the significance of bj using analogs of (1.14) and (1.15)
where asymptotically the statistic follows a chi-squared distribution with 1 degree
of freedom under the null hypothesis.
The simple and multiple logistic regression models can be extended to situations

where the outcome variable has more than two groups or levels (polychotomous).
Treatment for these situations can be found in [64–66].

1.4.3
Survival Modeling

Survival analysis is commonly performed in biomarker testing within oncology
research. Prognostic or predictive biomarkers, by design, are meant to explain the
patients overall cancer outcome or the effect of a therapeutic intervention. Com-
monly the outcome or effect studied in these situations is the survival time, time to
recurrence, or time to disease progression. In all three situations, this variable is
considered right censored where the event is observed only if it occurs prior to
some prespecified time. For example, patients may be followed with events
recorded for up to five years. The amount of follow up time should be a balance
based on the number of expected events and the resources required to follow the
patients over that time frame.
The following texts provide thorough treatments for survival analysis [67–69].

Our goal in this section will be to introduce the Kaplan–Meier estimator as a
method to, ultimately, test and obtain a p-values representing the significance of a
biomarker in assessing time to event data.

1.4.3.1 Kaplan–Meier Analysis

& Example 1.5

Researchers are interested in what DNA copy number changes are associ-
ated with shorter survival in ovarian cancer patients. To study this question,
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researchers analyze a set of ovarian cancer tumors using aCGH technology.
Each patient in this study has been followed for at least 5 years with their
survival times documented. The goal is to determine copy number imbalan-
ces that are significantly associated with shorter survival. To this end, in each
sample, the aCGH-derived data for each probe or location on the genome is
dichotomized into either normal copy number or copy number imbalance.
This dichotomized data is examined to determine what regions are signifi-
cantly correlated with patient survival.

In a survival analysis setting, we define SðtÞ to be the probability that an experi-
mental unit from a given population will have a lifetime exceeding t. That is, for a
random variable T representing the lifetime of the experimental unit, we have

SðtÞ ¼ PrðT > tÞ; ð1:17Þ
where Prð Þ denotes probability. Related to the survival function, we define the haz-
ard function, denoted by hðtÞ, as the event rate at time t, conditional on survival
until time t or later. Mathematically, when T is a continuous random variable, we
have

hðtÞ ¼ �d log SðtÞ=dt: ð1:18Þ
For a sample from this population of size N let the observed times until an event

of N sample members be given as follows:

t1 � t2 � t3 � � � � tN : ð1:19Þ
Corresponding to each ti is ni – the number of patients at risk just prior to time ti

and di – the number of events at time ti. With this notation we define the Kaplan–
Meier estimator designed to estimate the survival function SðtÞ for a random varia-
ble T as

ŜðtÞ ¼
Y
ti<t

ni � di
ni

; ð1:20Þ

where P represents the product operator [70]. In a simple bivariate biomarker set-
ting, we can use (1.20) to estimate the survival function for each population of the
biomarker under consideration. For the remainder of this section, we assume that
our biomarkers under consideration have two levels (e.g., low/high or expres-
sed/unexpressed) or two groups.
To assess the correlation of our biomarker with survival, we can use a log-

rank test to compare the survival distribution of two sample populations corre-
sponding to the two levels of our biomarker. This test was first proposed by
Mantel [71].
The logrank test statistic is designed to compare estimates of the hazard func-

tions of the two groups at each observed event time. The statistic computes the
observed and expected number of events in one of the groups at each observed
event time and then adds these to obtain an overall summary across all time points
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where there is an event. In this way we test the following hypotheses,

H0 : S1ðtÞ ¼ S2ðtÞ
H1 : S1ðtÞ 6¼ S2ðtÞ ; ð1:21Þ

where S1ðtÞ and S2ðtÞ denote the survival functions for group 1 and group 2, respec-
tively. Let j ¼ 1; . . . ; J be the distinct times of observed events in the either group.
For each time j, let N1j and N2j be the number of subjects at risk (have not yet had
an event or been censored) at the start of period j in the groups, respectively. Let
Nj ¼ N1j þ N2j. Let O1j and O2j be the observed number of events in the groups
respectively at time j, and define Oj ¼ O1j þO2j.
Given that Oj events happened across both groups at time j, under the null

hypothesis (of the two groups having identical survival and hazard functions) O1j

has the hypergeometric distribution with parameters Nj;N1j, and Oj. This distribu-

tion has expected value E1j ¼ Oj
N1j

Nj
and variance Vj ¼ OjðN1j=NjÞð1�N1j=NjÞðNj �OjÞ

Nj�1 . The

logrank statistic compares each O1j to its expectation E1j under the null hypothesis
and is defined as

Z ¼
PJ

j¼1ðO1j � E1jÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPJ
j¼1 Vj

q : ð1:22Þ

Under the null hypothesis in (1.21), the logrank statistic in (1.22) follows (asymp-
totically) a standard Normal distribution. Thus we can obtain a (two-sided) p-value
as follows:

p value ¼ 2Wð�jZjÞ; ð1:23Þ

whereW represents the CDF for a standard normal distribution. Thus, using (1.23),
we can obtain a p-value representing the level of significance for each biomarker
with survival.
As an aside, when our biomarker is not bivariate, there are alternative methods

such as Cox proportional hazards modeling that can be employed to assess the cor-
relation between the biomarker and time to event (survival) data. The interested
reader is encouraged to see [67, 72].

1.5
Multiple Testing Type I Errors

The experiments performed in the high-throughput platforms in Sections 1.3.1–
1.3.5 often have a goal of narrowing down the genome or proteome to a subset of
interesting or significant genes/loci/proteins/regions of the genome. In this sense,
the scientists are performing a data reduction where the goal is to choose a subset
from the high-throughput scope that are related or associated with the outcome.
This relationship with the outcome is assessed using a hypothesis test and can be
summarized statistically with the p-value (see Section 1.4). When performing the

1.5 Multiple Testing Type I Errors j15



tests there are four possible scenarios that can occur (see Table 1.1). Two scenarios
represent correct decisions, while the other two are incorrect decisions or “errors”:
(1) when one rejects the null hypothesis when it is actually true, and (2) when one
does not reject the null hypothesis when it is actually false.
The probability associated with the first scenario is referred to as Type I error and

the second scenario is termed as Type II error. In a multiple testing scenario, we
would like to control a function of the number of Type I errors committed (see
Table 1.2). A related quantity is statistical power. For a single test, power is defined
as the probability of correctly rejecting a true alternative hypothesis. With multiple
testing, this is commonly generalized by examining the average power. In other
words, let M1 ¼ M �M0 be the number of true alternatives. With this notation,
researchers commonly use EðQ=M1Þ, representing the average power, to compare
the error rates in Table 1.2.
Using the notation in Table 1.1, our goal in the remainder of this section is to

control the Type I error rate. In Table 1.1, V denotes the number of false positives
and Table 1.2 represents Type I errors that can be controlled. Note that all of the
quantities in Table 1.1 are a function of V. We focus on the generalized family wise
error rate (k-FWER) as this is a common error rate to control in high-throughput
experiments [73]. Hence, the remainder of this chapter will focus on methods that
control k-FWER.

Table 1.1 A summary of results from analyzing multiple hypothesis testsa).

H0 Retained H0 Rejected Total

H0 True U V M0

H0 False T Q M1

M � R R M

a) We consider M0 and M1 as fixed (unknown) parameters representing the number of true nulls and
the number of true alternatives, respectively. The random variables U and Q represent the number
of the correct decisions, while the random variables T and V represent the number of incorrect
decisions.

Table 1.2 Table summarizing the Type I errors using random variables defined in Table 1.1 (see
similar tables in [74] and Table 15.1 in [75])a).

Abbr. Name Quantity

FWER Family wise error rate PrðV � 1Þ
k-FWER Generalized family wise error rate PrðV � kÞ
FDR False discovery rate E½V=R�
k-FDR Generalized false discovery rate E

VIðV � kÞ
maxðR; 1Þ

� �

PCER Per comparison error rate E½V �=M
TPPFP Tail probabilities for the proportion of false positives PrðV=R > qÞ

a) Note Ið Þ in the equation for k-FDR denotes the indicator function and maxð Þ denotes the maxi-
mum operator. Further note that q in TPPFP should be determined prior to testing.
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1.5.1
FWER, k-FWER Methods

The k-FWER error rate is a generalized version of the family wise error rate
(FWER). Control of FWER refers to controlling the probability of committing one
or more false discoveries. If we let V denote the number of false positives from M
hypothesis tests (biomarkers), then notationally, (according to [76]) control of
FWER at the level of a can be expressed as,

PrðV � 1Þ � a ð1:24Þ
or equivalently,

PrðV ¼ 0Þ � 1� a ð1:25Þ
Note that a is usually chosen to be small, for example, 0.05. Often (1.24) is abbre-

viated as FWER � a. In k-FWER the equation becomes

PrðV � kÞ � a ð1:26Þ
where k and a are usually determined prior to the analysis. Similar to FWER, con-
trol of k-FWER at level a can be expressed as k-FWER � a. Practically speaking,
controlling k-FWER allows researchers to claim that with high probability there are
no more than k false positives in their list of significant biomarkers. Naturally the
choice of k is critical when controlling k-FWER. The choice should be made prior to
the analysis and it should be based on the resources available to validate the bio-
markers in the significance list. If there are relatively limited resources available to
validate the biomarkers, then k could be rather small (conservative), otherwise k
should be larger (liberal). The following subsections discuss the variety of methods
available to control FWER and k-FWER.

1.5.1.1 Adjusted Bonferroni Method
The adjusted Bonferroni method to control k-FWER is a generalized version of the
Bonferroni correction designed to control FWER [76]. The Bonferroni correction is
designed to control the FWER at level a by doing each individual test at signifi-
cance level a=M where M is the number of tests. The adjustment given in [76] to
control k-FWER at a is done by performing each test at level ka=M. That is, a bio-
marker and the corresponding hypothesis test is considered significantly associated
(reject the null) if the p-value is less than ka=M. Under this scheme, the probability
against k or more false positives is no larger than a, that is, k-FWER � a. The proof
is supplied in [76] and is a generalization of the proof for the original Bonferroni
method designed to control FWER.

1.5.1.2 Holm Procedure
A method to control k-FWER using the Holm procedure is given in [76]. This
method is an adjustment to the Holm method designed to control the FWER [77].
The Holm method is considered a “step-down” procedure [58] which, essentially,
means the p-value cut point for significance is based on considering the ranked
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vector of p-values starting with the most significant p-values. The following proce-
dure describes the Holm method to control FWER at level a forM tests. Let

a1 � a2 � � � � � aM; ð1:27Þ
be constants defined by ai ¼ a=ðM � iþ 1Þ. For each of the M biomarkers under
consideration, we denote their corresponding null hypotheses by H1;H2; . . . ;HM.
We let the ordered p-values (smallest to largest) be denoted by pð1Þ � � � � � pðMÞ
corresponding to the ordered null hypotheses, Hð1Þ; . . . ;HðMÞ. If pð1Þ > a1, then
reject no null hypothesis. Otherwise, if

pð1Þ � a1; . . . ; pðrÞ � ar ; ð1:28Þ
then reject hypothesis Hð1Þ; . . . ;HðrÞ where the largest r satisfying (1.28) is used.
With this framework to control FWER at level a, the Holm method to control
k-FWER at level a as stated in [76] is done by redefining ai as

ai ¼ ka=M; i < k
ka=ðM þ k� iÞ; i � k

�
: ð1:29Þ

Note, as stated in [76], when the p-values are independent (with 1 � k � 1=a), a
more powerful version of the Holm method is obtained by redefining ai in (1.29) as

ai ¼
a
Qk

j¼1

j
M � kþ j

� 	1=k

; i < k

a
Qk

j¼1

j
M � iþ j

� 	1=k

; i � k

8>>><
>>>:

: ð1:30Þ

1.5.1.3 Generalized Hochberg Procedure
The generalized Hochberg procedure is originally presented in [78] as a method to
control FWER. It is expanded in [76] and is shown to be closely related to the gener-
alized Holm procedure. In fact it is stated in [76] that “Hochberg’s procedure is the
step-up version of Holm’s step-down procedure.” Recall that Holm’s procedure is
considered a step-down procedure because it starts by considering the most signifi-
cant p-values and once a p-value is larger than a threshold the process stops and all
smaller p-values (hypotheses) are considered significant (reject the null). In an anal-
ogous way, a step-up procedure starts with the least significant p-values and once a
p-value is smaller than a threshold, the process stops and all smaller p-values (null
hypotheses) are rejected. With this notion is mind and assuming independent
p-values, we can state Hochberg’s procedure as given in [76] as follows: if
pðMÞ � aM, then reject all the null hypotheses, that is, accept all alternative hypothe-
ses. Otherwise, reject null hypothesis Hð1Þ; . . . ;HðrÞ where r is the largest integer
satisfying pðrÞ � ar with the ai defined in (1.30).

1.5.1.4 Generalized 9Sid�ak Procedure
A thorough treatment of the generalized 9Sid�ak method is presented in [73]. Note,
that the notation and technical details required for their presentation of this
method are outside the scope of this chapter. However, using reasonable assump-
tions, we can simplify the generalized 9Sid�ak method presented in [73]. We consider
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using a beta-uniform model (BUM) as the distribution of the p-values [79]. The
BUM model represents a mixture model for generating p-values. With a BUM
model, we assume that the p-values are independently distributed according to a
mixture model where the p-value observations are either from a uniform distribu-
tion (true null hypotheses), or a beta distribution (true alternative hypotheses).
We expect that true alternatives will yield, on average, small p-values and hence the
Beta distribution with a mean near zero is a reasonable model for the alternative
p-values. With this setting, the generalized 9Sid�ak procedure works by rejecting all
hypotheses with a p-value less than pcut where pcut is such that

Fðk� 1jM; pcutÞ ¼ 1� a ð1:31Þ
where F is the CDF of a Binomial random variable of size M and probability of
success pcut. Notationally, we have W � binðM; pcutÞ. In short, the 9Sid�ak method
can be interpreted in light of mixture models that interpret the M hypotheses as a
mixture of alternative hypotheses (discoveries) and null hypotheses. For a collection
of M tests, the 9Sid�ak method is designed to select a success probability parameter
in a binomial distribution where a success means the test follows the alternative
hypothesis, while a failure means the test follows the null hypothesis. Under this
assumption, the proof that the 9Sid�ak method controls k-FWER can be found
in [73, 80].

1.5.1.5 minP and maxT procedures
Recently two data driven methods, minP and maxT, have been proposed to control
k-FWER [81–83]. The methods require a bootstrap step or permutation step to esti-
mate the null distribution [84]. This is in contrast to the adjusted Bonferroni
method, the Holm method, the Hochberg method, and the generalized 9Sid�ak
method that only require the M-length vector of p-values. Due to the complexity of
these algorithms, we feel these methods are outside the scope of this chapter.

1.6
Discussion

It cannot be understated that there are numerous assumptions that must be veri-
fied for the regression and survival analysis methods to be valid. The field of regres-
sion/survival diagnostics refers to the general class of techniques for detecting
whether the assumptions are valid with these methods. We encourage the reader to
explore the references in each of the sections for more thorough coverage of the
assumptions and diagnostic techniques for each method.
Accurate Type I error control in high-throughput experiments is crucial in order

to avoid costly downstream experiments attempting to validate false positives. Fur-
ther, it is important to understand the assumptions and implications involved in
choosing a Type I error to control (see Table 1.2). For example, in our work of path-
way-based microarray analysis [85], we showed that k-FWER methods are more
robust than the other error rate control methods.
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The dependence structure in our tests is a key aspect of these k-FWER methods.
For example, independent test statistics (p-values) are required for the presented
versions of the 9Sid�ak, Holm, and Hochberg methods. Due to the similarity of
probes and their genomic inter-relatedness, this assumption is most likely
unreasonable in high-throughput experiments. Recently there has been several
works that discuss the dependence structure assumptions for these methods [86–89].
Future work for these k-FWER methods will continue to explore the robust-
ness of these methods to violations in the dependence structure.
In this chapter, we have highlighted several methods designed to control

k-FWER, where k-FWER is designed to control a probability statement about the
distribution of V, the number of false positives. We can generalize our treatment of
Type I error rates by considering Type I error, generically, as a functional of a Type I
error (e.g., V or V=R). That is, the Type I error can be characterized in terms of a
general functional qðFÞ, where F represents the distribution corresponding to the
(error) random variable of interest, for example, F is the distribution of V, the num-
ber of false positives. Future work in this area explores the possibility of unifying
the assumptions required for generic Type I control and the possibility of formulat-
ing general expressions for power.
In addition to the probe-by-probe testing we discussed in this chapter, there are

alternative methods to analyze this data including principal components analysis
(PCA) and gene set enrichment analysis (GSEA). Within principal components,
the analysis can be supervised: outcome taken into consideration, or unsupervised:
outcome information ignored. Both approaches have their merit and can be used in
prediction and classification [90, 91]. Meanwhile, GSEA methods are designed to
assess the significance of a cohort or group of probes/genes. These methods test a
hypothesis of significance for each cohort or group of genes and thus a p-value can
be assigned to each group of genes rather than an individual gene. Commonly used
algorithms include the original GSEA algorithm [92] and more recently the gene
set analysis (GSA) algorithm [93]. Most commonly these methods used predeter-
mined gene sets compiled from the Kyoto Encyclopedia of Genes and Genomes
(KEGG) [94] database or the human protein reference database (HPRD) [95]. These
databases include pathways for metabolism, genetic information processing, envi-
ronmental information processing, cellular processes, human diseases, and drug
development.

1.7
Perspective

In addition to common clinical–pathological variables used in cancer diagnosis,
with the success of the human genome project researchers are using molecular
variables to aid in the diagnosis and subtype classification of cancer. Genetic mark-
ers such as estrogen receptor gene and breast cancer susceptibility gene mutations
have been commonly used for years. However, researchers continue to search for
novel putative biomarkers derived from interrogating the entire genome or
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proteome. These high-throughput experiments to find novel biomarkers yield high-
dimensional datasets. In general with these high-dimensional datasets, the task of
the statistician is to reduce the dimension of the data. This dimension reduction,
sometimes called feature extraction, should be performed in a way that removes
noise while retaining biological signal. In a biological high-throughput experiment,
this reduction can be performed by selecting a subset of biological probes that are
significantly associated with the outcome of interest. Statistical significance of asso-
ciation is assessed in light of controlling a Type I error designed to control the num-
ber of false positives when simultaneously testing all of the biological probes with
the outcome of interest. These biological probes can be genes, genetic regions, pro-
teins, peptides, or microRNAs, while the outcome of interest may be continuous,
discrete, or censored, and the Type I error might be controlling the rate of false
positives or the probability of committing a certain number of false positives. In
this chapter, we describe the high-throughput platforms that generate this type of
high-dimensional data and the statistical methods employed to assess overall statis-
tical significance with the various outcomes of interest. These statistical methods
can be used in large-dimensional datasets obtained from high-throughput plat-
forms designed to discover potentially novel biomarkers in the diagnosis of cancer.
Future work in these areas will include further development and validation tech-

niques for the putative markers obtained from these types of experiments. Statisti-
cians continue to advance statistical methods to control Type I errors and are keenly
interested in designing methods to control Type I error in light of correlation. The
strategy for choosing a Type I error method/scheme based on the type of data under
consideration as well as on the validation methods (and their error rates) that will be
used for the markers is an active area of ongoing research. Also, recently scientists
have started to explore combining datasets from multiple high-throughput experi-
ments. This field of integrative analysis will require a new set of statistical methods
to integrate DNA, RNA, and proteomic data all gathered on the same set of patients.
These integrative approaches hold promise for researchers looking to gain insights
on complex interactions involving multiple biological systems.
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