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1.1 INTRODUCTION

Diamond has been known for over two thousand years. For most of that time it was only valued for its appearance and for its mechanical properties. With the rapid increase in the control of its synthesis, new possibilities have arisen to exploit its electrical and...
optical properties. Diamond has the largest electronic energy gap among the elemental semiconductors, and one of the largest known energy gaps of all semiconductors. It has high diffusion energies for impurities and defects, and stable surfaces. The combination of light atomic mass and strong chemical bonding results in diamond having relatively high vibrational frequencies compared with other semiconductors. Related to this, at room temperature and above, the ability of diamond to conduct heat from an active area is unusually high. These properties should allow diamond to be used increasingly in a range of applications, from surface-mediated processes to high-power devices [1]. Developments of the use of diamond require knowledge of a very wide range of properties. Some have been known for many years, such as the thermal expansion of diamond, which is required to make a heterogeneous structure of diamond and another material. Other properties have only been mapped out recently. For example, to obtain complete control of the lattice we need to know the effects not only of impurities but also of the disorder from the isotope content of the lattice. In yet other areas, exploiting high speed (terahertz) or small dimensions (nanometre), there is still much to learn.

In this chapter, our current understanding of the basic properties of diamond is outlined, focusing primarily on the experimental data.

1.2 THE STATIC LATTICE

The carbon in a natural diamond has two stable isotopes, $^{12}$C in 98.9% natural abundance, and $^{13}$C at 1.1% abundance. The nuclear spins are respectively zero and one-half. The simple chemical nature of diamond allowed its chemistry to be determined very early on [2], while the high crystalline quality of many natural diamonds permitted the crystal structure of diamond to be determined in the pioneering X-ray diffraction studies [3].

Diamond crystallises in a face-centred cubic lattice structure with a cube edge length denoted by $a_0$. Each lattice site in the face-centred cubic lattice is populated by two atoms, separated by $\sqrt{3}/4a_0$, approximately equal to 0.154 nm. The interatomic spacing is small compared with other semiconductors (compare the more typical 0.234 nm for silicon).

1.2.1 Dimensions of the lattice

A critical discussion of precision X-ray diffraction measurements on natural diamonds suggests that the cube edge length $a_0$ of pure diamond, measured at room temperature (approximately 20°C), with natural isotope content, is [4] given by:

$$ a_0 = 0.356710(4) \text{ nm}. $$

The actual value for a particular diamond will depend on its impurity level, its isotope content and its temperature. To give a feeling of scale, a change in $a_0$ by 1 part in $10^5$ would result if the temperature of the sample were to change by 12°C, or if 7% of the atoms were $^{13}$C, or if 0.03 atomic-percent of the atoms were nitrogen atoms in the common pair (‘A’) form. Specifically, Lang and Pang [4] estimate that an atomic fraction
\( c_{N(A)} \) of nitrogen in the A form will produce a lattice expansion of:

\[
\frac{\Delta a_0}{a_0} = 0.036 c_{N(A)}. \tag{1.2}
\]

For nitrogen in the single-substitutional form, commonly found in as-grown synthetic diamonds, they estimate that an atomic fraction \( c_{N(C)} \) of nitrogen in this dispersed (‘C’) form produces what can be a very significant effect:

\[
\frac{\Delta a_0}{a_0} \sim 0.1 c_{N(C)}. \tag{1.3}
\]

The effect of pressure on the lattice is discussed in Section 1.2.4.

### 1.2.2 Thermal expansion of the lattice

Atomic vibrations in diamond are not precisely harmonic. For a typical chemical bond we expect the energy required to compress it by a small amount to be greater than the energy to lengthen it by the same amount. As the atoms vibrate, they can lengthen the bond more easily than compressing it. With increasing temperature, the vibrational amplitude increases, and the asymmetry becomes more pronounced. The lattice expands with increasing temperature, as a result of the anharmonicity in the vibrations.

In diamond, the cube edge length \( a_0 \) increases monotonically as the temperature increases. Recommended values of the coefficient of linear expansion (\( \alpha \)) have been compiled by Slack and Bartram [5] based on work on natural diamonds. Up to a temperature of 500 K, \( \alpha \) may be accurately parameterised as a function of the temperature \( T \) in kelvin by:

\[
\alpha = 1.08 \times 10^{-11} T^2,
\]

such that \( a_0 \) increases as the cube of \( T \); the expansion (caused by vibrational anharmonicity) is proportional to the specific heat (resulting from the harmonic vibrations, see Section 1.3.6). With increasing \( T \), \( \alpha \) is expected to saturate to a constant value, and above 500 K a good parameterisation is:

\[
\alpha = 7.95 \times 10^{-6} \times (1 - \exp[-T/1220]). \tag{1.5}
\]

Wild and Koidl [6] have reported measurements of the expansion of polycrystalline, chemical-vapour-deposited (CVD) diamond, from 20 to 500 °C. Their data are a few (<5) percentage points higher than the recommended values of Slack and Bartram [5]. Wild and Koidl [6] describe their data using the temperature \( t \) in °C as:

\[
\alpha = 8.19 \times 10^{-7} + 1.107 \times 10^{-8} t - 1.48 \times 10^{-11} t^2 + 1.08 \times 10^{-14} t^3, \quad 20 < t < 500.
\]

The coefficient \( \alpha \) of lattice expansion has been accurately calculated up to 400 K in the \textit{ab initio} model of lattice vibrations of Pavone \textit{et al.} [7]. The coefficient has very similar values to those of other semiconductors when the temperature is scaled [5] by
an effective Debye temperature (∼2240 K for diamond), but α is always positive for diamond in contrast to cubic silicon and germanium, where the lattice initially contracts (e.g. for \( T < 120 \) K for silicon).

### 1.2.3 Isotope effects on the dimensions of the lattice

The cube edge length \( a_0 \) has been measured in a series of diamonds synthesised at high pressure and high temperature, with five different atomic fractions \( x \) of \(^{13}\text{C}\), the remainder being \(^{12}\text{C}\). The variation in \( a_0 \) was found to be linear in \( x \), following [8]:

\[
a_0 = 0.356714 - 5.4 \times 10^{-5} x \ \text{nm.} \tag{1.7}
\]

The data are for 25 °C, and the value for \( x = 0 \) is in agreement with Equation (1.1). The fractional change for complete substitution, at \( x = 1 \), is then given by:

\[
\frac{\Delta a_0}{a_0} = -1.5 \times 10^{-4}. \tag{1.8}
\]

In contrast, Yamanaka et al. [9] have reported a nonlinear variation with \( x \),

\[
a_0 = 0.356712 - 9.0 \times 10^{-5} x + 3.7 \times 10^{-5} x^2 \ \text{nm.} \tag{1.9}
\]

The change in the volume is another consequence of the anharmonicity of the vibrations and may be calculated \textit{ab initio} [10]. The physical basis is as follows. If we imagine a diamond made of \(^{12}\text{C}\) that is at 0 K, and the atoms are static (there is no zero-point motion), then the chemical bonding will result in a certain inter-atomic spacing as a result of minimising the energy. We now allow the atoms to vibrate in their zero-point motion. In the harmonic approximation, the zero point motion of the \( i \)th mode is \( \frac{1}{2} \hbar \omega_i \). All the modes therefore increase the energy by \( \frac{1}{2} \sum_i \hbar \omega_i \). However, the modes are not strictly harmonic, and a change (usually an increase) in the bond length lowers the zero-point energy (Section 1.3.3). To minimise the vibrational energy, the lattice expands, but that expansion stretches the chemical bonds, and so increases the elastic energy of the lattice. A balance is reached where the decrease in vibrational energy is balanced by the increase in elastic energy. If we now repeat the argument for a \(^{13}\text{C}\) diamond, the same processes occur, but now the vibrational frequencies are all smaller by a factor of \( \sqrt{12/13} \), and so the zero-point energy is smaller. Expansion produces a smaller reduction in energy (because each \( \hbar \omega_i \) is smaller), and so there is less energy to be saved by an expansion – starting from the imaginary static lattice, a \(^{13}\text{C}\) diamond would not expand as much as a \(^{12}\text{C}\) diamond. The value of \( a_0 \) is therefore smaller for a \(^{13}\text{C}\) diamond than for a \(^{12}\text{C}\) diamond. To calculate the effect, we need to know the change in frequency of each mode with the bond-length, how many modes we have at each frequency, and the elastic constants of diamond. The first is not well known (Section 3.3), the second and third are known (Sections 3.1 and 2.4). This argument applies at low temperatures (or at room temperature for diamond). In the limit of high temperature, the energy in each vibrational mode becomes the Boltzmann value of \( k_B T \), which is independent of the frequency of the mode, and so is independent of its mass. At a very high temperature, a \(^{13}\text{C}\) diamond would have the same lattice spacing as a \(^{12}\text{C}\) diamond.
The content of $^{13}$C in natural diamonds is slightly variable, with changes in $^{13}$C of a few parts per thousand being observed. The variation is significant in geological studies but not likely to be of concern here.

1.2.4 Elastic constants

Diamond is well known to have large elastic constants. Because diamond has a face-centred cubic lattice, we can define Cartesian coordinates $x, y, z$ with respect to the lattice, and the repeat distance along $x, y$ or $z$ is $a_0$. For a macroscopic diamond, any physical property measured along one of the cubic axes will have the same value along either of the others. This result produces a major simplification in the elastic constants: for a cubic crystal, there are only three elastic constants. We denote a strain generally by $e$. If we compress the crystal along the $x$ axis, the fractional change in length along the $x$ direction, the strain, is $e_{xx}$. This compression will cause the crystal to expand in the $y$ and $z$ directions, through the ‘Poisson’s ratio’ effect, producing strains $e_{yy}$ and $e_{zz}$ in those directions. The stress, $s$, required to produce this particular deformation is given by the force acting in the $x$ direction, on an area whose normal is in the $x$ direction, and so is denoted $s_{xx}$. The relationship between the stress and the strains is given in terms of the elastic constants $c_{11}$ and $c_{12}$ as:

$$s_{xx} = c_{11}e_{xx} + c_{12}e_{yy} + c_{12}e_{zz}. \quad (1.10)$$

A different type of distortion is a shear, for example, when a cube face normal to $y$ is sheared in the $z$ direction to give a strain $e_{yz}$. To achieve this strain requires a shear stress, which is a force acting in the $z$ direction on a unit-area face whose normal is in the $y$ direction:

$$s_{yz} = c_{44}e_{yz}. \quad (1.11)$$

The numerical subscripts denote the combinations $1 = xx$, $2 = yy$, $3 = zz$, $4 = yz$, $5 = zx$, $6 = xy$. Equation (1.10) may be rewritten with a cyclic permutation of $x, y$ and $z$, but using the same elastic constants (i.e. for the cubic crystals, $c_{11} = c_{22} = c_{33}$). Similarly, Equation (1.11) may be written for $zx$ and $xy$ shears, and $c_{44} = c_{55} = c_{66}$).

Brillouin scattering provides one method of measuring the elastic constants. It occurs when a photon is scattered into a new direction in the crystal, with the wave vector being conserved by emitting a phonon. The wave vector of the phonon is therefore known, and the change in energy of the scattered photon gives the frequency of the phonon. Hence the speed of the phonon (the speed of that sound wave) is known, and the speed of sound is linked to the elastic constants. The values at room temperature, for natural isotope abundance diamond, have been measured by Brillouin scattering [11]:

$$c_{11} = 1080.4 \pm 0.5, \ c_{12} = 127.0 \pm 0.7, \ c_{44} = 576.6 \pm 0.7 \ \text{GPa}. \quad (1.12)$$

The ‘bulk modulus’ $K$ ($= V dP/dV$) is then given by:

$$K = (c_{11} + 2c_{12})/3 = 444.8 \ \text{GPa}. \quad (1.13)$$
With increasing temperature from 300 K, each elastic constant $c$ decreases from its value $c_0$ given immediately above, the change depending on the square of the temperature. The effect may be parameterised by:

$$c = c_0 + k(T^2 - 9.0 \times 10^4), \quad (1.14)$$

where the term $k$ is the best-fitting parameter to the data, and $T$ is in kelvin. For $c_{11}$, the value of $k$ is $(-29 \pm 8) \times 10^{-6}$, for $c_{12}$, $k = (-3 \pm 18) \times 10^{-6}$, and for $c_{44}, k = (-22 \pm 7) \times 10^{-6}$ GPa K$^{-2}$ [12].

Brillouin scattering measurements have been reported by Jiang et al. [13] for CVD diamond films, oriented with a $\langle 110 \rangle$ direction normal to the surface of the sample, giving results, within their uncertainty, of the values in Equation (1.12). If the size of the diamond crystal is not macroscopic in all dimensions, the elastic constants would be expected to remain at their bulk values until the crystal shrinks to a few atoms in size. However, the wavelengths of the sound waves are $\sim 100$ nm, illustrating that the point when a crystal stops being macroscopic is dependent on the technique in use.

Macroscopic (beam-bending) measurements of the elastic properties of polycrystalline diamond have been reported by Szuecs et al. [14]. In many applications it is convenient to be able to calculate the effect of stress by using a simple ‘Young’s modulus’ $E$ which is defined in terms of the applied stress $s$ and the applied strain $e$ as $E = s/e$. However, the elastic properties are not isotropic. If the diamond is compressed by a stress $s$ acting directly along the $x$ axis, so that $s_{xx} = s$ and all other $s_{ij} = 0$, then the strains are known from the three equations like Equation (1.10), and Young’s modulus is:

$$E_{001} = \frac{(c_{11}^2 + c_{11}c_{12} - 2c_{12}^2)}{(c_{11} + c_{12})}. \quad (1.15a)$$

In contrast, a stress $s$ acting directly down a $\langle 111 \rangle$ axis has stress components $s_{ij} = s/3$ for all $i, j$, and

$$E_{111} = \frac{3c_{44}(c_{11} + 2c_{12})}{(c_{11} + 2c_{12} + c_{44})}. \quad (1.15b)$$

These values are, respectively, the minimum and maximum values of $E$ for diamond. The values in Equation (1.12) give $E_{001} = 1054$ GPa and $E_{111} = 1208$ GPa, a variation of $\sim 10\%$ about the mean. A polycrystalline sample would be expected to have a Young’s modulus in this range, if the elastic properties of the material are not determined by the grain boundaries, a condition readily achieved in current CVD diamond: Szuecs et al. [14] report values for $E$ at room temperature of 1143 GPa, with a 2.5 % scatter. The value is irreversibly reduced by degradation of the material when it is heated above 1000 K ($700 \, ^\circ$C) for the best quality, optical-grade, CVD diamond used. Below this transition point, they reported that Young’s modulus for CVD diamond decreases with temperature $T$ (in K) over the range 300 to 1000 K, at a sample-dependent rate that was significantly higher than that reported for single-crystal diamond (Equation 1.14). The rate was fitted by a linear dependence [14]:

$$E(T) = E(300)[1 + k(T - 300)], \quad k \sim -1 \times 10^{-4} \text{K}^{-1}. \quad (1.16)$$

Data at high pressure are important, for example, when diamond is used in a high-pressure anvil cell. Occelli et al. [15] have measured the lattice size, using X-ray diffraction, up to
140 GPa as a function of pressure $P$ (in GPa, determined from the ruby pressure scale). They find that $P$ and the molecular volume $V$ (in $\text{cm}^3 \text{ mol}^{-1}$) accurately follow the Vinet equation:

$$P = 3K_0(1 - X)X^{-2} \exp[3(K'_0 - 1)((1 - X)/2],$$

where $X = (V/V_0)^{1/3}$. The subscript 0 indicates values at atmospheric pressure, and $K'_0$ is the pressure derivative of the bulk modulus. The experimental value for the constants, valid up to a stated 140 GPa, were $V_0 = 3.4170(8) \text{ cm}^3 \text{ mol}^{-1}$, $K_0 = 446(1)$ GPa, essentially as in Equations (1.1) and (1.13), and $K'_0 = 3.0(1)$. However, the pressure calibration has been criticised; theoretical calculations predict $[16]$:

$$K'_0 = 3.72 \text{ to } 3.8.$$  

We have seen that the lattice spacing for $^{13}\text{C}$ diamond is smaller than for $^{12}\text{C}$ diamond (Section 2.3). There is a corresponding increase in the elastic constants. Ramdas et al. [17] report that for $^{13}\text{C}$ diamond at room temperature the following holds:

$$c_{11} = 1083.3 \pm 0.5, \ (c_{11} + 2c_{12} + 4c_{44})/3 = 1218.7 \pm 0.5 \text{ GPa}.$$ 

The value of the second term in $^{12}\text{C}$ diamond is 1214 GPa from Equation (1.12). Ramdas et al. [17] suggest that $^{13}\text{C}$ diamond is arguably the hardest known material.

The combination of the small interatomic distance and the high elastic constants results, qualitatively, in very high strain energies when most impurity atoms are placed into diamond, causing natural diamonds to be surprisingly pure.

### 1.3 VIBRATIONS

The vibrational dispersion curves, plotting the frequencies ($\omega$) of vibrations against their wavevector ($k$), are well established for most semiconductor materials. For silicon and germanium, the curves have very similar shapes and may be closely superimposed after linear scaling. The dispersion curves of diamond are distinctly different. The acoustic modes in Si and Ge have long regions near the zone boundaries in which $\omega$ varies little with $k$, resulting in pronounced peaks in the phonon densities of states for the acoustic modes; diamond does not show this behaviour. Further, in contrast to Si and Ge, the maximum vibrational frequency is not at the zone centre.

Even at the limit of low temperature, atomic vibrations are occurring in a crystal as a result of zero-point motion. Consequently, all processes in a crystal involve the vibrations of the lattice. For example, when, at 0 K, an electron is excited between two ‘electronic’ states A and B, the process involves taking the crystal from the zero-point vibrational level with the electron in state A to the zero-point vibrational level with the electron in state B. Because the electronic state has changed, those vibrational states may not be identical. Some effects are small: at 0 K, it is estimated that the zero-point motion in the anharmonic potential results in the lattice parameter $a_0$ being about 0.5 % larger than would be the case for a static lattice [18]. More obviously, the temperature dependence of the lattice size (Section 1.2.2) and of the elastic constants (Section 1.2.4) arises primarily
through the population of lattice modes (assuming a lightly doped or pure diamond, with negligible electronic excitation).

A harmonic vibration of angular frequency $\omega$ has energy levels $(n + \frac{1}{2})\hbar\omega$ and a Bose Einstein population at temperature $T$ given by:

$$n = \frac{1.0}{\exp(\hbar\omega/k_B T) - 1}. \quad (1.20)$$

$n$ has the physical meaning that it is the mean value of $n$, the mean quantum state occupied. At high $T, k_B T > \hbar\omega$, the population of a mode becomes $n = k_B T/\hbar\omega$, and the energy in that mode is $k_B T$, which is independent of the frequency of the mode. Thermally induced effects therefore tend to be linear in $T$ at high $T$. At the limit of low temperature, all vibrational states are populated in their zero-point level, $\frac{1}{2}\hbar\omega$, which is independent of $T$. The difference between the value of a property observed as $T \to 0$, and the value extrapolated to $T = 0$ from the high-temperature values is frequently referred to as the zero-point renormalisation, and controls, for example, much of the isotope dependence of the property.

When a transition involves the creation or destruction of a phonon, the probabilities, $P_e$ and $P_a$, of emitting or absorbing a phonon of frequency $\omega$ depend on temperature through:

$$P_e \propto [1 + n], P_a \propto n. \quad (1.21)$$

At low $T$, only states of small $\omega$ can be populated, any thermal effect is weighted towards the vibrations of low frequency, and the high frequency vibrations are irrelevant. In diamond, the maximum lattice frequency of 1335 cm$^{-1}$ has an energy quantum $\hbar\omega$ equal to $k_B T$ at 1900 K, requiring the use of high temperatures if all the vibrational modes are to be thermally populated.

To understand the vibrational properties of diamond we need to know the values of the frequencies and how many modes of vibration we have in each small frequency interval.

### 1.3.1 Dispersion curves and the density of phonon states

As expected for a simple crystal, the vibrational dispersion curves of diamond were among the first to be measured by neutron scattering [19]. However, these data were limited to room temperature and pressure, and some key data were sparse: for example, only one measurement was made for the highest frequency optic modes with $k \parallel \langle 001 \rangle$. Subsequently, it was observed that the two-phonon Raman spectrum (Section 1.3.3) showed a peak at a frequency shift about 3 cm$^{-1}$ greater than twice the Raman frequency [20–23], as a result of the vibrational frequency for the highest energy (‘longitudinal optic’) modes increasing slightly in frequency as $k$ moves away from the zone centre. That maximum has been confirmed by inelastic X-ray scattering measurements for $k \parallel \langle 001 \rangle$ [24]. Burkel et al. [25] have also reported on the dispersion curve of the longitudinal acoustic mode along $\langle 001 \rangle$, confirming the neutron data. The increase in frequency in the dispersion curves for the optic mode on moving away from the zone centre is a result of the unusually strong next-nearest-neighbour force interactions in diamond compared to other zinc blende and elemental semiconductors [7].
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Figure 1.1 Phonon dispersion curves calculated by Pavone et al. [7], for phonon wavevectors $k$ parallel to the major crystallographic axes. Point $\Gamma$ has $k = 0$, and $X$, $L$ and $K$ are respectively at the $(001)$, $(111)$ and $(110)$ zone boundaries. The filled circles are neutron scattering data [19] and the open circles are X-ray scattering data [24], at room temperature.

Figure 1.2 The phonon density of states, calculated by Pavone et al. [7], for diamond at room temperature.

The measured dispersion curves provide a check for calculated dispersion curves, now available at high accuracy (e.g. Refs [7, 26], and Figure 1.1). Calculations of the vibrational frequencies allow, effectively, interpolation between the measured data, so that the number of modes of vibration $g(\omega)d\omega$, which lie between angular frequencies $\omega$ and $\omega + d\omega$, may be found (Figure 1.2). Inelastic X-ray scattering from diamond powders, of 3 to 5 $\mu$m size, has been used to derive the density of phonon states more directly from experiment [27]. The results are in very close agreement with the calculated density [7, 26], the major difference being a smaller measured peak in $g(\omega)$ at the highest frequencies compared with calculation.

1.3.2 Special values of $k$: the Raman frequency

Since diamond is a homopolar solid, a pure macroscopic diamond does not have any electrostatic dipole moments. The derivative of the dipole moment with respect to any deformation is also zero, and so diamond does not satisfy the necessary condition for first-order absorption of infrared radiation with the creation of one phonon in a pure bulk sample; impurities allow absorption with the creation one phonon, as would nano-scale dimensions. Pure diamond may absorb radiation with the involvement of more than one phonon. Qualitatively, one phonon can be thought to distort the lattice, creating instantaneous dipoles, to which the infrared radiation may couple, creating a second phonon. The optical absorption spectrum is then measuring combinations of phonons rather than single phonons. However, the creation of one phonon is allowed in Raman spectroscopy.
Pure diamond has one Raman-active mode, producing a sharp peak of full width at half height, at room temperature, in high quality crystals, of $\Gamma \sim 1.2 \text{ cm}^{-1}$, at $\omega_R = 1332.4(1) \text{ cm}^{-1}$. Micro-Raman measurements, extrapolated to 0 K, give a limiting line width of $1.10(3) \text{ cm}^{-1}$ [28]. The line width is determined, in a crystal, by lifetime broadening. A third-order perturbation approach [29], in which the Raman mode decays into two phonons, has predicted a decay time of 5.2 ps and so $\Gamma = 1.0 \text{ cm}^{-1}$. Direct observation of the decay of the Raman line has been reported by pumping a pure diamond with 395 nm light, and observing a small (parts per million) oscillation in the reflection coefficient, the time period of the oscillation being equal to the Raman frequency [30]. The oscillations decayed at room temperature with an exponential decay time of 6.9 ps. Because the acoustic branches in diamond rise to a high value relative to the optic modes compared with other semiconductors (Section 1.3), there is a high density of acoustic modes at half the Raman energy. The Raman phonon predominantly decays into two acoustic phonons of similar energy [29], as in the ‘Klemens’ model [31].

The high intensity and sharpness of the Raman line has allowed detailed measurements to be made on it. With these data, the Raman line may be used to measure the temperature of a diamond, or to measure a high pressure that the diamond is subjected to. For example, the pressure in a diamond anvil cell may be measured using the exact frequency of the Raman line from a $^{13}$C diamond chip that has been included in the working volume of the cell [32], or by using the Raman signal from a $^{13}$C isotopically enhanced diamond anvil [33].

The dependence of a frequency of vibration on the volume $V$ of the crystal is usually expressed through the ‘Grüneisen parameter’ $\gamma$ of the mode:

$$\frac{\Delta \omega}{\omega} = -\gamma \frac{\Delta V}{V}.$$  \hspace{1cm} (1.22)

Data have been presented by many workers [34–38] using the hydrostatic compressive stress $P$ as the controlled variable, with agreement for several data sets now up to 140 GPa at [15]:

$$\frac{\Delta \omega}{\Delta P} = 2.7 \text{ to } 2.9 \text{ cm}^{-1}/\text{GPa},$$  \hspace{1cm} (1.23)

corresponding, via Equation (1.13), to $\gamma = -0.90$ to $-0.97$. Occelli et al. [15] have taken the pressure sufficiently high that nonlinear effects are very pronounced, giving, with $P$ in GPa:

$$\omega = 1333.0 + 2.83P - 3.65 \times 10^{-3}P^2 \text{ cm}^{-1}.$$  \hspace{1cm} (1.24)

The Grüneisen parameter is effectively constant at $\gamma = -0.97(1)$ throughout the range. Values of $\gamma = -0.92$ to $-0.99$ have been calculated using quantum Monte Carlo calculations [16].

The full width of the Raman line at half its width is sample dependent, for example, through the variations in strain fields, but has a minimum value of $\sim 1.2 \text{ cm}^{-1}$ in the limit of low temperature (essentially below room temperature). The decay at low $T$ is reported above to be into two modes of equal energy, hence 667 cm$^{-1}$, and the probability of emitting those phonons increases as $\Pi$, see Equation (1.20). Above room temperature, the
The line width increases with temperature. Data for the line width up to 900 K, by Liu et al. [39], agree with the third-order perturbation calculation of Debernardi et al. [29] and are less temperature dependent than earlier data [40, 41].

The Raman frequency is triply degenerate in diamond, and so is split into a nondegenerate state and a doubly degenerate state when the symmetry is lowered by compression along the ⟨111⟩ and ⟨001⟩ axes. The splittings [42, 43] are \( \Delta \omega = 2.2 \pm 0.2 \text{ cm}^{-1} \text{ GPa}^{-1} \) for ⟨111⟩, \( \Delta \omega_{001} = 0.73 \pm 0.1 \text{ cm}^{-1} \text{ GPa}^{-1} \) for ⟨001⟩, comparable with the values in Equation (1.23). Note that for the same applied stress, the fractional changes \( \Delta \omega / \omega \) are typically two orders of magnitude smaller for vibrations than for electronic states. Nevertheless, the splitting can be used to probe the stress inhomogeneities in diamond anvil cells [44].

A uniaxial stress produces a perturbation with even parity, while an electric field has odd parity: reducing the symmetry by an electric field allows the Raman frequency to be observed in optical absorption, the intensity of absorption increasing as the square of the applied field, and with a spectrometer-corrected line width of \( \sim 1.5 \text{ cm}^{-1} \) [45].

The small width of the Raman line allows it to be studied as a function of temperature. At high temperature, the temperature of the sample may be measured using the ratio of the probabilities of emitting (Stokes) or absorbing (anti-Stokes) a phonon in the Raman processes. The intensity \( I \) of the Raman line depends on the fourth power of its photon energy, and so the ratio is given by Equation (1.21) modified by a term containing the laser excitation frequency \( \omega_L \):

\[
\frac{I_e}{I_a} = \left( \frac{\omega_L - \omega_R}{\omega_L + \omega_R} \right)^4 \exp \left( \frac{\hbar \omega_R}{k_B T} \right).
\]

Data by Zouboulis and Grimsditch [40] for the Raman frequency from room temperature to 1850 K are in close agreement with data by Herschen and Capelli [41], who fitted their measurements to the simple expression:

\[
\omega_R(T) = \omega_R(0) - 0.00777T - 1.075 \times 10^{-5} T^2, \quad 300 < T < 1850 \text{ K}
\]

where \( \omega_R(0) = 1334.5 \text{ cm}^{-1} \).

The origin of the shift is partly caused by the expansion of the lattice, which, above room temperature, may be represented by a power series (Equation 1.6), as in Equation (1.26). However, evaluation using the Grüneisen parameter, after Equation (1.23), shows that the expansion accounts for only about one third of the observed effect, the remainder being caused by the anharmonicity of the vibrations.

Raman scattering is frequently used in assessing the crystallinity of chemical-vapour deposited diamond, by considering the ratio of the Raman lines from diamond and from noncrystalline (or nondiamondiferous) material [46]. The efficiency of exciting the two Raman features varies with the excitation wavelength, with UV favouring diamond and near infrared favouring nondiamond [47].

### 1.3.3 Special values of \( k \): other modes

When, at low temperature, an electron is excited to the conduction band, it will de-excite rapidly (in picoseconds) to the minimum in the conduction band, located at a wave vector
1.3.4 Two- and three-phonon processes

The two-phonon Raman scattering spectrum of diamond is well known [11, 20] and has been fitted closely, using five parameters to describe the second-order polarisability [22]. By definition, the multi-phonon processes involve combinations of (usually different) phonons. Identifications of the individual phonons involved have been attempted by associating peaks in the two-phonon absorption spectrum with peaks in the density of phonon states, either from an experimental matching or, more formally, from the calculated spectra. For example, Tables III of Ref. [23] and II of Ref. [22] contain extensive identifications. To avoid using combinations of modes, Klein et al. [52] have used the one-phonon, defect-induced, infrared absorption in imperfectly grown chemical-vapour deposited diamonds to pick out critical points in the one-phonon density of states.

Measurements [53] on the two-phonon Raman spectrum under hydrostatic stress (of <2.4 GPa) have given shift rates for the combined modes of 5.6 to 8.6 ± 0.6 cm\(^{-1}\) GPa\(^{-1}\); we note that the same work resulted in a shift rate for the Raman line of about 20% larger than the values of Equation (1.24), and so a 20% reduction in the shift rates should probably be applied. The data are in overall agreement with the results of \textit{ab initio} calculations of the Gr"uneisen parameters (Figure 1.3). These calculations suggest that the
Grüneisen parameter $\Gamma$ for transverse acoustic, longitudinal acoustic and optic modes lie in the approximate ranges:

\[ 0.2 < \gamma_{TA} < 1.1, \ 1.0 < \gamma_{LA} < 1.4, \ 0.5 < \gamma_{TA} < 1.4. \]  

(1.29)

We noted that photons may be absorbed by a perfect diamond with the creation of two or more phonons. The shape of the absorption spectrum is well known experimentally (see, for example, Ref. [54]), but has not yet been closely simulated by theory. We would expect that the combinations of phonons must conserve wave vector, and that peaks in the two-phonon spectrum would follow the peaks in the two-phonon density of states. However, the band shape is strongly dependent on the transition probability for creating each pair of phonons. The absorption features move to lower energy as the temperature increases, as a result of the anharmonicity of the vibrations [55] and the lattice expansion. Typically lattice expansion accounts for about half of the total shift, and a simple parameterisation for the total change in energy $E$ is of the form:

\[ \Delta E = C/[\exp(h\omega/k_B T) - 1], \]  

(1.30)

where $h\omega$ is an effective, (lowest energy), phonon involved in the process. All the distinctive features of the two-phonon spectrum move to lower energy at approximately the same fractional rates:

\[ \Delta E/E \sim -0.027/[\exp(860 \text{ cm}^{-1}/k_B T) - 1]. \]  

(1.31)

For the well-defined features produced by the creation of two phonons, the absorption coefficient $A(\nu, T)$ increases with temperature $T$, as expected from Equation (1.21):

\[ A(\nu, T) = a(\nu, 0)[1 + n(E_1, T)][1 + n(E_2, T)], \]  

(1.32)

where $E_1$ and $E_2$ are the phonon energies, and of course $h\nu = E_1 + E_2$.

An especially important two-phonon absorption process is that at 10.6 $\mu$m, 943 cm$^{-1}$, the frequency of a CO$_2$ laser. The absorption in pure diamond is $\sim$0.03 cm$^{-1}$ at 300 K, but increases very rapidly, being a factor of 9 larger at 800 K [54]. Since wave vector and energy must be conserved, the two phonons involved must have, from the dispersion...
curves, energy quanta of $E_1 = 400 \pm 30$ cm$^{-1}$ and $E_2 = 540 \pm 30$ cm$^{-1}$. The temperature dependence of the absorption with these two phonons being created is then given by Equation (1.32) and amounts to a factor of 2.8 increase between 300 and 800 K, and not the factor of 9 observed. The difference is caused partly by the two-phonon process at 943 cm$^{-1}$ involving the destruction of one phonon and the creation of a second. From the dispersion curves, wave vector and energy may be conserved by destroying one low-energy acoustic mode of $E_1 = 335 \pm 35$ cm$^{-1}$ and creating an optic mode of $E_2 = 1272 \pm 35$ cm$^{-1}$. The absorption coefficient of this process then increases with temperature as (see Equation 1.22):

$$A(\nu, T) = a(\nu, 0)n(E_1, T)[1 + n(E_2, T)],$$

(1.33)

and the low value of $E_1$ produces considerable temperature dependence. A further process contributing to the rapid rise in absorption with $T$ at 943 cm$^{-1}$ is that the phonon frequencies drift downwards as $T$ increases (Equation 1.30), moving the stronger absorption that occurs at higher energy down to 943 cm$^{-1}$. Finally, with increasing $T$, the low-energy, three-phonon processes (discussed next) become significant. The very strong temperature dependence can therefore be understood explicitly in terms of known components.

For the three-phonon processes, the allowed combinations of phonons are apparently sufficiently large that one may simply use the density $g_3(\omega)$ of three-phonon states, derived by twice convoluting the one-phonon density with itself. The absorption coefficient $A(\nu)$ at photon frequency $\nu$ is then found to be proportional to the combined density $g_3$ multiplied by the fourth power of $\nu$. With increasing temperature, the probability of emitting each phonon increases as in Equation (1.21), but in practice it is sufficient to use a frequency $\nu/3$ for each of the phonons. The absorption then depends on the photon frequency and the temperature $T$ as [54]:

$$A(\nu) \propto \nu^4 g_3(\nu)[1 + n(\nu/3)]^3.$$

(1.34)

### 1.3.5 Isotope effects

Multi-phonon Raman and infrared absorption measurements on isotopically modified diamonds produce the same band shapes but with the frequency scale modified essentially in accordance with the ‘virtual crystal approximation’, in which the mean mass of the lattice atoms is used [23]. Thus, for a mixture of $x$ parts of $^{13}$C and $(1 - x)$ parts of $^{12}$C, the mean mass is $12 + x$ and the frequencies in this approximation are:

$$\omega(x) = \omega_{12} \sqrt{\frac{12}{12 + x}}.$$

(1.35)

For $\omega_{12} = 1332.8$ cm$^{-1}$, $\omega(x) = 1332.8 - 55.5x + 3.5x^2$. Precise measurements may be made on the one-phonon Raman line [23, 56–58]. The peak frequency is fitted with:

$$\omega(x) = 1332.82 - 34.77x - 16.98x^2 \text{ cm}^{-1}.$$

(1.36)

The shift is made up of the dominant virtual crystal term, plus the static lattice contraction affecting the frequency of the mode (the Grüneisen effect). Additionally, isotope disorder
increases the scattering of phonons (Section 3.7 below). Ruf et al. [59] give a simple description of the effect by representing it in terms of a two-level model. One level, say the Raman phonon, interacts with other modes, represented by the second level, which is located at about the mean of the density of phonon states. Since the Raman frequency is greater than that mean, the interaction produced by the isotope disorder will force the Raman frequency higher. Measurement and theory [59] show that the disorder contributes a shift to the Raman line of between +4 and +7 cm$^{-1}$ at $x \sim 0.5$. The disorder effects occur through the minority isotope species. For example, at high $x$ the scattering atoms are $^{12}$C, which raise the frequency of the active modes relative to the values in the pure $^{13}$C crystal. The scattering modes are close to the Raman energy and produce a large positive shift. In contrast, at small $x$, the ‘impurity’ atoms are $^{13}$C, which lower the frequency of the active modes away from the Raman energy. The disorder shift is asymmetric, maximising near $x = 0.6$ in this case [57]. From the measured disorder broadening, at $x = 0$ the line width $\Gamma$ is expected to change at the rate $d\Gamma/dx = 2$ meV, so that in a natural diamond the isotope disorder contributes about 0.16 cm$^{-1}$, or over 10%, to the line width.

The phonons that play an important role in the band-gap optical transitions at 0.76 of the (001) zone boundary are shifted, within experimental error, in accordance with the virtual crystal approximation when a complete change of isotope is made ($x = 0$ to $x = 1$) [50, 59]. Since the transverse optic mode lies below the mean in the density of states, the disorder interaction will now move that mode to lower energy [59], giving a disorder contribution at $x = 0.5$ of about $-4$ cm$^{-1}$.

### 1.3.6 Specific heat

Knowing the density of phonon states, $g(\omega)$ (Figure 1.2), and the probability of occupying them (Equation 1.19), the energy stored in the vibrations is given by:

$$E(T) = \int_{0}^{\omega_{\text{max}}} d\omega g(\omega)n(\omega), \quad (1.37)$$

and the specific heat is $C \propto dE/dT$. If $g(\omega)$ is known, the calculation is simple. For example, a very good fit to the experimental data results from using $g(\omega)$ obtained by inelastic X-rays (Figure 6 of Ref. [27]).

At low $T$, only the low frequency acoustic modes are thermally populated, with $\omega \propto k$. Consequently, the density of states $g(\omega) \propto \omega^2$. This form leads to the convention of using the Debye approximation, in which the density $g(\omega) \propto \omega^2$ is assumed to apply to all the modes. The expression for the specific heat may then be fitted to the experimental data at any temperature by choosing the appropriate value of $\omega_{\text{max}}$ in the integral. The value of $\omega_{\text{max}}$ is expressed conventionally in terms of the Debye temperature, $\Theta_D = h\omega_{\text{max}}/k_B$. The Debye temperature defined from specific heat measurements is $\Theta_D = 1865 \pm 10$ K in the range 300 to 800 K, corresponding to an increase in the specific heat $C$ from 6.19 J g-atom$^{-1}$ K$^{-1}$ at 300 K to 19.29 J g-atom$^{-1}$ K$^{-1}$ at 800 K [60], that is from 0.5 J g$^{-1}$ K$^{-1}$ at room temperature to 1.6 J g$^{-1}$ K$^{-1}$ at 500 °C. To approach 90% of the classical value of $C = 3R$, temperatures in excess of 1300 K would be required. Below 300 K, $C$ decreases rapidly as fewer vibrational modes may be thermally populated [61, 62]. The rapid decrease away from the classical value of $C_v = 3R$, known since 1875
is historically important as being the data that led Einstein to develop his quantum theory of specific heats [64].

The specific heat of chemical-vapour deposited diamond will depend on the quality of the films. However, the colour of diamond may be determined by very low concentrations of impurities, of the level of parts per million, which are irrelevant to bulk specific heat measurements. The specific heat of ‘black’ CVD diamond has been reported to be within 1% (the experimental uncertainty) of that of bulk diamond [65].

There is a significant dependence of the specific heat of diamond on its isotope content. When the isotopic content is changed by increasing the fraction of $^{13}$C, the predominant effect is that the frequencies of vibration are reduced in accordance with the virtual crystal approximation, and so at low temperature, where the frequency of the modes is most important, the specific heat is increased. Predictions by Sanati et al. [66] have been closely verified by measurements of the specific heat over the range 75 to 300 K [67]. At 170 K, the specific heat of $^{13}$C is about one-sixth larger than for $^{12}$C [67].

1.3.7 Thermal conductivity

The standard approach to the thermal conductivity $\kappa$ of a solid is to use the analogy to conductivity in a gas:

$$\kappa = \frac{1}{3} C v^2 \tau,$$

where $C$ is the specific heat, $v$ is the speed of the heat carriers (phonons in diamond), and $\tau$ is the mean time between scattering events for the carriers. In diamond, there will be different contributions from the different frequencies of the phonons, requiring a sum over all the densities of state [68].

The specific heat increases from zero at 0 K, becoming a constant at high temperature (Section 1.3.6). With increasing $T$, there is an increase in the number of phonons available to transport the heat, and those phonons have increasing frequencies as $T$ increases. However, with the increased populations of phonons, the probability of interacting with another phonon increases, and the probability of decaying into other phonons also increases (Equation 1.21). These intrinsic processes result in the phonon population being $\sim \hbar \omega / k_B T$ at high $T$, and so $\tau \propto T^{-1}$. At sufficiently high $T$, approximately above room temperature, this process will dominate in any diamond, and the thermal conductivity will be independent of the sample. Below about 100 K, only relatively low frequency (long wavelength) phonons are thermally excited. At this limit, the dimensions of the sample determine the scattering time; for example, polycrystalline diamond films could, therefore, have an anisotropic thermal conductivity. Finally, at intermediate temperatures, $T \sim 50$ to 300 K, the scattering time $\tau$ is determined by the impurities or other crystalline imperfections in the diamond, including isotope disorder. Although its peak thermal conductivity is at 70 K, the thermal conductivity of diamond at room temperature is still higher than for any other solid, and over four times that of pure copper.

These processes imply that the value of $\kappa$ is, below 300 K, highly dependent on the specific sample used. There are now many techniques in use for determining the thermal conductivity, as reviewed by Reichling and Hartmann [69]. In general terms, high quality, ‘pure’ (type IIa) natural diamonds have their maximum thermal conductivity of
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\[ \kappa \sim 15,000 \ \text{W m}^{-1} \ \text{K}^{-1} \ \text{at} \sim 70 \ \text{K} \ [70–72]. \] Above 100 K, in high quality natural samples, \( \kappa \) decreases approximately inversely with \( T \), to \( \sim 600 \ \text{W m}^{-1} \ \text{K}^{-1} \) at \( \sim 1000 \ \text{K} \ [70–72]. \) Diamonds are likely to contain atomic-sized defects and impurities, which act as scattering centres. They are most important in reducing the thermal conductivity in the central range, where neither the crystal size nor the phonon–phonon scattering is dominant. For example, reductions in the maximum value of \( \kappa \) by an order of magnitude are easily obtained in natural ‘type Ia’ diamonds with concentrations of nitrogen of a few parts per thousand. Similarly, radiation damage introduces additional thermal resistance in proportion to the concentration of vacancies [73].

Isotope disorder creates significant scattering of the phonons, reducing the thermal conductivity. Again, at the limits of low and high temperatures, \( \kappa \) is expected to be independent of the isotope content. However, an isotopic ‘impurity’, such as a \( ^{13} \)C atom in a predominantly \( ^{12} \)C diamond, is expected to increase the scattering rate \( \tau^{-1} \) in proportion to the concentration of the isotopic impurity, and as the fourth power of the phonon frequency. The thermal conductivity is substantially reduced by the disorder near its maximum values (typically between 30 and 200 K). Isotopically enhanced diamond, with only 0.1 % \( ^{13} \)C has a peak value of \( \kappa \) some three times larger than diamond of natural isotope abundance [74], and the peak is shifted slightly, but possibly usefully, to higher \( T \), to about 90 K. Isotopically pure diamond (\( ^{13} \)C less than 0.001 %) would probably have a thermal conductivity of more than an order of magnitude greater than a diamond of natural isotope abundance.

In polycrystalline films, which have nucleated at many points on the surface of the substrate, the thermal conductivity may be highly anisotropic. A typical cross-section of the film will show many small crystallites at the nucleation surface, of which only a small proportion will grow into elongated crystals to the surface of the film. In such a sample, we could expect that the thermal conductivity measured through the thickness of the film, along a single crystal, may be significantly higher than in the lateral direction, where the heat flow has to jump across grain boundaries [75]. In this case, the resistance \( \kappa_{F}^{-1} \) to heat flow in the plane of the film is then made up of the resistance \( \kappa^{-1} \) inside the (pure) diamond grain, plus the resistance from the grain interfaces:

\[
\kappa_{F}^{-1} = \kappa^{-1} + \frac{R_{th}}{a}.
\] (1.39)

Here, \( R_{th} \) is the resistance of one interface, and \( a \) is the mean grain size. For example, in samples investigated by Hartmann et al. [76], the interfacial resistance was \( 2 \times 10^{-9} \ \text{m}^{2} \ \text{K W}^{-1} \), and so became increasingly important at grain sizes of \( a < 20 \ \mu\text{m} \). For this value of \( R_{th} \), the room temperature value of \( \kappa_{F}^{-1} \) decreases by a factor of two between 9 and 2.5 \( \mu\text{m} \). However, if the first 30 to 40 \( \mu\text{m} \) of the CVD crystal growth is removed from the samples, and good quality material is used, the thermal conductivity in the plane of the CVD film and perpendicular to that plane have been found to be equal, within a measuring accuracy of 8 \% [77]. Room-temperature values of \( \kappa \) of up to 2220 \( \text{W m}^{-1} \ \text{K}^{-1} \) were reported [77], which very closely approach the value for good natural crystals (\( \sim 2265 \ \text{W m}^{-1} \ \text{K}^{-1} \)). Twitchen et al. [77] observed an excellent correlation in their samples between the thermal conductivity and the concentration of the carbon–hydrogen complexes identified by the absorption in the vibrational transitions at 2760 to 3030 \( \text{cm}^{-1} \); these complexes appeared to be the dominant extrinsic source of thermal resistance. In earlier work, in some batches
of polycrystalline films contaminated with nondiamond carbon, the ratio of the Raman signals from the diamond and nondiamond components was found to be a good indicator of the lateral thermal conductivity [78]: an example of how the limitations of materials decrease as the technology improves. As for single crystal diamond, isotope disorder in films can have a measurable effect on the thermal conductivity, and Belay et al. [79] have reported a lateral thermal conductivity three times lower in a 50% 13C sample compared with a sample of natural isotopes.

At the nanoscale, the surfaces become extremely significant, both in terms of surface contaminants and the intrinsic ability of carbon to rehybridise, and so the method of preparation is a key factor. The sparse data available to date show that the surfaces present significant barriers to thermal diffusion, resulting in very low thermal conductivity (∼0.1 W cm⁻¹K⁻¹ at room temperature [28]).

1.4 ELECTRONIC ENERGY STATES

1.4.1 Dispersion curves

The valence bands in diamond have their maxima at \( \mathbf{k} = 0 \), and the minimum in the first conduction band at \( \mathbf{k} = 0.76 \) of the zone boundary in the \( \langle 001 \rangle \) directions [48]. The energy gap at low temperature is 5.49 eV, much larger than the other Group IV semiconductors, while the spin-orbit splitting at the maximum of the valence band is particularly small at ∼12 meV [80].

Experimental data have been derived mainly from optical measurements of absorption, luminescence, reflectance and ellipsometry. Given the indirect nature of the lowest band gap, optical absorption must involve the creation or (at high enough temperature) the destruction of a wave-vector-conserving phonon (Section 1.3.3). The absorption coefficient of pure diamond increases rapidly with photon energy, as discussed by Clark et al. [81]. Diamond is effectively opaque at photon energies just above the indirect band gap, but data on the band structure were obtained many years ago by using reflection spectra up to 35 eV [82, 83]. From the reflection spectra, the real (reflectance) and imaginary (absorbance) parts of the dielectric function can be obtained. Sharp features in the function derive primarily from the joint (valence and conduction band) density of states, and so relate to either the extreme of a band or to energy–wave vector plots of the valence and conduction bands running parallel to each other in \( \mathbf{k} \)-space. Distinguishing between them relies on band structure analyses (Figure 1.4). The lowest direct gap is located at 7.2 eV above the valence band maximum. Good fits to the dielectric function between 5 and 25 eV are given by Papadopoulos and Anastassakis [84].

The width of the valence band has been measured using photoelectron spectroscopy by several groups. The width of the valence band, as determined by photoexcitation [85], is 23.0 ± 0.2 eV, greater than the width of 21.5 ± 0.2 eV predicted by local-density functional theory [86, 87], which does not include the many-particle contributions to the excitation. The exact shapes of the bands near the valence band maximum and first conduction band minimum have been predicted [88].

Formally, the effective mass of an electron or hole is given by the inverse curvature of the dispersion plots, \( m^*_{ij} = \hbar^2 / (d^2 E/dk_idk_j) \). For the electron at the minimum of the conduction band, two masses are required, corresponding to motion longitudinal (\( \mathbf{k}||\langle 001 \rangle \))
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Figure 1.4  Electronic energy bands in pure diamond, for wave vectors k parallel to the major crystallographic axes. Point Γ has k = 0, and X, L and K are respectively at the ⟨001⟩, ⟨111⟩ and ⟨110⟩ zone boundaries. The lines are calculated by L.R. Saravia and D. Brust, Phys. Rev. 170, 683 (1968)

for the ⟨001⟩ minimum) or to transverse motion. Experimental masses for the electron have been calculated from the electron drift velocity by Nava et al. [89], yielding:

\[ m_{t,e}^* = 0.36m_0, \quad m_{l,e}^* = 1.4m_0, \]  

(1.40)
in terms of the vacuum mass \( m_0 \) of the electron. One application of the masses is their use in predicting the higher energy levels of electrons bound to donors, using effective mass theory. A fit to experimental data for the energy levels of the phosphorus donor yields [90] \( m_{t,e}^* = 0.31m_0, \) and \( m_{l,e}^* = 1.8m_0 \) in reasonable agreement. Further, a detailed theoretical investigation of the band extrema [88] results in \( m_{t,e}^* = 0.34m_0, \) and \( m_{l,e}^* = 1.5m_0, \) in close agreement with Equation (1.40).

The valence band maximum is complicated by being composed of p atomic orbitals, giving, in atomic language, spin–orbit split states of \( j = 3/2 \) (lower energy hole states) and \( j = 1/2. \) The spin–orbit splitting is small, so that both the \( j = 3/2 \) and the \( j = 1/2 \) states need to be considered in any physical process, such as the formation of the bound states of the hole at the boron acceptor. Further, the \( j = 3/2 \) states split into \( m_j = \pm 3/2, m_j = \pm 1/2 \) pairs when the symmetry is reduced by having \( k \neq 0. \) To obtain different values of the energy at the same value of \( k \) requires different values of the curvature of the valence band for the \( j = 3/2 \) states, and hence two masses, a heavy hole (smaller hole energy) and a light hole. The tensor property of the effective mass is a further complication. Values derived theoretically for motion along the ⟨001⟩, ⟨111⟩ and ⟨110⟩ directions are, for the heavy hole [88]:

\[ m_{001}^* = 0.43m_0, m_{111}^* = 0.78m_0, m_{110}^* = 0.69m_0. \]  

(1.41)
and for the light hole

\[ m_{001}^* = 0.37m_0, m_{111}^* = 0.26m_0, m_{110}^* = 0.28m_0. \]  

(1.42)
The split-off spin–orbit state has a mass \( 0.4m_0 \) [88].

The value of the spin–orbit interaction has been subject to some controversy. Considering only the maximum of the valence band, the atomic properties to consider are the
angular momentum of the p orbitals, and the spin of the electron. They couple to give the \( j = 3/2 \) and \( j = 1/2 \) states, split at \( k = 0 \) by the spin–orbit interaction \( \lambda \). In an experiment, further interactions may be involved. For example, when a free exciton is created (Section 1.4.3 below), the hole at the valence band maximum interacts with an electron, which has at least angular momentum in its spin. Exchange coupling between the spins of the hole and the electron, of magnitude \( \Delta \), would, in the absence of spin–orbit coupling, create a spin singlet, \( S = 0 \), and a spin triplet, \( S = 1 \). These two interactions need to be considered together. A re-analysis by Cardona et al. [80] of data by Sauer et al. [91] suggests that the spin–orbit interaction is:

\[
\lambda = 11.7 \text{ meV}, \tag{1.43}
\]

in close agreement with theoretical calculations [88].

The lowest (indirect) energy gap moves to higher energy under hydrostatic pressure \( P \) at the rate, at room temperature and from \( P = 0 \) to \( P = 2.3 \) GPa, of [92]:

\[
dE/dP = 6.0 \text{ meV/GPa}, \tag{1.44}
\]

an order of magnitude larger than the shifts for the phonons (Equation 1.23).

When an electron has been excited from the maximum in the valence band to an energy state with more than twice the direct energy gap, its lifetime in that state has been estimated (from lifetime broadening) to be a few times \( 10^{-16} \) s [93]. The high energy state allows de-excitation of the electron through electron–electron interactions.

In nano-diamond, the surface properties become highly significant, in addition to the dimensions of the sample. For example, the band gap is predicted to decrease in diamond nanowires relative to bulk diamond, the extent depending on these properties [94].

### 1.4.2 Temperature dependence and isotope dependence of the lowest energy gap

With increasing temperature \( T \), the lowest (indirect) energy gap at 5.49 eV moves monotonically to lower energy [81]. A shift of \(-110\) meV is reported by 675 K. The effect is partly made up of the effect of lattice expansion (Section 1.2.2). A volume change of \( \Delta V \) produces a shift:

\[
\Delta E_{\text{exp}} = -a(c_{11} + 2c_{12}) \Delta V / V, \tag{1.45}
\]

where the elastic constants are known (Section 1.2.4). There is uncertainty in \( a \), the change in energy of the energy gap per unit hydrostatic pressure, with \( a \approx 5 \) to 6.4 meV/GPa [50, 95]. However, the lattice expansion term accounts for less than 10% of the total observed shift. The majority of the shift comes from electron–phonon interactions. These have been discussed in detail by Zollner et al. [96], showing that total electron–phonon coupling in the valence band is about double that in the conduction band, and the coupling is predominantly in the optic modes. Their calculation reproduces the measured data. The electron–phonon coupling may be parameterised in terms of the density \( g(\omega) \) of phonon states (Section 1.3.1), and the Bose–Einstein population term \( n(\omega) \) (Equation 1.20). A
simple empirical expression shows that the coupling term is proportional to the frequency $\omega$ of the phonon, giving:

$$\Delta E_{\mathrm{c-p}} = c \int d\omega \omega g(\omega)n(\omega),$$

(1.46)

where the integral is over all the frequencies. This expression allows the energy-gap renormalisation energy to be found ($\sim$370 meV), which is required for discussion of the isotope effects. However, for practical purposes, the expression of O’Donnell and Chen [97] provides a simpler fit: the shift between 100 and 700 K is given by $-S\hbar \omega[\coth(\hbar \omega/kT) - 1]$ with $S = 2.31$ and $\hbar \omega = 94$ meV. Based on extraordinarily high precision measurements in single-isotope silicon, Cardona et al. [67] have proposed a universal law to the effect that the energy gap will change as $T^4$ at very low (liquid helium) temperatures.

Closely related to the temperature dependence is the isotope dependence. The total shift of the lowest indirect energy gap from natural to $^{13}$C diamond is measured, at low $T$ to be [50]:

$$E_{13} - E_{12} = 13.6 \pm 0.2 \text{ meV}.$$  

(1.47)

Measurements by Ruf et al. [98] of luminescence from excitons weakly bound to boron acceptors show that their energies, which closely follow the lowest indirect energy gap, change linearly with the $^{13}$C isotopic fraction $x$ at a shift rate of $dE/dx = +14.6 \pm 0.5$ meV.

The shift is again partly caused by the contraction of the lattice that occurs when the isotope is changed (Section 1.2.3), but this is a small contribution of $3 \pm 1.3$ meV to the total shift [50]. Most of the shift can be identified as a result of changing the vibrational frequencies in Equation (1.46), and by using the value of $c$ from the temperature dependence, a contribution of $+13.5 \pm 2$ meV was estimated to come from the electron–phonon term. A very similar value of $+18.4$ meV was predicted $\textit{ab initio}$ by Zollner et al. [96].

The temperature dependence of the first direct energy gap is similar to that of the lowest indirect gap [99].

### 1.4.3 Exciton states and electron-hole condensates

When one electron is excited to the conduction band, creating one electron at the conduction band minimum and one hole at the valence band maximum, separated in space by a distance $r$, there is a coulombic attraction between them of $V = -e^2/4\pi \varepsilon r$ for the two particles. At low temperature, a pseudo-hydrogenic system can be created with the electron and hole orbiting each other in a ‘exciton’ state, with a binding energy $E_{\mathrm{ex}} = e^2/8\pi \varepsilon a_{\mathrm{ex}}$. The binding energy of the exciton is measured as 80 meV and, together with the static dielectric constant $\varepsilon_{\infty} = 5.70$ from experiment [100], yields an effective radius for the exciton of:

$$a_{\mathrm{ex}} = 1.58 \text{ nm}.$$  

(1.48)

The lifetime of the exciton has been measured as 2.3 $\mu$s [101]. The recombination of the electron and hole must involve a wave-vector conserving phonon (Equation 1.27),
and so involves three particles plus the emitted photon (see Section 1.3.3). In silicon, free excitons may survive for tens of microseconds. In diamond, the exciton’s lifetime is long enough for diffusion to take place, even at liquid helium temperature, from its random creation point to be trapped, for example, at a boron atom, when boron is present at concentrations of over \( \sim 10^{17} \) \( \text{cm}^{-3} \). Since the exciton’s lifetime is determined partly by the rate of capture at impurities, any experimental value should be regarded as a lower limit.

With increasing excitation power, many electrons and holes may be created before the first pair recombines. As long as sufficient power is placed in a pure diamond without appreciable heating of the sample (\( T \) less than about 165 K [102]), the attraction of the oppositely charged particles lowers their energy sufficiently for an ‘electron-hole condensate’ to be created within ‘several tens of picoseconds’ [102], analogous to a liquid being formed in preference to a gas (the free excitons). Luminescence from the electron-hole condensate still involves transitions across the indirect energy gap, and so involves the phonons of Equation (1.27). The electron–hole attraction lowers the available electronic energy relative to the 5.49 eV energy gap by an amount that depends on the concentration of the electrons and holes, and hence on the excitation power. Luminescence, which grows rapidly with excitation power, is then observed in the range 5.1 to 5.25 eV, involving the transverse-optic phonon [103]. The concentration of electrons and holes in the condensate depends on the excitation and temperature, but is of the order of \( 10^{20} \) \( \text{cm}^{-3} \) [102, 103]. The decay time of the condensate, measured as \( \sim 1 \) ps at 15 K, is significantly shorter than the lifetime (2.3 \( \mu \text{s} \) quoted above) of the free exciton, and is consistent with quenching by the Auger process [102]. In \( ^{13}\text{C} \), luminescence from the electron–hole condensate is shifted by about 14 meV relative to \( ^{12}\text{C} \), as expected from Equation (1.47) [103]. A thorough account of the electron–hole condensate is given by Sauer et al. [104].

Finally, we note the electronic states of an exciton, whether free or weakly bound to boron or phosphorus, sample a volume of the crystal given by \( V = 4\pi a_{\text{ex}}^3 / 3 \), where \( a_{\text{ex}} \) is known (Equation 1.46). Random isotopes inevitably broaden those states, at a rate determined by the isotope dependence of the energy gap, \( dE/dx = 13.6 \) meV (Equation 1.47). The full width at half height of an optical transition in natural diamond, \( x = 0.01 \) is then given by:

\[
\Gamma = 2.36 \frac{dE}{dx} \left( \frac{x(1-x)}{\rho V} \right)^{1/2} = 0.2 \text{ meV},
\]

where \( \rho = 1.76 \times 10^{28} \) \( \text{m}^{-3} \) is the atomic density of diamond. This value is significantly smaller than the smallest width of bound exciton lines detected to date [51], of \( \sim 1 \) meV, and indicates the potential still to be achieved in material quality.

### 1.4.4 Dielectric properties

When there is no absorption in a sample, the refractive index \( n \) is related to the real part \( \varepsilon_1 \) of the dielectric constant by \( n = \sqrt{\varepsilon_1} \). Measurements of the static dielectric constant, by capacitance techniques with frequencies of 1 to 10 kHz, gave \( \varepsilon_\infty = 5.70 \) [100] at room temperature, consistent with the prediction of 5.72 from the \textit{ab initio} calculation.
of Pavone et al. [7]. For $\varepsilon_1 = 5.7$, $n = 2.39$. At higher, optical, frequencies the refractive index increases to 2.72 for photons just below the indirect energy gap. The dependence on wavelength $\lambda$ is [105]:

$$n^2 = 1 + \frac{0.3306\lambda^2}{\lambda^2 - \lambda_1^2} + \frac{4.3356\lambda^2}{\lambda^2 - \lambda_2^2},$$

(1.50)

where $\lambda_1 = 175$ nm and $\lambda_2 = 106$ nm.

The dielectric constant varies with temperature $T$ as [106]:

$$\varepsilon_1 = 5.701 - 5.35 \times 10^{-5}T + 1.66 \times 10^{-7}T^2.$$  

(1.51)

Equivalently, Ruf et al. [98] have measured the refractive index up to 925 K, and can fit the temperature variation in terms of a Bose–Einstein factor (Equation 1.20), with a single effective frequency of 711 cm$^{-1}$.

One immediate practical application of the refractive index is to the reflection coefficient $R$ at normal incidence, which in the absence of absorption is $R = (n - 1)^2/(n + 1)^2$. The reflection coefficient increases from 17% in the infrared and visible to 21% in the near UV. At higher energies [106], near 12.6 eV, $R$ exceeds 50%. Other aspects of the optical data have been reviewed fully by Mainwood [107], to which we add recent rationalisation of the photoelastic constants, which are important for determining strains in diamond [108]. The optical data are essential for the design of optical components fabricated from diamond. For example plano-convex lenses, of diameters of 2 to 5 mm and focal lengths of 3.2 to 5.2 mm, have been made by chemical vapour deposition of diamond into spherical depressions in a substrate, followed by polishing flat the growth surface [109].

1.5 SUMMARY

All aspects of the basic properties of pure diamond cannot be reviewed in a short chapter. For example, we have not touched on electron transport in the bulk (which is discussed in this book by J. Isberg), surface properties, or the properties of nano-diamond. It is striking that many scientific properties of diamond have been known for considerably longer than for almost any other crystalline material, and they have played significant roles in the development of condensed matter research. However, because diamond is a simple, prototype material, its science is constantly being revisited at both the experimental and theoretical levels as new techniques become available. It will be fascinating to see how far future improvements in the growth of diamond will extend its already unique properties.
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