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NETWORKS, ELASTOMERIC

Introduction

The most striking features of a rubber-like material are its ability to undergo
very large deformations with essentially complete recoverability. In order for a
material to exhibit such unusual behavior, it must consist of relatively long poly-
meric chains that have a high degree of flexibility and mobility, and are joined
into a network structure. The requirement of flexibility and mobility is associated
with the very high deformability. As a result of an externally imposed stress, the
long chains may alter their configurations which takes place relatively rapidly
due to their high mobilities (1–13). The requirement of linking the chains into a
network structure is associated with the solid-like features, where the chains are
prevented from flowing relative to each other under external stresses. As a result,
a typical rubber or elastomer may be stretched up to about 10 times of its original
length. Upon removal of the external force, it rapidly recovers its original dimen-
sions, with essentially no residual or nonrecoverable strain. As a result of these
unique mechanical properties, elastomers find important usages ranging from au-
tomobile tires to heart valves, to gaskets in jet planes and space vehicles (14,15).

The above-mentioned general features of elastomeric materials have long
been known and, in fact, the area of rubber-like elasticity has had one of the
longest and most distinguished histories in all of polymer science (1,2,16). For ex-
ample, quantitative measurements of the mechanical and thermodynamic prop-
erties of natural rubber and other elastomers go back to 1805, and some of the
earliest studies have been carried out by such luminaries as Joule and Maxwell.
Also, the earliest molecular theories for polymer properties of any kind were, in
fact, addressed to the phenomenon of rubber-like elasticity.

Some Rubber-Like Materials

The rubber-like materials described in this section are so designated since they
exhibit the high deformability and recoverability so reminiscent of natural rubber

1
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itself (2,17). They are thus frequently called “rubbers,” and the terms rubber-like
materials, rubbers, and elastomers are used essentially interchangeably in the
literature. Since high flexibility and mobility are required for rubber-like elas-
ticity, elastomers generally do not contain stiffening groups such as ring struc-
tures and bulky side chains (2,13). These characteristics are evidenced by the
low glass transition temperatures Tg exhibited by these materials. These poly-
mers also tend to have low melting points, if any, but some do undergo crys-
tallization upon sufficiently large deformations. Examples of typical elastomers,
which do undergo strain-induced crystallization, include natural rubber, butyl
rubber, and high cis-polybutadiene, with recent attention focusing on copolymers
of high trans-polybutadiene (18). In contrast, poly(dimethylsiloxane) (PDMS)
[ Si(CH3)2O ], poly(ethyl acrylate), styrene–butadiene copolymer, and ethylene–
propylene copolymer generally do not undergo strain-induced crystallization.

Some polymers are not elastomeric under normal conditions but can be
made so by raising the temperature or adding a diluent (“plasticizer”). Polyethy-
lene is in this category because of its high degree of crystallinity. Polystyrene,
poly(vinyl chloride), and the biopolymer elastin are also of this type, but because
of their relatively high glass transition temperatures also require plasticization
to be elastomeric (13).

A final class of polymers is inherently nonelastomeric. Examples are poly-
meric sulfur, because of its chains are too unstable, poly(p–phenylene) because its
chains are too rigid, and thermosetting resins because their chains are too short
(13).

There is much current interest in hydrogels, particularly those robust
enough to be used in biomedical applications.

Preparation and Structure of Networks

Networks are formed by joining individual chains into a three-dimensional struc-
ture. The conventional method of network formation is by random cross-linking
with a suitable cross-linking agent. More modern techniques involve end linking
in order to obtain better controlled and characterized networks. Polymerization
into a cross-linked system by adding a small amount of multifunctional reactants
into the polymerizing system or by joining the chains by physical forces such as
hydrogen bonding is also utilized.

Random Chemical Cross-Linking. In random cross-linking, chemical
reactions are used that attack a pair of chains, at essentially random locations
(1,13). Examples are the addition of sulfur atoms to the double bonds of diene
elastomers and the attack of free radicals from peroxide thermolyses or high-
energy radiation on side chains (frequently unsaturated) or on the chain back-
bone itself.

The cross-links formed in this way are generally highly stable. These net-
works, however, still present the problem that the cross-linking reaction used
is highly uncontrolled in that it is not known how many cross-links are intro-
duced or where they lie along the chain trajectories. It is thus very difficult to use
these networks for quantitative purposes such as the development of structure–
property relationships. Obtaining independent measures of their degree of
cross-linking (as represented directly by the number density of cross-links or the
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number density of network chains, or inversely by the average molecular weight
Mc between the cross-links that mark off a network chain) is virtually impossible
(13).

Highly Specific Chemical End Linking. If networks are formed by end-
linking functionally terminated chains instead of haphazardly joining chain seg-
ments at random, then the nature of this very specific chemical reaction provides
the desired structural information (6,13,19–28). Thus, the functionality of the
cross-links is the same as that of the end linking agent, and the molecular weight
Mc between cross-links and its distribution are the same as those of the starting
chains prior to their being end linked.

Because of their known structures, such end-linked elastomers are now the
preferred materials for the quantitative characterization of rubber-like elastic-
ity. In addition, bimodal networks prepared by these end-linking techniques have
very good ultimate properties, and there is currently much interest in preparing
and characterizing such networks (13,22,25,29–33) and developing theoretical in-
terpretations for their properties (34–37). Both subjects are discussed below.

Polymerizations with Multifunctional Monomers. Another way of
making a network is by a copolymerization in which at least one of the
comonomers has a functionality φ of 3 or larger. This is one of the oldest ways
of preparing networks but has been used mostly to prepare materials so heavily
cross-linked as to be relatively hard thermosets rather than highly deformable
elastomers (13,38). Some work in this area involves the use of sol fractions and
statistical arguments to obtain information on the structures of the sol phases
and gel (elastomeric) phases (39–43).

Physical Aggregation. Preparation of elastomeric networks is also
possible by causing physical aggregation of some of the chain segments (3,13).
Examples are the adsorption of chain segments onto filler particles, formation
of polymer microcrystallites, condensation of ionic side chains onto metal ions,
chelation of ligand side chains to metal ions, and microphase separation of glassy
end blocks in an elastomeric triblock copolymer (44). These materials are now
not much used in quantitative studies of rubber-like elasticity. The nature and
extent of the cross-linking can change with the temperature, the presence of dilu-
ent, and degree of deformation in an uncontrolled manner, and the “cross-links”
are frequently so large as to complicate greatly the theoretical analysis of any
experimental results.

Networks Prepared under Unusual Conditions

Several indirect approaches are undertaken in preparing networks of simpler
topology with reduced degrees of network chain entangling (4). Some of the tech-
niques employed involve (i) separating the chains prior to their cross-linking by
either dissolution (45) or stretching (46), (ii) simultaneously forming two different
but interpenetrating systems, (iii) trapping cyclics into the network, (iv) simul-
taneously cross-linking one component highly and the other lightly, and (v) using
platelets as junctions.

Cross-Linking in Solution. This approach (5) did produce elastomers
that had fewer entanglements, as indicated by the observation that such
networks came to elastic equilibrium much more rapidly than elastomers
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cross-linked in the dry state. When a network is cross-linked in solution and the
solvent then removed, the chains collapse in such a way that there is reduced
overlap in their configurational domains. It is primarily in this regard—namely,
decreased chain-cross-link entangling—that solution cross-linked samples have
simpler topologies.

These elastomers also exhibited stress–strain isotherms in elongation that
were closer in form to those expected from the simplest molecular theories of
rubber–like elasticity. Specifically, there were large decreases in the Mooney–
Rivlin 2C2 correction constant.

In these procedures, removal of the solvent has the additional effect of
putting the chains into a “supercontracted” state (5). Experiments on strain-
induced crystallization carried out on such solution cross-linked elastomers in-
dicated that the decreased entangling was less important than the supercontrac-
tion of the chains, in that crystallization required larger values of the elongation
than was the case for the usual elastomers cross-linked in the dry state (47). More
recent work in this area has focused on the unusually high extensibilities of such
elastomers (48).

One novel approach involves the use of collapsed cross-link regions that can
unfold under stress, and then refold reversibly upon retraction of the elastomer
(49). This is essentially biomimicry of some body tissues, such as the muscle pro-
tein titin, in which such behavior gives these biomaterials an impressive combi-
nation of deformability and strength.

Cross-Linking in the Deformed State. In this approach, a first net-
work is generally introduced in the undeformed state, the resulting elastomer is
elongated, and a second series of cross-links is introduced in the stretched state.
Release of the stress permits the network to retract, but the second network of
this “double-network” structure prevents retraction down to the original dimen-
sions. The most interesting feature of the retracted network is the fact that it is
anisotropic in structure and properties.

In some cases, double networks have shown increases in orientability and
strain-induced crystallization (50) and improved fatigue resistance (51). In fact,
some results show that there may be less of a compromise between failure prop-
erties in general and the modulus (52), which may be due in part to the decreased
hysteresis observed for some of these elastomers. Theoretical treatment of such
materials goes back to 1960 (53), and research has continued on them up to the
present time (51,54–56). Better molecular understandings of these observations
are being sought with, for example, extensive studies of residual strains and bire-
fringence (55).

Interpenetrating Networks. If two types of chains have different end
groups, then it is possible to end link them simultaneously into two networks
that interpenetrate one another (57). Such a network could, for example, be made
by reacting hydroxyl-terminated PDMS chains with tetraethoxysilane (in a con-
densation reaction), while reacting vinyl-terminated PDMS chains mixed into
them with a multifunctional silane (in an addition reaction) (58). Interpenetrat-
ing networks can be very unusual with regard to both equilibrium and dynamic
mechanical properties (59). For example, such materials can have considerable
toughness and unusual damping characteristics.

Slide Ring Gels. Slide ring gels are topological networks with some sim-
ilarities to linear rotaxane assemblies (60,61). In these gels, a number of cyclic
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molecules are threaded onto a linear polymer chain and then trapped by placing
bulky capping groups at the two ends of the chain. Some of the cyclics are then
fused together to form mobile cross-links. In the case of two fused cyclics, the
result is a figure-eight structure: ∞ (62–66). These cross-links are called slide
rings, and act like pulleys for the chains threading through them. The sliding
is thought to thus equalize any network tensions, cooperatively. This gives the
gels unusual mechanical properties, in particular very high deformabilities and
degrees of swelling. There has been considerable interest in the theoretical treat-
ment of such materials (67,68).

Double Networks. Double networks belong to a class of hydrogels that
consist of two independently cross-linked networks, one consisting of a rigid poly-
electrolyte and the other a flexible uncharged polymer. (69–73) The term “dou-
ble networks” is an unfortunate choice of terminology since this name has long
been applied to the completely different elastomeric materials described above
as networks in which some of the cross-links are introduced in the deformed
state.

Double networks are used as water-swollen gels and exhibit the best me-
chanical properties when the first network is highly cross-linked and the second
only lightly cross-linked. The molar ratio of the second component to the first
should be a factor as high as 10 or more, which makes them rather different from
most interpenetrating networks (IPNs) (57). The enhanced mechanical proper-
ties of these double-network hydrogels are thought to be a result of the second
network preventing cracks from growing to the point of producing catastrophic
failure of the material. More specifically, this dissipation of crack energy may be
facilitated by the second network appearing as clusters in voids occurring in what
is apparently an inhomogeneous matrix of the first network. There is expected
to be considerable entangling of the two types of chains in these domains. In
some cases, a third component is used to form a triple network with, for example,
uncross-linked polymer being added to reduce surface friction (74). Considerable
modeling has been carried out to better understand the properties of these double
network hydrogels (75–77).

Nanocomposite Gels. Nanocomposite gels use exfoliated platelets of
clay as the cross-linking junctions (78–81). Ends of the polymer chains absorb
strongly on the surfaces of the platelets and enough of the chains attach to dif-
ferent platelets to provide the bridges that constitute a network structure. The
fact that the cross-links are planar sheets of considerable dimensions and junc-
tion functionality somehow yields unusual mechanical properties, including very
good toughness.

Network Structure

The elastic activity of a network depends directly on the molecular structure.
Perfect networks with no dangling chains, which are connected to the network
structure at one end only and no loops where the two ends of a chain terminate
at the same junction, serve as suitable references. The structure of a perfect net-
work may be defined by two variables, the cycle rank ξ and the average junction
functionality φ (3,13). Cycle rank is defined as the number of network chains
that must be cut in order to reduce it to a tree (82), which is a giant molecule
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containing no closed structures or cycles. The number of junctions µ, the number
of chains ν, and the molecular weight Mc, of chains between two junctions, may
be obtained from ξ and φ by the following three relations (6):

v = ξ/(1 − 2/φ) (1)

µ = 2v/φ (2)

Mc = (1 − 2/φ)ρNA

ξ N0
(3)

where ρ is the density, V0 is the reference volume of the network, and NA is
Avogadro’s number. The number of junctions, µ, and the number of chains, ν,
are typically given as number densities, by dividing them by the volume of the
unswollen network. They are the standard two direct measures of the degree
of cross-linking. The molecular weight Mc, of the network chains between two
cross-links, is an inverse measure, and typically has a value ranging from 5,000
to 15,000 g/mol. This corresponds to using approximately one of a hundred repeat
units for a cross-link (13).

Effects of Network Structure on Elastomeric Properties

Effects of Chain Length. The length of a network chain between two
cross-links decreases with increasing number of cross-links as can be seen from
equations (1) and (3). As will be elaborated further in the following sections, the
modulus of a network varies inversely with chain length (5,13).

Effects of Chain Length Distribution. Elastomeric networks are gen-
erally prepared in an uncontrolled manner such as peroxide curing (1,2). In such
cross-linking, segments close together in space are linked irrespective of their
locations along the chain trajectories. This results in a highly random network
structure in which the distribution of chain lengths between cross-links is essen-
tially unknown. New synthetic techniques are now available, however, for the
preparation of “model” polymer networks of known structure. More specifically,
if networks are formed by end-linking functionally terminated chains of known
length distribution instead of haphazardly joining chain segments at random,
then the nature of this very specific chemical reaction provides the desired struc-
tural information (5,13,26,83). Thus, characterizing the uncross-linked chains
with respect to molecular weight Mn and molecular weight distribution, and then
carrying out the specified reaction to completion gives elastomers in which the
network chains have these characteristics, in particular a molecular weight Mc
between cross-links equal to Mn, a network chain-length distribution the same
as that of the starting chains, and cross-links having the functionality of the end-
linking agent. A widely investigated system is end-linked PDMS using tetraethyl
orthosilicate. The reaction is shown in Figure 1 (83–85). One reason for this choice
is the fact that the polymer is readily available with either hydroxyl or vinyl
end groups, and the reactions these groups participate in are relatively free of
complicating side reactions. In the application of interest here, a mixture of two
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4  HO OH + (C2H5O)4Si

HO O O OH

Si

HO O O OH

+ 4 C2H5OH

Fig. 1. End linking by a condensation reaction between hydroxyl groups at the ends of a
polymer chain and the alkoxy groups on a tetrafunctional end-linking agent.

hydroxyl-terminated polymers is being cross-linked, one consisting of very short
chains and the other, of much longer chains. An alternative approach involves
the addition reaction between vinyl groups at the ends of a polymer chain and
the active hydrogen atoms on silicon atoms in the [ Si(CH3)HO ] repeat units
in an oligomeric poly(methyl hydrogen siloxane). These ideas can obviously be
extended to higher modalities (trimodal, etc).

The most novel elastomer of known structure has a multimodal distribution
of network chain lengths. In the bimodal case, it consists of a combination of un-
usually short network chains (molecular weights of a few hundred) and the much
longer chains typically associated with elastomeric behavior (molecular weights
of ten or twenty thousand). One use of elastomers having such a bimodal distri-
bution is possibly to improve the ultimate properties of an elastomer.

“Bimodal” elastomers prepared by these end-linking techniques have very
good ultimate properties (5,13,83,84,86). In addition to this experimental work,
there are now theoretical studies addressing the novel mechanical properties of
bimodal elastomers (13).

The distribution of network chain lengths in a bimodal elastomer can be
extremely unusual, in that there is simultaneously a large number fraction of
short chains and a large weight fraction of long chains.

Although there have been attempts to evaluate the mechanical properties of
trimodal elastomers, this has not been done in any organized manner. The basic
problem is the large number of variables involved, specifically three molecular
weights and two independent composition variables (mol fractions); this makes
it practically impossible to do an exhaustive series of relevant experiments. For
this reason, mechanical property experiments that have been carried out have
generally involved arbitrarily chosen molecular weights and compositions (87,
88). Not surprisingly, only modest improvements have been obtained over the
bimodal materials in these cases.

Some recent computational studies (36,89) suggest that a trimodal network
prepared by incorporating small numbers of very long chains into a bimodal
network of long and short chains could have significantly improved ultimate
properties.

Effects of Junction Functionality. End linking of chains with linkers
of a known functionality is used to control the structure in this way. Increas-
ing the junction functionality decreases the fluctuation amplitudes of the junc-
tions in the undeformed state. A network with suppressed junctions behaves
close to an affine network under deformation. However, the affineness diminishes
under increasing extension. Trifunctional and tetrafunctional PDMS networks
prepared in this way have been used to test the molecular theories of rubber
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elasticity with regard to the increase in nonaffineness of the network deforma-
tion with increasing elongation (90). The ratio 2C2/2C1 (which is a measure of the
increasing nonaffineness as the elongation increases) decreases with the increase
in cross-link functionality (91). This is due to the fact that cross-links connect-
ing four chains are more constrained than those connecting only three. There is
therefore less of a decrease in modulus brought about by the fluctuations which
are enhanced at high deformation and give the deformation its nonaffine charac-
ter. The decrease in 2C2/2C1 with the decrease in network chain molecular weight
is due to the fact that there is less configurational interpenetration in the case of
short network chains. This decreases the firmness with which the cross-links are
embedded and thus the deformation is already highly nonaffine even at relatively
small deformations.

Effects of Entanglements. An increase in the functionality of junctions
suppresses their fluctuations and therefore fluctuations in chain dimensions are
decreased. Also, the entanglements along the chains that come from the neigh-
boring chains may further act as if they were additional (albeit temporary) junc-
tions. Consequently, the modulus of such networks may exceed that of an affine
network.

The idea of entanglement effects on network modulus originates from the
trapped-entanglement concept of Langley (92), and Graessley (93,94) stating that
some fraction of the entanglements, which are present in the bulk polymer be-
fore cross-linking, become permanently trapped by the cross-linking process and
acts as additional cross-links. These trapped entanglements, unlike the chemical
cross-links, have some freedom, and the two chains forming the entanglement
may slide relative to one other. The two chains may therefore be regarded to be
attached to each other by means of a fictitious “slip-link.” An excellent review
article on this topic is by Heinrich and co-workers (95).

Model networks may also be used to provide a direct test of molecular pre-
dictions of the modulus of a network of known degree of cross-linking. Some ex-
periments on model networks (5,96,97) have given values of the elastic modulus
in good agreement with theory. Others (20,98,99) have given values significantly
larger than predicted (5,13), and the increases in modulus have been attributed to
contributions from “permanent” chain entanglements. There are disagreements,
and the issue has not yet been resolved. Since the relationship of modulus to
structure is of such fundamental importance, there has been a great deal of re-
search activity in this area.

Effect of Dangling Chains. Since dangling chains represent imperfec-
tions in a network structure, their presence should have a detrimental effect on
ultimate properties such as the tensile strength, as gauged by the stress at rup-
ture. This expectation was confirmed by an extensive series of results obtained on
PDMS networks which had been tetrafunctionally cross-linked using a variety of
techniques.

Additional, more quantitative information has been obtained using the very
specific chemical reactions used to form ideal elastomers, but now modified to pre-
pare intentionally nonideal networks containing known numbers and lengths of
dangling chain irregularities (100). If more chain ends are present than reactive
groups on the end-linking molecules, then dangling ends will be produced
and their number is directly determined by the extent of the stoichiometric
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imbalance. Their lengths, however, are of necessity the same as those of the elas-
tically effective chains. This constraint can be removed by separately preparing
monofunctionally terminated chains of any desired lengths and then attaching
them as parts of the network.

Values of the ultimate strength of the networks containing the dangling
ends were found to be lower than those of the more nearly perfect networks, with
the largest differences occurring at high proportions of dangling ends (low 2C1),
as expected (101). The values of the maximum extensibility showed a similar
dependence, as expected.

Effect of Trapped Cyclics in Networks. If cyclic molecules are present
during the end linking of chains, some of them will be trapped because of having
been threaded by the linear chains prior to the latter being chemically bonded
into the network structure (5,102). The fraction trapped is readily estimated from
solvent extraction studies. Some typical results, in terms of the fraction trapped
as a function of degree of polymerization of the cyclic (103), showed that, as ex-
pected, very small cyclics do not get trapped at all, but almost all of the largest
cyclics do.

These cyclics can change the properties of the network in which they are
“incarcerated.” For example, when PDMS cyclics are trapped in a thermoplastic
material, they can act as a plasticizer that is in a sense intermediate to the usual
external (dissolved) and internal (copolymerized) varieties. Interesting changes
in mechanical properties have been observed in materials of this type (104).

It may also be possible to use this technique to prepare networks having no
cross-links whatsoever (105). Mixing linear chains with large amounts of cyclic
are then difunctionally end linking them could give sufficient cyclic interlinking
to yield an “olympic” or “chain-mail” network (106,107). Computer simulations
(108) could be particularly useful with regard to establishing the conditions most
likely to produce such novel structures.

Effects of Structure on Ultimate Properties

Of particular interest here are the upturns in the elastic modulus frequently ex-
hibited by unfilled elastomers at very high elongations (13,109,110), and the com-
mercially important increases in ultimate strength associated with them. This
increase is important since it corresponds to a significant toughening of the elas-
tomer. Its molecular origin, however, had been the source of some controversy. It
had been widely attributed to the “limited extensibility” of the network chains.
However, the increases in modulus had generally been observed only in networks
that could undergo strain-induced crystallization, which could account for the in-
crease in modulus, primarily because the crystallites thus formed would act as
additional cross-links in the network.

This type of reinforcement resulting from strain-induced crystallization was
identified by the fact that the higher the temperature, the lower the extent of
crystallization and the worse the ultimate properties. The effects of the increase
in swelling were found to parallel those for increase in temperature, as was ex-
pected, since diluent also suppresses network crystallization (111). On the other
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hand, in those cases where the upturns are due to limited chain extensibility, the
increase in temperature has relatively little effect on the upturns (5).

Attempts to observe upturns from non-Gaussian effects in noncrystallizable
networks were observed by the use of some of end-linked, noncrystallizable model
PDMS networks described above. These networks have high extensibilities, pre-
sumably because of their very low incidence of dangling chain network irregular-
ities. They have particularly high extensibilities when they are prepared from a
mixture of very short chains (around a few hundred g mol− 1) with relatively long
chains (around 18,000 g mol− 1), giving the already mentioned bimodal distri-
butions of network chain lengths (22). Apparently, the very short chains in such
networks are important because of their limited extensibilities, and the relatively
long chains because of their ability to retard the rupture process. Stress–strain
measurements on such bimodal PDMS networks exhibited upturns in modulus
that were much less pronounced than those in crystallizable polymer networks.
Furthermore, they are independent of temperature and are not diminished by
incorporation of solvent. These characteristics are what is to be expected in the
case of limited chain extensibility (13,112). Thus these results permit interpre-
tation of properties such as the elongation at the upturn in the modulus and the
elongation at rupture (“maximum extensibility”).

In the case of elastomers capable of undergoing strain-induced crystalliza-
tion, such as cis-1,4-polybutadiene networks (113), the higher the temperature,
the lower the extent of crystallization and, correspondingly, the lower the ulti-
mate properties. The effects of the increase in swelling parallel those for the in-
crease in temperature, since diluent also suppresses network crystallization. For
noncrystallizable networks, however, neither change is very important (114).

The weakest link theory (115) states that the shortest chains in a net-
work are primarily responsible to elastomer rupture, and this idea was tested
by preparing end-linked networks containing increasing amounts of short chains
(13,116). Remarkably, these elastomers showed no significant decreases in ulti-
mate properties with these increases in the numbers of short chains, in striking
disagreement with the suggested mode of elastomer failure. Networks are appar-
ently much more resourceful than given credit for in this theory. Apparently, the
strain is continually being reapportioned during the deformation, in such a way
that the much more easily deformed long chains bear most of the burden of the
deformation. The flaw in the weakest link theory is thus the implicit assumption
that all parts of the network deform in exactly the same way, that is, “affinely,”
whereas the deformation is actually markedly nonaffine (5,13).

The weakest link issue having been resolved, it became of interest to see
what would happen in the case of bimodal networks having such overwhelming
numbers of short chains that they could not be ignored in the network’s response.
As described below, there is a synergistic effect leading to mechanical properties
that are better than those obtainable from the usual unimodal distributions!

Such bimodal distributions of network chain lengths have been shown to
give significant improvements in mechanical properties. This is illustrated in
Figure 2 (117), in which data on PDMS networks are plotted in such a way that
the area under a stress–strain isotherm corresponds to the energy required to
rupture the network. If the network is all short chains, it is brittle, which means
that the maximum extensibility is very small. If the network is all long chains,
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Fig. 2. Typical dependence of nominal stress against elongation for two unimodal net-
works having either all short chains or all long chains, and a bimodal network having some
of both.

the ultimate strength is very low. In neither case is the material a tough elas-
tomer. As can readily be seen from the figure, the bimodal networks are much
improved elastomers in that they can have a high ultimate strength without the
usual decrease in maximum extensibility. Apparently, the observed increases in
modulus are due to the limited chain extensibility of the short chains, with the
long chains serving to retard the rupture process.

Elasticity Experiments

Mechanical Properties. Mechanical properties determine the unique
usefulness of elastomeric materials and have been studied extensively (1,2,5,118–
123). The relationship of primary interest is the stress–strain isotherm. Most ex-
perimental work is performed under simple elongation, largely because of the
simplicity of the techniques involved. Measurements to determine the stress–
strain isotherm under simple tension are typically carried out to the rupture
point of a sample, thus yielding as well the two ultimate properties of the elas-
tomer, namely its ultimate strength and maximum extensibility. In addition to
providing practical information, such results are also much used to obtain esti-
mates of the degree of cross-linking, and to test and compare the predictions of the
various molecular theories. Results obtained with other deformations (2,6,124–
134), such as biaxial extension, compression, shear, and torsion are, however,
particularly valuable for gauging the generality of a particular theory.

Elongation Results. Experimental results for elongation of unswollen and
swollen networks are represented in a manner consistent with the Mooney-Rivlin
equation (2,135–140)

[ f ∗] = 2C1 + 2C2α
− 1 (4)
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Fig. 3. Reduced stress as a function of reciprocal extension ratio. The upper and lower
horizontal lines represent results from affine and phantom network models, respectively.
Circles show representative data from experiments, and the curves are from the con-
strained junction theory.

where 2C1 and 2C2 are constants independent of elongation α. A typical Mooney–
Rivlin plot is presented in Figure 3. Typically, the reduced force in simple tension
exhibits a drop represented by the nonzero slope 2C2. At high elongations, ex-
perimental data show an upturn, thus deviating significantly from the Mooney–
Rivlin plot. Also, compression data depart significantly from the simple Mooney–
Rivlin plot (5,13).

Results in Other Mechanical Deformations. There are numerous other
deformations of interest, including compression, biaxial extension, shear, and tor-
sion (2,141).

The equation of state for compression (α < 1) is the same as that for elon-
gation (α > 1), and the equations for the other deformations may all be derived
by proper specifications of the deformation ratios (1,2). Some of these deforma-
tions are considerably more difficult to study than simple elongation and, unfor-
tunately, have therefore not been as extensively investigated.

Some measurements in biaxial extension have involved the direct stretching
of a sample sheet in two perpendicular directions within its plane, by two inde-
pendently variable amounts. In the equibiaxial case, the deformation is equiva-
lent to compression. A good account of such experimental results (142) has been
given by the simple molecular theory, with improvements at lower extensions
upon use of the constrained-junction theory (5,13).

Biaxial extension studies can also be carried out by the inflation of sheets
of the elastomer (2). Such results on unimodal and bimodal networks of PDMS
(129) show upturns in the modulus at high biaxial extensions, as expected. Also
of interest, however, are the pronounced maxima preceding the upturns. This
represent a challenging feature to be explained by molecular theories addressed
to bimodal elastomeric networks in general. Equibiaxial extension results have
also been obtained on unimodal and bimodal networks of PDMS (132). Upturns
in the modulus were found to occur at high biaxial extensions, as expected.

In shear measurements on some unimodal and bimodal networks of PDMS
(143), the bimodal PDMS networks showed large upturns in the pure-shear
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modulus at high strains, which were similar to those reported for elongation and
biaxial extension. Very little work has been done on elastomers in torsion (twist-
ing a cylindrical sample around its long axis). The same types of bimodal PDMS
networks showed rather different behavior in torsion (134). Specifically, no un-
ambiguous upturns in modulus were observed at large deformations. It has not
yet been established whether this is due to the inability, to date, of reaching suf-
ficiently large torsions, or whether this is some inherent difference in this type of
deformation. There are also some torsion results on stress–strain behavior and
network thermoelasticity (2).

Tear tests have been carried out on bimodal PDMS elastomers (144–147),
using the standard “trouser-leg” method. Tear energies were found to be consid-
erably increased by the use of a bimodal distribution, with documentation of the
effects of compositional changes and changes in the ratio of molecular weights
of the short and long chains. The increase in tear energy did not seem to de-
pend on tear rate (144), an important observation that seems to suggest that
viscoelastic effects are not of paramount importance in explaining the observed
improvements.

Some Rheovibron viscoelasticity results have been reported for bimodal
PDMS networks (148). To provide guidance for the desired interpretations, mea-
surements were first carried out on unimodal networks consisting of the types
of chains used in combination in the bimodal networks. One of the important re-
sults was documentation of the dependence of crystallinity on the network chain-
length distribution.

Some measurements have been made on permanent set for PDMS networks
in compressive cyclic deformations (149). There appeared to be less permanent
set or creep in the case of the bimodal elastomers. This is consistent in a general
way with some early results for polyurethane elastomers (150). Specifically, cyclic
elongation measurements on unimodal and bimodal networks indicated that the
bimodal ones survived many more cycles before the occurrence of failure from
fatigue. The number of cycles to failure is approximately an order of magnitude
higher for the bimodal network, at the same value of the modulus (5)!

In addition to mechanical properties, some important nonmechanical prop-
erties are mentioned in the following sections.

Swelling. In a swelling experiment, the network is typically placed into an
excess of solvent, which it imbibes until the dilational stretching of the chains
prevents further absorption (1–3,5,13,151). This equilibrium extent of swelling
can be interpreted to yield the degree of cross-linking of the network, provided
the polymer–solvent interaction parameter χ (1) is known. Conversely, if the
degree of cross-linking is known from an independent experiment, then the
interaction parameter can be determined. Most studies of networks in swelling
equilibrium give values for the cross-link density or related quantities that are
in satisfactory agreement with those obtained from mechanical property mea-
surements (1,2). More specifically, estimates in cross-link densities agree within
the limits of the accuracy of the swelling measurements and the accompanying
theory, and in particular within the uncertainties occasioned by unanticipated
changes in the modulus with deformation (5,13).

A more interesting area involving some swollen networks or “gels” is
their abrupt collapse (decrease in volume) upon relatively minor changes in
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temperature, pH, solvent composition, etc (5,118,152,153). Although the collapse
is quite slow in large, monolithic pieces of gel, it is rapid enough in fibers and films
to make the phenomenon interesting with regard to the construction of switches
and related devices.

Sorption and Extraction of Diluents. In these experiments, the rate at
which a suitable diluent is absorbed into a network of known and controlled
“pore size” and the rate at which it can subsequently be extracted are determined
(151,154). Of obvious interest is the dependence of the extraction efficiency on the
molecular weight Mc of the network chains (as a measure of pore size), the molec-
ular weight Md of the diluent, the structure of the diluent (linear, branched, or
cyclic), and whether or not the diluent had been present during the end-linking
process.

One way of obtaining a network swollen with diluent is to form the network
in a first step, and then absorb an unreactive diluent into it. Alternatively, the
same diluent can be mixed into the reactive chains prior to their being end linked
into a network structure. In either case, oligomeric and polymeric diluents are
of greatest interest, and they must be functionally inactive for them to “reptate”
through the network rather than being bonded to it. Both types of networks can
then be extracted to determine the ease with which the various diluents can be
removed, as a function of Md and Mc.

The efficiency of diluent removal was found to decrease with the increase in
Md and with the decrease in Mc, as expected. High molecular weight diluents are
extremely hard to remove at values of Mc of interest in the preparation of model
networks, a circumstance complicating the analysis of soluble polymer fractions
in terms of degrees of perfection of the network structure. The diluents added af-
ter the end linking were the more easily removed, possibly because they were less
entangled with the network structure, and this could correspond to differences in
chain conformations of the diluent.

There is a complication, however, which can occur in the case of networks
of polar polymers at relatively high degrees of swelling (13,112). The observation
is that different solvents, at the same degree of swelling, can have significantly
different effects on the elastic force. This is apparently due to a “specific solvent
effect” on the unperturbed dimensions, which appear in the various molecular
forms on the elastic equations of state. the effect is not yet well understood. It
is apparently partly due to the effect of the solvent’s dielectric constant on the
Coulombic interactions between parts of a chain, but probably also to solvent-
polymer segment interactions that change the conformational preferences of the
chain backbone (155).

Optical and Spectroscopic Properties. An example of a relevant op-
tical property is the birefringence of a deformed polymer network (2,6,156–159).
This strain-induced birefringence can be used to characterize chain segmental
orientation, both Gaussian and non-Gaussian elasticity, crystallization and other
types of chain ordering, and short-range correlations (2,3,13). Birefringence mea-
surements have been shown to be very sensitive to bimodality, and have therefore
also been used to characterize non-Gaussian effects resulting from it in PDMS bi-
modal elastomers (5,159,160). Relevant here is the effect of strain on the stress-
optical coefficient (defined as the ratio of the birefringence to the stress) (157).
There was found to be a large decrease in this coefficient over a relatively small
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range in elongation, presumably from the limited extensibility of the short chains
in the bimodal structure. It is therefore a sensitive way of characterizing non-
Gaussian effects in network deformations. Other optical and spectroscopic tech-
niques are also important, particularly with regard to segmental orientation.
Some examples are fluorescence polarization (161,162), deuterium NMR (163–
165), and polarized and two-dimensional infrared spectroscopy (166–168).

Scattering. The technique of this type of greatest utility in the study
of elastomers is small-angle neutron scattering; for example, from deuterated
chains in a nondeuterated host (169–171). One application has been the determi-
nation of the degree of randomness of the chain configurations in the undeformed
state, an issue of great importance with regard to the basic postulates of elas-
ticity theory. More specifically, such measurements have supported the major as-
sumption that the network chains display their dimensions as “unperturbed” (1),
by excluded-volume effects. Of even greater importance is determination of the
manner in which the dimensions of the chains follow the macroscopic dimensions
of the sample. Experiments to date indicate the dimensions do not simply parallel
the changes in the macroscopic dimensions of the samples, as is assumed in the
“affine” theory (13), of rubber-like elasticity described below. This relationship be-
tween the microscopic and macroscopic worlds is one of the central problems in
rubber-like elasticity, and more experimental results clarifying it will surely be
forthcoming.

Some small-angle X-ray scattering techniques have also been applied to
elastomers, an example being the characterization of fillers incorporated into
elastomers to improve their mechanical properties (172,173).

Elasticity Theories

In this section, the expressions for the elastic free energy for different the-
oretical models are reviewed. In later sections, the force deformation rela-
tions for these model are derived. Simplest molecular theories of rubber-like
elasticity are based on the Gaussian network chains. These theories are referred
to as the Gaussian networks. The probability W(r) that the distance between the
two ends of a network chain is given by the Gaussian function (1,13)

W(r) =
(

3
2π〈r2〉0

)3/2

exp

(
− 3r2

2〈r2〉0

)
(5)

Here, 〈r2〉0 represents average of the squared end-to-end vectors, and the sub-
script zero indicated that the chain is in the unperturbed or the so-called theta
state (1). It is now well established that chains in the bulk undiluted state are in
this unperturbed state. For chains having fewer than 50 bonds, such as the short
chains in a bimodal network, for example, the distribution departs markedly from
the Gaussian limit (34). Here we discuss molecular theories of networks that are
based on the Gaussian picture of the individual network chain are discussed.
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The elastic free energy, Ael, of a Gaussian chain is related to the probability
distribution W(r) by the thermodynamic expression (13)

Ael = C(T ) − kT InW(r) (6)

where C(T) is a function only of temperature T, and k is the Boltzmann constant.
Substituting equation (5) into equation (6) leads to

Ael = A∗(T ) +
(

3kT
2〈r2〉0

)
r2 (7)

where A∗(T) is a function of temperature alone. Equation (7) represents the elas-
tic free energy of a single Gaussian chain with ends fixed at a separation r. The
average force required to keep the two ends at this separation is obtained from
the thermodynamic expression (13,174)

f =
(

∂ Ael

∂r

)
T

=
(

3kT
〈r2〉0

)
r (8)

where the second equality is obtained by using equation (7). The subscript T
denotes differentiation at fixed temperature.

Equation (8) shows that the single chain behaves like a linear spring, obey-
ing Hooke’s law with a spring constant equal to 3kT/〈r2〉0.

This approach is directly extendable to the chains making up a network
structure because the total elastic free energy of the network is the sum of the
elastic free energies of individual chains. Specifically, the difference in the total
elastic free energy 	Ael of the network in the deformed and undeformed states is
obtained by summing equation (7) over the ν chains of the network (1,2,5,13):

	Ael = 3kT
2〈r2〉0

∑
v

(r2 − 〈r2〉0) (9)

= 3kT
2

(
r2

〈r2〉0
− 1

)
(10)

where 〈r2〉 = 
 r2/ν is the average square end-to-end vectors of chains in the
deformed network. Substituting

〈r2〉 = 〈x2〉 + 〈y2〉 + 〈z2〉 (11)

into equation (10) and using the fact that chain dimensions are isotropic in the
undeformed state, that is,

〈r2〉0 = 〈x2〉0 + 〈y2〉0 + 〈z2〉0

= 3〈x2〉0 = 3〈y2〉0 = 3〈z2〉0
(12)
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yields

	Ael = vkT
2

[
〈x2〉
〈x2〉0

+ 〈y2〉
〈y2〉0

+ 〈z2〉
〈z2〉0

− 3

]
(13)

The x, y, and z coordinates appearing in the above equations represent laboratory-
fixed coordinates.

The ratios of mean-squared dimensions appearing in equation (13) are mi-
croscopic quantities. To express the elastic free energy of a network in terms of
the macroscopic state of deformation, an assumption has to be made relating mi-
croscopic chain dimensions to macroscopic deformation.

The relationship of chain dimensions to macroscopic state of deformation
has been the focus of a wide body of research. Two classical theories, the affine
and the phantom network models, that relate the microscopic deformation to the
macroscopic one are described first. More recent theories are then discussed.

The Two Classical Theories. The classical theories comprising the
phantom and the affine network models were introduced between 1941 and 1943.
The term “classical” is used in describing the phantom and affine models because
of their conceptual simplicity and their status as suitable reference systems for
all later treatments of the molecular theory. Below, the characteristic features of
the classical theories are outlined.

The Affine Network Model. One of the earlier assumptions regarding mi-
croscopic deformation in networks is that the junction points in the networks
move affinely with macroscopic deformation. The affine network model was de-
veloped by Kuhn, Wall, and Flory (1,175,176). According to the model, chain end-
to-end vectors deform affinely, which gives

	Ael,affine = 1
2

vkt
(
λ2

x + λ2
y + λ2

z − 3
)

(14)

where the λs are macroscopic deformation ratios along the three coordinate axes.
Theoretical developments after 1975 have not supported the affine network

model (82,177–182), mainly because the assumption of embedding each junction
securely into the continuum of the network volume was judged to be unrealistic.
Even more important, neutron scattering results (5,183–185) provide clear evi-
dence for junction fluctuations of the nature assumed in the phantom network
model described below.

The Phantom Network Model. The theory of James and Guth, which
has subsequently been termed the “phantom network theory,” was first out-
lined in two papers (186,187), followed by a mathematically more rigorous
treatment (188–190). More recent work has been carried out by Duiser and
Staverman (191), Eichinger (192), Graessley (193,194), Flory (82), Pearson (195),
and Kloczkowski and co-workers (196,197). The most important physical feature
is the occurrence of junction fluctuations, which occur asymmetrically in an elon-
gated network in such a manner that the network chains sense less of a defor-
mation than that imposed macroscopically. As a result, the modulus predicted in
this theory is substantially less than that predicted in the affine theory.
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The relations resulting from the phantom network model, and their deriva-
tions, are given elsewhere (5,13,82). The final result of relevance here is

	Ael, phantom = 1
2

ξkt
(
λ2

x + λ2
y + λ2

z − 3
)

(15)

The elastic free energies for the affine and the phantom network models
differ only in the front factor, that is, the factor (1/2) ξkT appearing in equation
(15) replaces the front factor (1/2) νkT in equation (14).

The affine and the phantom network models, based on the Gaussian chain,
act as the two limiting idealized models of amorphous networks in the absence
of intermolecular interactions such as interactions between network chains. Ex-
pressions for the elastic free energy of more realistic models than the affine and
the phantom network models are given in the following sections.

Extension of the Classical Models to Non-Gaussian Chains. The affine
and the phantom network models are based on the Gaussian distribution of end-
to-end distances of the network chains. This distribution, however, is not suitable
for very short chains, or for any chains stretched to near the limits of their exten-
sibility (2,13,34,91,198,199). In these cases, the modulus shows a marked upturn
at high elongations, a result that may be of practical as well as fundamental
importance.

As a result of the non-Gaussian behavior of network chains, the distribution
W(r) given by equation (5) is modified as

W(r) =
(

Aβ

rl2

)
(β − 1sin hβ)nexp

(
−βr

l

)
(16)

where A is a constant that normalizes the distribution, n is the number of repeat
units of a network chain, l is the length of each repeat unit, and β is the inverse
Langevin function β = L∗( r

〈r2〉1/2
0

), which is expressed in series as

β = 3ρ + 9
5

ρ3 + 297
175

ρ5 + · · · (17)

where ρ = r
〈r2〉1/2

0
. Equation (16) now takes the form (2)

W(r) = 3A
〈r2〉0l

[
1 + 3

5
ρ2 + 99

175
ρ4 + · · ·

]
exp

{
− 3

2〈r2〉r2

[
1 + 3

10
ρ2 33

175
ρ4 + · · ·

]}

(18)

With this modified distribution of the end-to-end vector of a network chain, the
evaluation of the elastic free energy follows the same lines as given above for
the affine model. When the chains are sufficiently long, the parameter ρ → 0,
and the Gaussian affine model is obtained.

Modern Theories. The term “modern” refers to theories of rubber-like
elasticity introduced after 1975 mainly to account for the disagreement between
experiment and the predictions of the phantom or affine network models. All
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the theories in this category may essentially be regarded as corrections to the
phantom network model. Corrections come in the form of contributions of entan-
glements to the elastic free energy.

The Constrained-Junction Theory. The constrained-junction model as-
sumes that the fluctuations of junctions are diminished below those of the phan-
tom network due to the presence of entanglements. It is based on initial work
carried out by Ronca and Allegra (177), and subsequently developed by Flory and
Erman (3,5,178,182). These studies have shown that the fluctuations in a phan-
tom network are substantial. For a tetrafunctional network, the mean-square
fluctuations of junctions amount to as much as half of the mean-square end-to-
end vector of the network chains. According to the model, each junction fluctuates
in a domain whose size is dictated by the strength of the constraints acting on it.
Such constraints are illustrated in the upper portion of Figure 4. If the junction
is highly constrained, the size becomes small. The strength of the constraints is
measured by a parameter κ, defined as

κ = 〈(	R)2〉
〈(	s)2〉

(19)

where 〈(	R)2〉 and 〈(	s)2〉 denote, respectively, the mean-square dimension of
junction fluctuations in the phantom network and in the entanglement domain.
If the range of fluctuations decreases to zero due to entanglements, κ becomes
infinitely large. If the effect of entanglements is nil, then the junction is uncon-
strained and can move in an indefinite space, and κ = 0. The elastic free energy
of the constrained junction model is given by the expression

	Ael = 1
2

ξkT

(
3∑

t=1

(
λ2

t − 1
) + µ

ξ

3∑
t=1

[Bt + Dt − ln(1 + Bt) − ln(1 + Dt)]

)
(20)

where

Bt = κ2 λ2
t − 1(

λ2
t + κ

)2 Dt = λ2
t Bt

/
κ (21)

This theory has been shown to give results that agree quantitatively with stress–
strain swelling data (200), birefringence (201,202), and segmental orientation
(162,203), in uniaxially stretched networks and with experimental data obtained
in shear and multiaxial states of stress (204).

The Ronca–Allegra theory (177), and Flory–Erman theory (3,178,182) are
both based on the idea that effects of constraints are local and decrease with
increasing strain and swelling. The basic difference between the two theories is
that in the Ronca–Allegra theory the fluctuations of junctions become exactly
affine as the undeformed state is approached, whereas in the Flory theory they
are close to but below those of the affine state.

The Constrained-Chain Theory. This refinement of the constrained-
junction model is based on reexamination of the constraint problem and
evaluation of some neutron scattering estimates of actual junction fluctuations



20 NETWORKS, ELASTOMERIC Vol. 9

A

B

a
a

a
a

Fig. 4. (A) A central tetrafunctional junction surrounded by four other topologically
neighboring junctions and a number of spatially neighboring junctions. (B) Schematic
drawing of a slip link, with its possible motions along the network chains specified by
the distances a, and its locking into position as a cross-link.

(183–185). It was concluded that the suppression of the fluctuations was over-
estimated in the theory, presumably because the entire effect of the interchain
interactions was arbitrarily placed on the junctions. The theory was therefore re-
vised to make it more realistic by placing the effects of the constraints on the
centers of mass of the network chains (205–207). This modification also provided
improved agreement between theory and experiment.
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The Diffused-Constraints Theory. This theory attempts at even greater
realism, by distributing the constraints continuously along the network chains.
In its application to stress–strain isotherms in elongation (208), it has the
advantage of having only a single constraint parameter and the values it exhibits
upon comparing theory and experiment seem more reasonable than in the earlier
models. Applications to strain birefringence (209), on the other hand, yield values
of the birefringence that are much larger than those in the constrained-junction
and constrained-chain theories.

Network Models Based on the Edwards Approach. The above theories
on the effects of constraints on fluctuations start from a detailed molecular model
of the real network (3,210). The fundamental postulate of the theory states that
only strain-dependent contributions to the elastic free energy are of importance,
and that these contributions vanish at infinitely large extensions or swelling.
Contributions from trapped entanglements, for example, are categorically elimi-
nated when this postulate is accepted. According to this approach, whether the
trapped entanglements contribute to stress can only be determined by experi-
ments. A complete statistical mechanical theory that does not depend on physical
assumptions of the type stated above has been outlined by Freed (211), and a
mathematical theory of elasticity of networks with internal constraints has been
worked out by Edwards and collaborators (212–216). According to these theories,
a set of internal constraints, including knots and entanglements, are assumed
to be fixed during the formation of the network. These constraints are conserved
under deformation, thus contributing to the elastic properties.

Edwards and colleagues formulated the contributions from entanglements
by two different models, (i) the tube model and (ii) the slip-link model. In the
tube model (217), the topological contributions are applied to every monomer of
the network chain, confining its fluctuations to a tube. This potential is indepen-
dent of network deformation. In a more recent work (218), the strength of tube
constraints was made proportional to deformation. This model is referred to as
the “Nonaffine Tube Model”.

In the slip-link model (219–221), the chain length along the contour of the
tube has been replaced by a the slip-link. This is illustrated in the lower portion of
Figure 4. In tube models, the intermolecular potential acting on a given network
chain is formed collectively by many neighboring chains. In slip-link models each
entanglement is formed by a pair of chains. Thus, according to the mechanism in
the slip-link theory, a link joins two different chains which may slide a distance
a along the contour of the chains. The effect of entanglements enters as further
contributions and is proportional to the number of slip links. The slip-link and
constraint models have been compared by Vilgis and Erman (222).

Recently, Rubinstein and Panyukov (223) reviewed the constraint models
and proposed a “slip-tube” model by combining the ideas of the tube and slip-link
models.

Computer Simulations

In addition to the analytical formulations outlined in the preceding sections,
rubber elasticity has been widely studied by computer simulations. The major
applications of computer simulations are either in the form of Monte Carlo or
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molecular dynamics simulations. Simulations either characterize the detailed
statistical properties of single chains that constitute the building blocks of rub-
bers, or collective statistical properties of networks.

Single Chain Simulations. Monte Carlo simulations have been used to
calculate thermoelastic results through the temperature coefficient of the unper-
turbed dimensions (224). In the case of networks of the protein elastin, such re-
sults were used to evaluate alternative theories for the molecular deformation
mechanism for this bioelastomer (225).

Stress–strain isotherms have also been calculated with this approach. Ex-
amples are unimodal networks of polyethylene and poly(dimethylsiloxane) (226),
polymeric sulfur and selenium (227), short n-alkane chains (228), natural rub-
ber (229), several polyoxides (230,231), and elastin (232), and bimodal networks
of poly(dimethylsiloxane) (233). It is possible to include excluded volume effects
(1), in such simulations (234). In the case of the partially helical polymer poly-
oxymethylene, the simulations were used to resolve the overall distributions into
contributions from unbroken rods, once-broken rods, twice-broken rods, etc. (231).
It was also shown how applying stresses to the ends of chains of this type can
be used to bias the distributions in the direction of increased helical content
and increased average end-to-end distances (231). In this sense, imposition of
a stress has the same effect on the helix-coil equilibrium as a decrease in the
temperature (6).

The trapping process of cyclics in networks has been simulated using Monte
Carlo methods based on a rotational isomeric state model for the cyclic chains
(103). The first step was generation of a sufficient number of cyclic chains having
the known geometric features and conformational preferences, and the desired
degree of polymerization. In the present application, a chain having an end-to-
end distance less than a threshold value was considered to be a cyclic. The coor-
dinates of each “cyclic” chain thus generated were stored for detailed examination
of the chain’s configurational characteristics, in particular the size of the “hole”
it would present to a threading linear chain. The trapping process was simulated
using a torus centered around each repeat unit in the cyclic (103). Any torus
found to be “empty” was considered to provide a pathway for a chain of specified
diameter to pass through, threading it and then incarcerating it once the end-
linking process has been completed. The simulation results thus obtained gave a
good representation of the experimental trapping efficiencies.

Chains in Networks. One of the first studies of chains in networks is by
Gao and Weiner (235) where they performed extended simulations of short chains
with fixed (affinely moving) end-to-end vectors. The first extensive molecular dy-
namics simulations of realistic networks were performed by Kremer and collab-
orators (236). These calculations were based on a molecular dynamics method
that has been applied to study entanglement effects in polymer melts (237). The
networks obtained by cross-linking the melts were then used to study the ef-
fect of entanglements on the motion of the cross-links and the moduli of the net-
works. The moduli calculated without any adjustable parameters were close to
the phantom network model for short chains, and supported the Edwards tube
model for long ones. Similar molecular dynamics analyses were used to under-
stand the role of entanglements in deformed networks in subsequent studies
(238–240).
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Phenomenological Theory

The phenomenological approach to elasticity theory does not consider the molec-
ular constitution of networks. It is based on continuum mechanics and symme-
try arguments rather than on molecular concepts (2,241–243). It attempts to fit
stress–strain data with a minimum number of parameters, which are then used
to predict other mechanical properties of the same material.

The elastic free energy given by the elementary and the more advanced the-
ories in this area are symmetric functions of the three extension ratios λx, λy and
λz. One may also express the dependence of the elastic free energy on strain in
terms of three other variables, which are in turn functions of λx, λy and λz. In
phenomenological theories of continuum mechanics, where only the observed be-
havior of the material is of concern rather than the molecular mechanism, these
three functions are chosen to be

I1 = λ2
1 + λ2

2 + λ2
3

I2 = λ2
1λ

2
2 + λ2

1λ
2
3 + λ2

1λ
2
3

I3 = λ2
1λ

2
2λ

2
3

(22)

Here, I1, I2, and I3 are referred to as the three strain invariants. The term invari-
ant designates the property in which the value of the expression is independent
of the choice of the coordinate frame. The elastic free energies of the phantom and
the affine network models now take the simple form

	Ael = FkT (I1 − 3) (23)

where F equates to ξ /2 and ν/2 for the phantom and the affine network models,
respectively. In general, the elastic free energy of the network is expressed as

	Ael = 	Ael(I1,I2,I3) (24)

The most general form of the elastic free energy may be written as a power series

	Ael =
∞∑

i, j,k=0

Cijk(I1 − 3)i(I2 − 3) j(I3 − 1)k (25)

where Cijk are the phenomenological coefficients. The simple cases of the phantom
and affine networks is obtained as the first term of the series

	Ael = C100(I1 − 3) (26)

The elastic fee energy of the so-called Mooney–Rivlin solid is obtained from equa-
tion (26) as

	Ael = C100(I1 − 3) + C010(I2 − 3) (27)

where C100 and C010 corresponds to 2C1 and 2C2 of the Mooney–Rivlin form,
respectively. This form of the elastic free energy has been used widely in the
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treatment of data from simple tension experiments on elastomers. It should be
noted, however, that while the Mooney–Rivlin expression represents the behav-
ior of rubbers under tension satisfactorily, it fails utterly in compression (6).

Stress–Strain Relationships

Here, the stress–strain relations, or the equations of state, of networks is
described by considering the homogeneous deformation of a cube of sides L0 in
the reference state and Lx, Ly, and Lz in the deformed state (6). More general
states of deformation are discussed in several textbooks (2,5,13). The reference
state is defined as the state in which the network has been formed. The deforma-
tion ratios are defined as the ratio of the final to the reference state, such as λx =
Lx/L0, etc. The state of the network during formation is of particular importance
in obtaining the correct expression for the stress. If the network is prepared in
the presence of a diluent, the reference volume V0 = L0

3 equals the sum of the
dry volume Vd of bulk polymer, and the volume of solvent Vs.

Also, λx = αx(v2c/v2), where αx represents the ratio of the length along the x
direction in the deformed state to that in the swollen but undistorted state, with
similar definitions for the y and z directions. The quantity v2c is the volume frac-
tion of polymer during network formation and v2 is that during the experiment
(and is assumed to remain constant during network deformation). This approxi-
mation fails, obviously, if the sample is highly compressed, or if the deformation is
carried out while the sample is immersed in the solvent. The volume of a dry net-
work remains approximately constant during deformation. This condition is that
of incompressibility, which approximately hold for rubbers. The incompressibility
condition is given in terms of deformation components by

αxαyαz = 1 (28)

and
λxλyλz = V/V0 (29)

The equation of state relating the components of the true stress tensor ti to de-
formation is given for an incompressible material by the thermodynamic relation

ti = 2
V

λi
2
∂	Ael

∂λi
2

i = 1,2,3 (30)

where the ith component ti of the true stress tensor is defined as the force along
the ith coordinate direction per unit deformed area. It should be noted that the
three components ti (i = 1,2,3) constitute the diagonal elements of the stress ten-
sor t, corresponding to the normal stresses acting on the three faces of the prism.
The off-diagonal components correspond to shear stresses. In the particular case
when the shear stresses equate to zero, the normal stresses are referred to as
the principal stresses. In the following sections, only simple tension or compres-
sion, which is the simplest state of principal stresses, is considered. The reader is
referred to the literature (2,5,13) for applications to other states of stress.
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Equation (30) allows the derivation of the three principal stresses from the
elastic free energy of the network. This free energy follows either from the molec-
ular theories discussed above or from the phenomenological formulation.

The quantity of greatest interest is the reduced stress [f ∗], defined by

[ f ∗] ≡ f v
1/3
2

Ad(α − α − 2)
(31)

For uniaxial deformation, λ1 = λ, λ2 = λ3 = λ− 1/2, and the force f is obtained by
differentiating the elastic free energy according to equation (30) with respect to
λ. For the affine and phantom network models, the force is obtained as

f = 2
FkT
L0

(
λ − 1

λ2

)
(32)

where F equates to ξ /2 and ν/2 for the phantom and the affine network models,
respectively. For the constrained-junction model, the uniaxial force f is obtained
by differentiating equation (20) according to equation (30):

f =
(

ξkT
L0

)(
λ − 1

λ2

)[
1 + λK(λ) − λ− 2K(λ− 1)

λ − λ− 2

]
(33)

where L0 is the length of the sample, and

K(λ) = B
[

B
B + 1

+ κ−1
0

λ2 B + B
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]
B = B

[
1
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]
(34)

The reduced force from equation (31) becomes (6,13)

[ f ∗] =
(

ξkT
Vd

)
v

1/3
2

[
1 + µ

ξ

αK(λx) − α − 2K
(
λ− 1

y

)
α − α − 2

]
(35)

The reduced force may be interpreted as the shear modulus of the network (13).
According to equation (35), the reduced force consists of a term due to contribu-
tions from the phantom network and another from the constraints. The contri-
bution of constraints, proportional to the term µ/ξ in the brackets in equation
(35), decreases as the network is stretched or swollen, an important feature in
comparisons of theory and experiment.

Swelling and Gel Collapse

As stated above, swelling of a network in a well-characterized solvent is a conve-
nient means of obtaining information on the structure of networks, or conversely,
of characterizing the polymer–solvent interactions when the network structure is
known. In recent years, much emphasis has been placed on swelling of networks
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and their phase transitions under different activities of the network–solvent sys-
tem. Large-scale volume transitions triggered by small changes in environmental
variables directed attention to possible uses of swollen gels in the field of respon-
sive materials technologies. The transition involves the gel exuding solvent, for
example, upon decrease in temperature. The resulting shrinkage (“syneresis”) is
widely known as “gel collapse.” The presence of charges on network chains facili-
tates the volume phase transitions in swollen gels.

The change in free energy of a network upon swelling is taken as the sum
of the change in the elastic free energy, 	Ael, and the change in free energy of
mixing, 	Amix and the contributions from ionic groups 	Ai:

	A = 	Ael + 	Amix + 	Ai (36)

where 	Ael may be taken as any of the expressions resulting from a model, 	Amix
is the free energy of mixing and 	Ai is the contribution of the ionic groups on
the chains. The total chemical potential 	µ1of solvent in the swollen network is
obtained for the constrained-junction model as

	µ1

RT
= In(1 − v2) + v2 + χv2

2 + 1
λ

ρV1

Mc

[
1 + µ

ξ
K(λ2)

]
− iv

(
V1

V0 NA

)(
v2

v20

)
(37)

where v2 is the volume fraction of polymer, χ is the Flory interaction parameter,
V1 is the molar volume of solvent, Mc is the molecular weight of a network chain,
and λ is the extension ratio, defined for the swelling case as

λ =
(

V
V0

)1/3

=
(

n1V1 + xV1n2

V0

)
(38)

Here, x is the number of repeat units in one network chain, n1 is the number of
solvent molecules, n2 is the total number of network chains in the system, i is the
number of ionic groups on the chains, ν is the number of chains, and v20 is the
volume fraction of chains during the formation of the network.

Equating the chemical potential to zero gives a relationship between the
equilibrium degree of swelling and the molecular weight Mc. The relation for
Mc,ph is obtained for a tetrafunctional phantom network model as

Mc,ph = −
1
2ρV1

(
v2
v20

)1/3

In(1 − v2) + v2 + χv2
2 − iv

( V1
V0 NA

)(
v2
v20

) (39)

where v2 denotes the equilibrium degree of swelling.
For the affine network model, the molecular weight between cross-links

Mc,af is obtained as

Mc,af = −
ρV1

(
v

1/3
2 − v2

2v20

)
In(1 − v2) + v2 + χv2
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) (40)
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Equations (39) and (40) form the basis of determining the molecular weights of
network chains (1). Equation (40) is the celebrated Flory–Rehner expression, im-
proved by the incorporation of ionic group effects and the degree of swelling dur-
ing network formation. The behavior of a swollen network is found to obey the
constrained junction model (200), which predicts results between those of the
phantom network model given by equation (39) and the affine network model
given by equation (40). Alternatively, the chemical potential expression may be
solved for v2, leading to a value for the degree of swelling of the network. The
result shows that the degree of swelling increases as the chain length between
cross-links increases. The dominant forces that operate in swollen uncharged gels
are van der Waals forces, hydrogen bonds, hydrophobic forces, and forces result-
ing from chain entropy.

For known network structure, equation (39) or (40) may be solved for the
polymer–solvent interaction parameter χ . Indeed, swelling serves as a conve-
nient means of determining values of the χ parameter.

When the network chains contain ionic groups, there will be additional
forces that affect their swelling properties. Translational entropy of counterions,
Coulomb interactions, and ion pair multiplets are forces that lead to interesting
phenomena in ion-containing gels. These phenomena were studied in detail by
Khokhlov and collaborators (244–248). The free energy of the networks used by
this group is

	A = 	Amix + 	Ael + 	Atrans + 	Acoulomb (41)

where 	Atrans and 	ACoulomb are the contributions to the elastic free energy of the
networks from the translational entropy of the counterions and the free energy of
Coulomb interactions. Several interesting features of gels are obtained through
the use of equation (41). A network chain of a polyampholyte gel contains both
positive and negative charges. The liquid phase in the swollen polyampholyte
gel may contain additional counterions. The theoretical and experimental liter-
ature on such gels was reviewed recently by Nisato and Candau (248). In ion-
containing gels, when ion-containing groups are fully dissociated the gel swells
excessively, because of the tendency of the free counterions to occupy as much
space as possible. In the other extreme case, called the ionomer regime, coun-
terions are condensed on oppositely charged monomer units, forming ion pairs
followed by formation of multiplets. This decreases the osmotic pressure of the
gel and results in its collapse. The conditions for ion pair formation and physical
and chemical factors leading to gel swelling and collapse have been discussed by
Philippova and co-workers (245).

Theory vs. Experiment

The constrained-junction theory successfully describes most of the features of
numerous investigations that have been made on stress–strain relationships in-
volving a variety of types of deformations (1–3,13,220,249–252). Specifically, the
decrease in modulus [f ∗] with the increase in elongation is viewed as the de-
formations becoming more nonaffine as the stretching of the network chains
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decreases chain-junction entangling; this in turn increases junction fluctuations.
The observation that the decrease in [f ∗] is less in the case of swollen networks
results from the swelling diluent decreasing some of this entangling even at low
elongations. The observation that the isotherms become approximately horizon-
tal in compression is also successfully predicted by the theory (13,253). The up-
turn in [f ∗] at very high elongations is a non-Gaussian effect not accounted for
in the theory and must be treated separately. Interpretation of the upturn in [f ∗]
in terms of the limited extensibility of the network chains first requires demon-
stration that reinforcement from strain-induced crystallization is not a signifi-
cant part of the effect (254). Failure to test for this by swelling or the increase in
temperature has caused a great deal of confusion in the literature.

Experiment and theory are in at least approximate agreement regarding
swelling, in that estimates of degree of cross-linking from equilibrium swelling
are generally in fair agreement with values obtained from mechanical properties
(1,2,255).

A major unresolved issue concerns the observation that the swelling or di-
lation modulus frequently goes through an unanticipated maximum with the
increase in degree of swelling (256–259). Modifications of existing theories to
reproduce this feature quantitatively have not been very successful. In a worst-
case scenario, this discrepancy could undermine one of the crucial assumptions in
swelling theory, namely that the mixing and elastic contributions to the swelling
free energy are separable and simply additive (257).

The reduced birefringence shows some properties that parallel the reduced
stress or modulus. In other respects, however, it can be quite different, show-
ing for example significant increases with the increase in degree of swelling.
Nonetheless, experimental results and those from the constrained-junction the-
ory seem to be in at least fair agreement (201,202).

Experimental results on the elongation and swelling dependence of the re-
duced orientation seem to be well reproduced by theory (162,203). Preparing net-
works by cross-linking a polymer in solution (260) can give very useful orientation
results, but it is essential in such cases to account for changes in reference state
in the interpretation of the data (261).

The most important elasticity result of this type is obtained by small-angle
neutron scattering. In particular, such studies yield information on how the ra-
dius of gyration of the network chains transforms with elongation (13). Prelim-
inary comparisons between theory and experiment are quite encouraging (262),
but many issues remain unresolved in this relatively new approach to character-
izing elastomeric behavior.

Liquid-Crystalline Elastomers

Introduction. In the case of polymers, liquid crystallinity (“mesomor-
phism”) frequently occurs in very stiff chains such as the Kevlars and other aro-
matic polyamides (263). It can also occur with flexible chains, and it is these flexi-
ble chains in the elastomeric state that are relevant here. Some reasons why such
liquid-crystalline elastomers are of particular interest is the fact that (i) they can
be extensively deformed, (ii) the deformation produces alignment of the chains,



Vol. 9 NETWORKS, ELASTOMERIC 29

and (iii) alignment of the chains is central to the formation of liquid-crystalline
phases (13).

A liquid-crystalline phase lies between the limits of completely ordered
(crystalline) and completely disordered (isotropic) phases. In the case of nematic
phases, the disorder that gives rise to the liquidity or fluidity is the sliding of
chain segments relative to one another, to place them out of register. There
are also a variety of smectic liquid-crystalline phases (264), in which layers of
molecules or chain sequences occur in layers that are disordered relative to one
another. In contrast, cholesteric phases have layers of nematic arrangements that
are stacked in rotated arrangements, and a similar stacking occurs in the case of
the discotics (13).

There can be liquid-crystalline arrangements that involve the side chains
attached to the chain backbones. The three possibilities are groups that can form
liquid-crystalline phases occurring in the backbone (265), in the side chains, and
in both (in what’s called “combined” structures). Polymer chains that are very
stiff can also appear in rigid-rod networks. Such networks deform in response to
a stress by rearranging these rigid chains relative to one another instead of usual
unwinding a flexible chain from a compact state to one that is more extended in
the direction of the strain.

Main-Chain Liquid-Crystalline Elastomers. The polymer in this
category that has been the most studied is poly(diethylsiloxane) (PDES)
[ Si(OC2H5)2O ]. Of greatest interest has been its formation of a mesophase
that is nematic, and relevant studies have focused on a wide range of proper-
ties. For example, stretching a PDES elastomer aligns its chains in a way that
changes the temperature range over which the liquid-crystalline phase is stable
(266). Several symmetric polysiloxane elastomers having longer side chains also
show liquid-crystalline behavior, and these range from poly(di-n-propylsiloxane)
to poly(di-n-decylsiloxane). The temperatures at which the liquid-crystallinity
disappears (the “isotropization temperatures”) show a very interesting monotonic
increase with the increase in the number of methylene groups in the side chains
(267). Beyond poly(di-n-decylsiloxane) complications arise, probably because the
side chains are sufficiently long to crystallization themselves. Some polysiloxanes
with cyclic groups in the backbone also form mesophases (268), as do some of the
polyphosphazenes (269).

The property these materials exhibit of greatest relevance here is their
stress–strain isotherms. Some obtained for PDES (270) as a function of degree
of mesomorphic structure are shown schematically in Figure 5. The curves ex-
hibit yield points similar to those shown by partially crystalline polymers, and
the overall shapes of the curve differ greatly with the increase in the amounts
of mesophase present, either present initially or induced by the deformation. As
is generally the case, formation of a second phase leads to irreversibility in the
stress–strain isotherms.

Side-Chain Liquid-Crystalline Elastomers. Of considerable interest is
the orientation of the mesogenic groups and the chain backbones to which they
are attached. Frequently studied backbones include siloxanes and acrylates, but
a variety of other structures have also been studied, including amphiphilics (13).
The side chains in these structures can rearrange into positions either parallel
or perpendicular to the deformed chain backbone (271). The outcome depends
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Fig. 5. Sketch showing stress–strain isotherms for a main-chain liquid-crystalline elas-
tomer such as poly(diethylsiloxane), as a function of the amount of mesophase present.

particularly on the nature and length of the flexible spacer connecting the meso-
genic groups to the chain backbone. As expected, the physical properties can be-
come strongly anisotropic.

Some liquid-crystalline materials of this type could be oriented by imposing
an electric or magnetic field (272). The chains could also be aligned when these
liquid-crystalline elastomers, are deformed (generally in elongation but also in
some cases in compression), and then cross-linked into network structures. The
mesogenic behavior of such networks obviously depends strongly on their struc-
tures, in particular the degree of cross-liking, and composition (in the case of
copolymers). The phase transitions exhibited also depend significantly on spacer
length, with closer coupling between the mesogenic groups and the polymer back-
bone tending to make the system more sensitive to mechanical deformations
(273).

The thermoelastic behavior of these materials has also been reported (274).
Such experiments resolve the nematic-to-isotropic transition into entropic and
enthalpic contributions and provides values of the corresponding energetic and
entropic parts of the elastic force (275).

Considerably less work has been done on discotic liquid-crystalline elas-
tomers, and the same seems to be true for smectic elastomers even though some of
them have the additional interesting property of being chiral (276)! Some liquid-
crystalline elastomers are ferroelectric (possess spontaneous electric polariza-
tion) or piezoelectric (become electrically polarized when mechanically strained,
and become mechanically strained when exposed to an electric field) (277).
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Finally, some liquid-crystalline elastomers exhibit interesting photonic effects
such as nonlinear optical properties (278).

Theory. The unusual properties cited above have been the focus of nu-
merous theoretical investigations (279,280). The simplest physical picture of ne-
matic elasticity can be visualized by the lattice theory, in which semiflexible
chains are assumed to be embedded in an isotropic lattice of solvent molecules.
For example, calculations based on a lattice model (279) show an abrupt jump
in the segmental orientation function at a finite elongation, and this corre-
sponds to the isotropic-nematic transition. Below the transition, the sample be-
haves close to isotropic Gaussian elasticity. At a fixed uniaxial force, the tran-
sition is marked by a sudden elongation, resulting from the abrupt alignment
of the segments along the direction of the force during the transition. Above
the transition point, the segments are highly oriented along the direction of
stretch, and the network becomes nematic, and its elastomeric behavior changes
correspondingly.

Bioelastomers

There are a number of cross-linked proteins that are elastomeric, and investi-
gation of their properties may be used to obtain insights into elastic behavior
in general. For example, elastin (118,281–284), which occurs in mammals, il-
lustrates the relevance of several molecular characteristics to the achievement
of rubber-like properties. First, a high degree of chain flexibility is achieved in
elastin by its chemically irregular structure, and by choices of side groups that
are almost invariably very small. Since strong intermolecular interactions are
generally not conducive to good elastomeric properties, the choices of side chains
are also almost always restricted to nonpolar groups. Finally, elastin has a glass-
transition temperature of approximately 200◦C in the dry state, which means it
would be elastomeric only above this temperature. Nature, however, apparently
also knows about “plasticizers.” Elastin, as used in the body, is invariably swollen
with sufficient aqueous solutions to bring its glass transition temperature below
the operating temperature of the body.

Elastin chains are cross-linked in vivo in a highly specific manner, us-
ing techniques very unlike those usually used to cure commercial elastomers
(5,13,285). The cross-linking occurs through lysine repeat units, the number
and placement of which along the chains are carefully controlled in the syn-
thesis of elastin in the ribosomes. An analogous reaction has been carried out
commercially on perfluoroelastomers, which are usually very difficult to cross-
link because of their inertness. Nitrile side groups placed along the chains
are trimerized to triazine, thus giving similarly stable, aromatic cross-links
(5,13).

Another bioelastomer, found in some insects, is resilin (286). It is an unusual
material because it is thought to have a relatively high efficiency in storing elastic
energy (ie, very small losses due to viscous effects). A molecular understanding of
this very attractive property could obviously have considerable practical as well
as fundamental importance.
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Filled Elastomers

Introduction. Elastomers, particularly those that cannot undergo strain-
induced crystallization, are generally compounded with a reinforcing filler. The
two most important examples are the addition of carbon black to natural rubber
and to some synthetic elastomers (287), and silica to polysiloxane (“silicone”) rub-
bers and other elastomers (288,289). The advantages obtained include improved
abrasion resistance, tear strength, and tensile strength. Disadvantages include
increases in hysteresis (and thus heat buildup) and compression set (permanent
deformation). The mechanism of the reinforcement obtained is only poorly under-
stood in molecular terms. Some elucidation might be obtained by incorporating
the fillers in a more carefully controlled manner, particularly using sol–gel tech-
nology (13,85), as described below.

Sol-Gel Generation of Ceramic-Like Phases.
Chemistry. In the most important example, hydrolysis of an alkoxysilane

such as tetraethoxysilane or tetraethylorthosilicate (TEOS),

Si(OEt)4 + 2H2O → SiO2 + 4EtOH (42)

is used to precipitate very small, well-dispersed particles of silica into a polymeric
material (5,13,85,290,291). A variety of substances, generally bases, catalyze this
reaction, which occurs quite readily near room temperature. Another example
would be the catalyzed hydrolysis of a titanate, in the in situ precipitation of
titania. Silica, titania, and related ceramic-like fillers thus produced within an
elastomer have been shown to give good reinforcement in a variety of deforma-
tions.

Methods for Carrying Out Sol-Gel Reactions within Elastomers. The
most common approach is to generate the filler after curing. In this technique,
the polymer is first cured or vulcanized into a network structure using any of
the well-known cross-linking techniques. The network is then swelled with the
organosilane or related molecule to be hydrolyzed, after which it is exposed to
water at room temperature, in the presence of a catalyst, for a few hours. The
swollen sample can be either placed directly into an excess of water containing
the catalyst, or merely exposed to the vapors from the catalyst–water solution.
Drying the sample then gives an elastomer that is filled, and thus reinforced,
with the ceramic particles resulting from the hydrolysis reaction.

The polymer used typically has end groups, such as hydroxyls, that can par-
ticipate in the hydrolysis-condensation reactions (5,9,292). Such end groups pro-
vide better bonding between the two rather disparate phases, but bonding agents
may also be introduced for this purpose (293). It is thus possible to mix hydroxyl-
terminated chains (such as those of PDMS) with excess TEOS, which then serves
simultaneously to tetrafunctionally end link the PDMS into a network structure
and to act as the source of silica upon hydrolysis (5).

In the previous two techniques, removal of the unreacted TEOS and the
ROH alcohol by-product causes a significant decrease in volume (294), which
could be disadvantageous in some applications. One way of overcoming this prob-
lem is by precipitating the particles into a polymer that is inert under the hydrol-
ysis conditions, for example, vinyl-terminated PDMS. After removal of volatiles,
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the elastomer in this mixture can be subsequently cross-linked, with only the
usual, very small volume changes occurring in any curing process.

Approximately Spherical Particles and Their Reinforcing Properties. Be-
cause of the nature of the in situ precipitation, the particles are well dispersed
and are essentially unagglomerated (as demonstrated by electron microscopy).
The mechanism for their growth seems to involve simple homogeneous nucle-
ation, and since the particles are separated by polymer, they do not have the
opportunity to coalesce. The particles are typically relatively monodisperse, with
most of them having diameters in the range 100–200 Å. A variety of catalysts
work well in the typical hydrolysis reactions used, including acids, bases, and
salts (295). Basic catalysts give precipitated phases that are generally well-
defined particles, whereas the acidic catalysts give more poorly defined, diffuse
particles (296).

The reinforcing ability of such in situ generated particles has been amply
demonstrated for a variety of deformations, including uniaxial extension (sim-
ple elongation), biaxial extension (compression), shear, and torsion (5,13). In the
case of uniaxial extension, the modulus [f ∗] frequently increases by more than
an order of magnitude, with the isotherms generally showing the upturns at
high elongations that are the signature of good reinforcement (133,297). Some
typical results in elongation and biaxial extension are shown schematically in
Figure 6. As is generally the case in filled elastomers, there is considerable irre-
versibility in the isotherms, which is thought to be primarily due to some irrecov-
erable sliding of the chains over the surfaces of the filler particles upon being
strained.

Some fillers other than silica, for example titania, do give stress–strain
isotherms that are reversible, indicating interesting differences in surface chem-
istry, including increased ability of the chains to slide along the particle surfaces
(298).

These in situ generated silica fillers also give increased resistance to creep
or compression set in cyclic deformations (149). The in situ filled PDMS samples
showed very little compression set, and these samples also exhibited increased
thermal stability (299).

The low-temperature properties of some of these peculiarly filled materials
have also been studied by calorimetric techniques. Of particular interest is the
way in which reinforcing particles can affect the crystallization of a polysiloxane,
both in the undeformed state and at high elongations (300). Finally, a number
of studies using X-ray and neutron scattering (171,301) have also been carried
out on filled elastomers (13,302). The results on the nature of the particles are
generally consistent with those obtained by electron microscopy.

Fillers with Controlled Interfaces. By choosing the appropriate chemical
structures, chains that span filler particles in PDMS-based composites can be de-
signed so that they are either durable, are breakable irreversibly, or are breakable
reversibly (303,304).

Silicification and Biosilicification. There has been some interest in gener-
ating silica-like particles using templates, as is done by nature in biosilicification
processes (305). Various particle shapes have been obtained; platelet forms would
be of particular interest with regard to their abilities to provide reinforcement
and decrease permeability, as occurs with the layered fillers described below.
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Fig. 6. Stress–strain isotherms for in situ reinforced elastomers in elongation (region to
the left of the vertical dashed line, with α− 1 < 1), and in biaxial extension (compression)
(to the right, with α− 1 > 1).

Other Inorganic Particles.
Polyhedral Oligomeric Silsesquioxanes. These fillers are cage-like

silicon–oxygen structures, and have been called the smallest possible silica parti-
cles (306–310). The most common structure has eight silicon atoms, each car-
rying a single organic group. The particles on which none of the groups are
functionally reactive can be simply blended into elastomers such as PDMS us-
ing the usual mixing or compounding techniques. In this case, the inert groups
are chosen to improve miscibility with the elastomeric host matrix. Polyhedral
oligomeric silsesquioxanes molecules having one reactive functional group can
be attached to a polymer as side chains. Those with two reactive groups can
be incorporated into polymer backbones by copolymerization, and those with
more than two can be used for forming cross-links, thus generating network
structures.
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Porous Particles. Some fillers such as zeolites are sufficiently porous to ac-
commodate monomers, which can then be polymerized. This threads the chains
through the cavities, with unusually intimate interactions between the reinforc-
ing phase and the host elastomeric matrix (311–313). Unusually good reinforce-
ment is generally obtained. Also, because of the constraints imposed by the cavity
walls, these confined polymers frequently show no glass transition temperatures
or melting points (27,314). PDMS chains have also been threaded through cy-
clodextrins, to form pseudo-rotaxanes (315).

Layered Fillers. Exfoliating layered particles such as the clays, mica, or
graphite are being used to provide very effective reinforcement of elastomers at
loading levels much smaller than in the case of solid particles such as carbon
black and silica (316–320). Other properties can also be substantially improved,
including increased resistance to solvents and reduced permeability and flamma-
bility.

Miscellaneous Fillers. There are a variety of miscellaneous fillers that are
of interest for reinforcing elastomers. Examples are ground-up silica xerogels
(321), carbon-coated silica (322), and functionalized silica particles (323,324).

Organic Particles.
Glassy Particles Deformable into Ellipsoidal Shapes. It is also possi-

ble to obtain reinforcement of an elastomer by polymerizing a monomer such
as styrene to yield hard glassy domains within the elastomer (325). Roughly
spherical polystyrene (PS) particles are formed, and good reinforcement is ob-
tained. It is possible to improve bonding onto the filler particles, for example,
by including some trifunctional R′Si(OC2H5)3 in the hydrolysis (where R′ is an
unsaturated group). The R′ groups on the particle surfaces then participate
in the polymerization, thereby bonding the elastomer chains to the reinforcing
particles.

The PS domains have a relatively low glass transition temperature (Tg ≈
100◦C) (326) and are totally amorphous. Thus, it is possible to convert the essen-
tially spherical PS particles into ellipsoids (5,327,328). First, the PS-elastomer
composite is raised to a temperature well above the Tg of PS. The composite is
then deformed, and cooled while in the stretched state. The particles in it are
thereby deformed into ellipsoids, and retain this shape when cooled. Uniaxial
deformations of the composite give prolate (needle-shaped) ellipsoids, and biaxial
deformations give oblate (disk-shaped) ellipsoids (329). In these anisotropic mate-
rials, elongation moduli in the direction of the stretching were found to be signifi-
cantly larger than those of the untreated PS-elastomer composite, whereas in the
perpendicular direction they were significantly lower. Such differences were to be
expected from the anisotropic nature of the systems. In the case of nonspherical
particles in general, degrees of orientation are also of considerable importance.
One interest here is the anisotropic reinforcements such particles provide, and
there have been simulations to better understand the mechanical properties of
such composites (330). Of, course, the ellipsoidal particles can be removed by dis-
solving away the polymer matrix and then redispersed randomly into another
elastomer prior to its cross-linking.

Nanotubes. Carbon nanotubes are also of considerable interest with re-
gard to both reinforcement and possible increases in electrical conductivity
(306,309,331–333). There is considerable interest in characterizing the flexibility



36 NETWORKS, ELASTOMERIC Vol. 9

of these nanotubes, in minimizing their tendencies to aggregate, and in maximiz-
ing their miscibilities with inorganic as well as organic polymers.

Metal Particles. Incorporating reinforcing particles that respond to a
magnetic field is important with regard to aligning even spherical particles to im-
prove mechanical properties anisotropically (334–336). Considerable anisotropy
in structure and mechanical properties can be obtained (335). Specifically, the
reinforcement is found to be significantly higher in the direction parallel to the
magnetic lines of force.

Simulations on Fillers. Monte Carlo computer simulations have been
carried out on a variety of filled elastomers (337–339) in an attempt to obtain
a better molecular interpretation of how such dispersed phases reinforce elas-
tomers. The approach taken enabled estimation of the effect of the excluded
volume of the filler particles on the network chains and on the elastic proper-
ties of the networks. In the first step, distribution functions for the end-to-end
vectors of the chains were obtained by applying Monte Carlo methods to rota-
tional isomeric state representations of the chains (226). Conformations of chains
that overlapped with any filler particle during the simulation were rejected. The
resulting perturbed distributions were then used in the three-chain elasticity
model (2) to obtain the desired stress–strain isotherms in elongation. These
isotherms showed substantial increases in stress and modulus with the increase
in filler content and elongation that are in at least qualitative agreement with
the experiment.

In the case of nonspherical filler particles, it has been possible to simu-
late the anisotropic reinforcement obtained, for various types of particle orienta-
tions (330,340). Different types and degrees of particle agglomeration can also be
investigated.
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NEUTRON SCATTERING

Introduction

“Scattering” to most polymer scientists means light scattering, and the extent
of their experience with the experiment is often the description in a course of
how light scattering can be used to determine the molecular weight and radius
of gyration of a polymer in solution, as well as the second virial coefficient of
the solution, by measuring the scattered light intensity from a series of dilute
solutions for multiple angles. (1–4) This data is then plotted as a Zimm plot to ob-
tain the desired characteristics of the polymer chain and solution. Or maybe the
polymer scientist is interested in the crystal structure of a commercial polymer
and uses X-ray diffraction to provide details of the local ordering of the pertinent
long-chain molecule. (5–7) The X-ray scatterer may not see the correlation be-
tween the diffraction peaks and the information in the Zimm plot, but there is
one. The angular dependence of scattered radiation provides direct information
on the spatial distribution and microscopic structure of the scattering particles,
whether in light scattering, X-ray diffraction, or neutron scattering experiments.
For X-ray diffraction this information is on the order of angstroms and provides
the arrangement of atoms on an ordered lattice, while (small-angle) light scat-
tering provides data on the average size of a complete polymer chain on a length
scale of a few to tens of nanometers.

In fact, scattering is a powerful analytical method that can be utilized to de-
termine the structure and dynamics of a range of “soft” materials (colloids, poly-
mers, proteins, etc) using X-rays, light, and neutrons. Moreover, the fundamental
physics of the correlation between the angular dependence of the scattered in-
tensity to the microscopic structure of the scattering particle is identical for all
types of radiation; it is only the manner in which the data is treated and ana-
lyzed to provide information on the structure that makes them appear different.
A given analysis can be used with any type of radiation; the same analyses that
are used in X-ray diffraction are used in neutron diffraction, and can be used in
light-diffraction experiments, if it will provide important data on the ordering
of the particles that are diffracting (scattering) the incoming radiation. Small-
angle X-ray, neutron, and light-scattering experiments are commonly reported in
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Fig. 1. (a) Schematic of an experiment to determine the angular dependence of the scat-
tering of an incident radiation by a sample; (b) Typical intensity of scattered radiation vs
scattering angle plot.

journals, with similar analyses and types of results. The primary difference is the
type of radiation that shines on the sample and its interaction with the scattering
particle.

The Scattering Experiment

Differences among radiation types can best be explained through a discussion of
the scattering experiment itself. A scattering experiment can be depicted as in
Figure 1, where the radiation shines on the sample, interacts with the sample,
and is scattered in all directions. The intensity of the scattered radiation (I) is
then measured at a detector for multiple angles (θ ) and can be plotted as shown
in the I vs θ plot in Figure 1. For most geometries and samples, the scattering
intensity is a maximum at zero angle and drops with increasing angle. In this
diagram the wavelength of the incident radiation (λi) and the wavelength of the
scattered radiation (λs) are equal, and thus this is an elastic scattering event.
The angular dependence of the scattering intensity can then be analyzed to pro-
vide information on the size, shape, and orientation of the scattering particle in
the sample. This type of experiment is often termed a static scattering experiment
as the information garnered is related to the static structure of the scattering par-
ticle, not its dynamics.

However, in order to obtain a useful I vs θ curve, a number of specific criteria
must be met. Two of the most important criteria are that the measurement be
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Fig. 2. Illustration of scattering power. The left vial contains polystyrene spheres that
have a different refractive index than water, which provides contrast that results in scat-
tering of the laser that is observable by the human eye.

taken in the correct angular range and that there be sufficient contrast in the
sample for scattering to occur.

The correct angular range and sufficient contrast in the sample depends
intimately on the type of radiation that is used in the scattering experiment, and
a more detailed discussion of the scattering process is necessary to clarify this
point.

Consider two vials, one that contains pure solvent and another that con-
tains a solution with particles that may scatter light. Figure 2 shows a beam of
light from a laser pointer shining through two vials, where the right-hand one is
pure water and the left is a 0.0002% solution of polystyrene (PS) microspheres
(0.4 µm) in water. Notice how the laser light is strongly scattered by the solution,
but not the pure solvent. That is because the solution contains PS particles that
have a different refractive index than the water solvent that it is immersed in.
This difference in the refractive index of the solute (PS, n = 1.59) and the solvent
(water, n = 1.33) provides the contrast that is needed to observe scattering. No-
tice that in the pure water, there is no portion of the sample that has a different
refractive index than the rest of the sample, and thus there is no observable scat-
tering because there is no contrast. It is important to emphasize that it is possible
to have a solution, but still not have sufficient contrast between the solvent and
solute to observe scattering. For instance, if you have a solution where the solute
and solvent have refractive indices that are identical, there will be no portion of
the sample that has a different refractive index than the rest of the sample, and



Vol. 9 NEUTRON SCATTERING 49

therefore there is no significant scattering. This phenomenon is termed contrast
matching and is utilized in some scattering experiments to extract the scattering
from a single component in a multicomponent sample.

This concept of “contrast” also holds true for the scattering of X-rays and
neutrons by a polymer solution. However, when X-rays are being scattered by a
particle, the X-rays interact with electrons of an atom and thus the intensity of
scattering from a given atom depends on the electron density of that atom, not
the refractive index. The electron density increases with atomic number on the
periodic chart. Thus, for a polymer solution to strongly scatter X-rays, the elec-
tron density of the polymer and solvent must be significantly different. Finally,
when neutrons are scattered, the neutrons interact with the nucleus of the atom
and thus the intensity of the scattered radiation depends on the structure of the
nucleus. This scattering power is quantified by the scattering length density b of
a given atom and can vary by isotope. Therefore, to observe significant scatter-
ing from a polymer in solution, the scattering length density of the polymer must
differ from that of the solvent. This has dramatic consequences for studying poly-
mers and other soft matter by neutron scattering, as the scattering length den-
sities of hydrogen and deuterium are significantly different. Thus, by changing
the level of deuteration of a polymer (or solvent), the contrast (and thus amount
of scattering) of a polymer in solution can be tuned without dramatically altering
the thermodynamics of the mixture. (8–10)

This control of contrast in polymer mixtures by selective deuteration results
is a unique and powerful aspect of neutron scattering in studying polymer sys-
tems; by the dispersion of a deuterated polymer chain in a matrix of identical
hydrogenated chains, neutron scattering can be used to examine the structure
and dynamics of a polymer in the melt or concentrated solution. This ability to
“highlight” a single molecule in a matrix of identical polymer chains is illustrated
in Figure 3. In Figure 3a, groups of polymer chains are shown, all drawn the
same color. Because there is no contrast between the various chains, it is diffi-
cult to pick out one single chain. In Figure 3b, the color of one of the chains has
been changed slightly, modeling the system where the scattering length density
of one chain is slightly different than that of the matrix. Although this chain may
now be observable, it is still difficult to examine. Finally in Figure 3c, a single
chain is much darker than the remainder and is easy to pick out from the matrix
and examine precisely. This picture illustrates the system where that chain is
deuterated while the matrix of chains remains protonated with respect to neu-
tron scattering. This one chains stands out as different from the matrix and can
be selectively studied by neutron scattering.

The other criterion that is required to successfully utilize scattering to study
polymer systems involves completing a scattering experiment in the correct angu-
lar range to extract useful information concerning the structure of the scattering
particle from the angular dependence of the scattering intensity. This can best be
exemplified in Figure 4, which shows the resultant I vs θ plots for scattering ex-
periments that are completed in the wrong angular range. The I vs θ plot shown
in Figure 4a shows a quick drop in intensity at low angle and very little scattering
at higher angles. This type of curve is the result of measuring over too wide of an
angular range so that the important information in the small-angle region is not
resolved. Alternatively, Figure 4b shows a modest drop in intensity with angle,



50 NEUTRON SCATTERING Vol. 9

Fig. 3. Illustration of contrast. Figure a contains 10 polymer chains, where each chain
is the same color, and thus there is no contrast between chains and it is difficult to dif-
ferentiate one chain from the rest. Figure b contains the same 10 chains, but one has a
slightly different color than the remaining chains, and thus this chain may be examined
with difficulty. Figure c contains the same 10 chains, where one is now much darker than
the remaining chains, providing a mechanism to clearly study this chain.
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Fig. 4. Examples of the measured angular dependence of the scattering intensity for
poorly designed experiments. The angular range in (a) is too broad, while the experiment
shown in (b) is the result of an experiment where the angular range is too narrow.

but no significant change in scattering intensity over the angular range of the
scattering. In this case, the angular range is too small and there is insufficient
data to quantify the drop in intensity with angle that can provide information on
the structure and size of the scattering particle.
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The quantification of this “correct” angular range requirement provides a
correlation of the length scales that can be studied by radiation of a given wave-
length. At small angles, the length scale that is measured, d, is approximately
λ/θ , where λ is the wavelength of the radiation and θ is the scattering angle.
This approximation demonstrates that neutrons are indeed ideal to examine the
structure of proteins and polymers; for cold neutrons, λ = 0.5 – 1.5 nm, and small-
angle scattering instruments provide a range of θ that allows the observation of
the structure of soft matter over length scales ranging from 1 to 100 nm, per-
fect to determine the structure of a macromolecule from the local to global length
scales.

Scattering with Neutrons. Thus, observing the scattering of neutrons
by a polymeric system is a very powerful tool to determine the structure and
dynamics of polymers over the correct length scales, primarily because of the
ability to tune the contrast between components by selectively deuterating the
particles (or portions of particles) that are of interest. Additionally, neutrons offer
further benefits, including their ability to penetrate matter. Because the neutrons
interact with the nucleus of an atom, a large portion of the neutrons that impact
a sample will be transmitted through it without absorption or scattering. One
useful result of this is that the sample holder can be quite large and complex as
the neutrons are then able to penetrate a large sample holder and scatter from
the sample. Thus, it is possible to complete neutron-scattering experiments from
a broad range of sample environments including in situ steady shear (11–13),
high pressure (14,15), oscillatory shear (16), and even when the sample is an
aerosol (17,18).

However, there are some drawbacks to using neutron scattering. Most no-
tably, the production of neutrons is a very costly process, as the neutrons are most
often produced for scattering experiments by nuclear fission in a nuclear reactor
or by spallation. Spallation is the process where energetic subatomic particles,
such as protons, strike a target and eject particles, including many neutrons from
the nuclei of the atoms in the target. These neutrons then serve as the source of
the radiation for the neutron-scattering experiments. In either case, the cost of
a nuclear reactor or spallation source is beyond most companies or laboratories
and thus is in the domain of government agencies. Thus, there exist a handful of
facilities in the United States, with more spread out around the world, where
a polymer scientist can complete neutron-scattering experiments, and their
completion requires the time and expense of travel. Additionally, the current
flux of neutrons requires significant sample size (usually, ∼0.1–1.0 g), with larger
sizes needed for exotic sample environments, such as a shear cell. This may be a
particular problem for biological and exotic samples, where it is difficult to create
more than a few milligrams of a given material. However, the Spallation Neutron
source that is currently being built in Oak Ridge, Tennessee, will provide much
greater intensity of neutrons on the sample, and thus allow faster measurements
on smaller samples.

Even given these limitations, neutron scattering is a unique and very pow-
erful technique that can provide information on the microscopic structure and
dynamics of a polymeric material that is not obtainable by any other method.
For instance, no other method provides a direct measure of the size of a poly-
mer chain in the melt that is available by measuring the scattered intensity of
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neutrons from a blend of deuterated and protonated versions of the same polymer.
Similarly, the shape and thermodynamic interactions of polymers in concentrated
mixtures are most effectively monitored by carefully designed neutron-scattering
experiments, some of which will be described in detail later in the article.

Structure from the Scattering Curve

There are a number of excellent reviews that detail the relationship between
the angular dependence of the scattering intensity to the density distribution of
the scattering system, and that will not be duplicated here (19,20). Rather, the
methods to extract the structural information of the scattering system from the
scattering pattern will be emphasized.

Classical scattering theory shows that the coherent scattering from a
one-component system is proportional to the Fourier transform of the density
correlation function, C(r), of the particles in the system (19,21,22):

(
∂σ

∂�

)
∝
∫
V

exp( − iq·r)C(r)dr (1)

where ( ∂σ
∂�

) is the number of scattered neutrons per second per solid angle ∂� in
the neutron-scattering experiment. For simplicity, this quantity will be replaced
by I(q) in the remainder of this article. In equation 1, q is the scattering or mo-
mentum transfer vector, and has a magnitude |q| = q = 4π /λ sin(θ /2), where λ is
the wavelength of the scattered radiation and θ is the scattering angle.

In a multicomponent system, such as a mixture of two constituents (com-
ponent 1 and component 2), the scattering intensity now has contributions from
correlations among particles of type 1, correlations among particles of type 2, and
correlations between type 1 and type 2 particles, resulting in a scattering inten-
sity I(q) that can be described as

I(q) = b2
1 S11(q)+b2

2 S22(q)+2b1b2 S12(q) (2)

where bi is the scattering length of component i and Sij is the partial structure
factor that describes the contribution to the scattering of the correlations between
components i and j and is

Sij =
∫
V ,

∫
V

′

〈ni(r)nj(r′)〉exp[ − iq·(r′ − r)]dr dr′ (3)

where ni (r) is the local density of component i at point r and 〈. . .〉 denotes
an average over the scattering volume. Note that comparing equation 1 and
equation 3, the density distribution function of the scattering particles C (r′′) =
〈ni (r) nj (r′)〉 where r′′ = r − r′. Thus, the partial structure factor is the Fourier
transform of the density distribution of the scattering particles, and if it can be
extracted from the measured scattering intensity, it will provide information on
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the structure of the scattering particles; ie, S11(q) will provide information on the
spatial distribution of the particles of type 1.

At first glance, the sum of three partial structure factors appears to add
significant complexity to analyzing the I (q) to determine the correlation between
measured scattering patterns and structure of the scattering sample. However,
it is relatively straightforward to show that, for two scattering particles of equal
volumes, S11(q) = S22 (q) = − 1

2 S12 (q), which simplifies equation 2 to (23,24)

I(q) = (b1 − b2)2 S11(q) = (b1 − b2)2 S22(q) = − (b1 − b2)2 S12(q) (4)

Thus, the angular dependence of the scattering intensity of a binary mixture
can be analyzed as the Fourier transform of the density correlation function of
any of the scattering particles scaled by the square of the difference in scattering
lengths of the two components.

Let us assume that component 1 is a polymer and component 2 is a sol-
vent. The requirement that the scattering particles (1 and 2) have equal volume
for equation 4 to be valid requires that “particle 1” be equivalent to a section
of the polymer chain that is the same volume as the solvent. Approximating
this as a monomer segment of the polymer chain leads to an interesting result.
Equation 4 tells us that I (q) = (b1–b2)2 S11(q); therefore the scattering pattern
from a polymer/solvent mixture will provide a direct measure of the spatial dis-
tribution of the monomers (as they have been defined as the scattering particles
of type 1). Moreover, if the polymer molecules are sufficiently dilute to be inde-
pendent of each other, the q dependence of the scattering pattern is the Fourier
transform of the spatial distribution of the monomers in a single-particle chain.
This quantity is known as the Particle Form Factor of the polymer chain, P(q), and
Debye has shown that the Fourier transform of a Gaussian segment distribution,
known as the Debye Function, is (25)

P(q) = 2
[υ2 − 1+exp( − υ)2]

υ4 (5)

where υ = qRg, and Rg is the radius of gyration of the polymer molecule. Thus, by
fitting the experimentally determined scattering pattern to equation 5, the radius
of gyration and random coil nature of the polymer chain can be determined.

If the polymer molecules are not dilute, then a term for the intermolecular
correlation between monomer segments [Q (q)] also contributes to the scattering
pattern and must be accounted for in any subsequent data analysis. Fortuitously,
when analyzing the scattering pattern of a mixture of two identical polymers,
where one is deuterated and the other is not, Q (q) can be related to the single
particle form factor P (q), and thus the scattering intensity pattern, I (q), from
this type of mixture can be directly correlated to the single-particle form factor,
P (q). Therefore the scattering from a mixture of deuterated and protonated iden-
tical polymers at any concentration can be readily analyzed to provide informa-
tion on the structure of a polymer chain in the melt (23,24)

I(q) = (bd − bh)2x(1 − x)Nz2 P(q) (6)
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where bd is the scattering length of the deuterated polymer, bh is the scattering
length of the protonated polymer, x is the volume fraction of deuterated polymer,
N is the total number of polymer molecules, and z is the number of monomer
segments in the polymers.

Thus, from a practical standpoint, the scattering intensity of neutrons from
a polymeric system as a function of angle can be measured. This scattering pat-
tern is the Fourier transform of the density distribution of the scattering particles
and, therefore, can be analyzed to provide information on the spatial distribution
of the scattering particles. More specifically, in dilute mixtures or when a deuter-
ated polymer is dispersed in its protonated counterpart, the size (Rg) and struc-
ture (does it obey the Gaussian distribution and is thus a random coil?) of the
polymer chain can be readily determined from this scattering intensity pattern.
Other single-particle form factors can also be used to model scattering data, such
as that for a rigid rod, hollow sphere, or cylinder (26,27), which can provide size
and structural information on other objects beyond random coils. For instance,
the packing of a thermotropic, semiflexible liquid crystalline polymer has been
shown to pack into a cylindrical conformation by fitting the resultant neutron
scattering to the single particle form factor of a cylinder, where the radius and
length of the cylinder are readily obtained from the fit (28).

Moreover, it is not difficult to design other experiments and apply broader
analysis techniques to the measured I (q) to provide information on the structure
and thermodynamics of polymeric systems beyond the conformation of a polymer
chain in the melt. Rather than describe the exact conditions and analyses for each
of these opportunities, the remainder of this article will detail specific examples
that describe efforts to examine particular structural aspects of polymeric sys-
tems with small-angle neutron scattering.

The Conformation of a Polymer Chain in the Melt

The most well-known examples of neutron-scattering experiments were com-
pleted in the early 1970s to unequivocally determine the conformation of a poly-
mer chain in the melt. Over 20 years earlier, Flory had predicted that a polymer
chain that is dispersed in a matrix of identical polymer chains would follow ran-
dom walk statistics (29) rather than the more obvious self-avoiding walk statis-
tics that polymers are known to adopt in a good solvent. Unfortunately, there
were no available techniques at the time to determine the conformational statis-
tics of a single chain in the melt to test this prediction. However, the advent of
neutron scattering provided a mechanism to determine the structure of a single
polymer chain in the melt by selectively deuterating one molecule, dispersing it
in a matrix of nearly identical protonated polymers, and examining it.

The design of these experiments was straightforward; the researchers
dispersed protonated poly(methyl methacrylate) in deuterated poly(methyl
methacrylate) at a level of a few percent and analyzed the resulting neutron-
scattering intensity patterns to determine the radius of gyration of the polymer
as well as the second virial coefficient of this solution. These results show that
the polymer attains the same radius of gyration as that measured in a theta sol-
vent and that the second virial coefficient of this mixture is zero (30–32). Similar
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Table 1. Conformation of Polymer Chain in the Melt and in a θ Solvent

Bulk In θ solvent

Polymer State Rg
a/M0.5

w , Å/(g/mol)0.5 Rg
a/M0.5

w , Å/(g/mol)0.5

Atactic poly(methyl Glass 0.25–0.27 0.25
methacrylate)

Isotactic poly(methyl Glass 0.30 0.28
methacrylate)

Syndiotactic poly(methyl Glass 0.29 0.24
methacrylate)

Polybutadiene Melt 0.35 0.34–0.42
Atactic polystyrene Glass 0.265–0.28 0.27–0.28
Atactic polystyrene Melt 0.275 0.27–0.28
Poly(vinyl chloride) Glass 0.40 0.37
Polyisobutylene Melt 0.31 0.30
Poly(ethylene Glass 0.39 0.42

terephthalate)
Polyethylene Melt 0.45–0.46 0.45

aTo convert Å to nm, divide by 10.

experiments on mixtures of protonated polystyrene and deuterated polystyrene
were completed that provided information on the scaling relationship between
the radius of gyration and molecular weight for this polymer (33,34). All of these
experiments demonstrated that the Rg scales as M0.5 in the melt and obeys the
Debye function down to a length scale of 1 nm, as would be expected from random
walk statistics and was predicted by Flory.

In fact, further experiments over the years have shown that the Rg scales as
M0.5

w for a range of polymers in the melt or glassy state with the proportionality
constant equal to that which is observed in a theta solvent, verifying that flexible
polymer chains in the melt attain a configuration that is accurately modeled as
random coil. These results are tabulated in Table 1, where the data are taken
from Reference 19 9 (see also CONFORMATIONS AND CONFIGURATION).

The Location of End Groups in Dendrimers

Dendrimers are highly branched polymers that can be synthesized by the con-
secutive addition of multifunctional monomers to a multifunctional core to form
a tree-like structure (35,36), where an illustration of a dendrimer formed from
trifunctional monomers is presented in Figure 5 (see DENDRONIZED POLYMERS).
These macromolecules have recently attracted significant attention as possible
sensors, drug carriers, lubricants, and surface-active agents. As the molecule is
synthesized and becomes larger, more active sites remain at the outer edge of
the molecules with each successive generation. As the number of active growth
sites increases with size, the mass of the molecule increases exponentially with
the number of generations. Clearly, the packing of each new generation becomes
more dense, until the density saturates and the size of the molecule reaches a
maximum.
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Fig. 5. Illustration of a dendrimer that is formed from trifunctional monomers, grown to
the fourth generation.

The density profile of these unique structures has been the subject of much
investigation. DeGennes first predicted that the dendrimer will have a density
minimum at the center of the molecule, increase with radius, and reach a maxi-
mum at the outer edge of the spherical molecule (37). This structure provides a
cavity in the center of the molecule that would provide an ideal structure for its
use as a carrier. However, further theoretical and simulation studies have sug-
gested that the molecule is not hollow, but has a density maximum at the center
that decreases with radius (38–40).

Small-angle X-ray scattering and other studies have not clarified the radial
structure of these intriguing molecules (41,42); however, a recent study of the
radial density profile by small-angle neutron scattering has provided a clearer
picture of its structure (43). Lindner and co-workers have used contrast varia-
tion small angle neutron scattering to unequivocally show that these molecules
have a density maximum at the center, and a density profile that decreases with
radius.

The specifics of this set of experiments take advantage of the ability to con-
trol the contrast between the dendrimer and the solvent by varying the extent of
deuteration of the solvent, which is accomplished by mixing deuterated dimethyl
acetamide (DMA-D9) and protonated dimethyl acetamide (DMA-H9). These re-
searchers determined the scattering pattern of a fifth-generation dendrimer dis-
solved in DMA at various concentrations and varying ratios of DMA-D9 to DMA-
H9. The authors analyze this data to extract the portion of the scattering that is
due solely to the shape of the dendrimer [Is (q)] from the measured scattering in-
tensity which also contains contributions due to inhomogeneities of the dendritic
structure, which may result from imperfections in the structure and the fact that
the building blocks of the dendrimer may not all have the same structure (and
thus scattering length). This careful analysis provides a measure of the average
scattering length density of the dendrimer, which provides an exact measure of
the molecular weight of the dendrimer. A comparison of this value to the ideal
fifth-generation dendrimer indicates that the structure is not perfect.

Finally, the authors extract the radial density profile of the dendrimer from
Is (q) by its Fourier inversion to show that the density of the dendrimer is a
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maximum at the center that decreases smoothly to the outer edge. Moreover, the
results demonstrate that the dendrimer radius extends to 6 nm and is thus a fluc-
tuating, not a dense, structure. This analysis is further verified by comparing the
scattering intensity [Is (q)] to the Fourier transform of this density distribution
and to the Fourier transform of the homogeneous sphere, where this comparison
shows a clear coincidence to the experimentally determined density profile and
clear deviations from that of the homogeneous sphere.

Thus the ability to systematically vary the contrast between the solute and
solvent by mixing deuterated and protonated solvents provides a mechanism to
unequivocally extract the scattering from the solute, and thus determine the
structure of that solute. These results show that the end groups of this den-
drimer are not confined to the outer layer of this centrosymmetric structure,
which would result in a core-shell density profile. Rather, the end groups are dis-
tributed throughout the volume of the macromolecule. This information will have
significant impact on the utilization of these novel macromolecules and their use
in the design of molecular scale sensors, drug carriers, and lubricants.

The Radius of Gyration of Polymers in Ultrathin Films

It is well known that confining a polymer molecule to a thin film or near a surface
lowers its configurational entropy. This confinement may also alter the configu-
ration of the polymer, which may impact its adhesive and thermal properties,
among others. One can easily imagine that a polymer chain that is confined to
a thin film that is on the order of (or less than) its radius of gyration may be
flattened. Moreover, as devices become smaller, polymers are often utilized in ap-
plications where the confinement of the polymer chain is significant. Thus, the
alteration of the configuration of a polymer chain by confinement is of impor-
tance to their use in micro- and nanoscale devices. It is, therefore, important to
understand how confinement alters the size and shape of a polymer chain, with
the expectation that this data can provide fundamental information to predict,
understand, and control the properties of polymers in these environments.

As polymers in miniature devices are mostly melts, neutron scattering be-
comes an ideal experimental technique to provide this information. Clearly, by
dispersing a fraction of deuterated polymer in a protonated thin film of the poly-
mer, SANS can be used to determine the radius of gyration of a polymer confined
to the film, as a function of film thickness, in a similar way to the bulk measure-
ments in the 1970s that verified the random coil nature of the polymer chain in
the melt (30,32,33). However, the relatively low intensity of neutrons that strike
the sample in a scattering experiment introduces a complication into this planned
experiment. In a scattering experiment, the intensity of scattered radiation is
proportional to the amount of sample in the beam. In a bulk SANS experiment, a
sample usually contains on the order of 0.1–0.5 g to optimize the signal to noise.
However, with a radius of a neutron beam that is on the order of a centimeter, a
thin film of polymer that is only as thick as the radius of gyration of a polymer
will only provide 0.000785 mg of sample in the beam, clearly an amount that is
insufficient to provide adequate signal-to-noise ratio to accurately determine the
radius of gyration of a polymer. Researchers who have completed such a study
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Fig. 6. The radius of gyration of deuterated polystyrene in a thin film normalized to its
radius of gyration in the bulk as a function of film thickness that is also normalized to the
radius of gyration of the polymer in the bulk. Mw = 270 K, Mw = 650 K. Reprinted
with permission from Ref. 44. Copyright (2001) American Chemical Society.

overcame this obstacle by simultaneously scattering from multiple, identical thin
films, thus effectively increasing the sample size (44,45).

The authors of this study measured the neutron-scattering intensity of iso-
topic blends that contain 25 wt% deuterated polystyrene and 75 wt% protonated
polystyrene in thin films that vary in thickness (D) from 1 µm down to 10 nm.
These thicknesses correspond to D/Rg,bulk that range from 50 to 0.5. The samples
were annealed at high temperature and quenched to ensure that the samples
were at equilibrium. The data were analyzed by accounting for scattering from
interfacial roughness in the form of capillary waves and incoherent scattering
to extract the scattering due to the dispersion of the deuterated polymers in the
protonated matrix Is(q). This scattering, Is (q), was then analyzed using the RPA
model and the Kratky approach (q2I vs q2) to determine the radius of gyration
of the deuterated polymers and test the Gaussian nature of the confined chains,
respectively. The Rg results are shown in Figure 6, which shows that the size of
the polymer chain in the plane of the surface does not change from that of the
chain in the bulk, even when the thickness of the film is less than the Rg of the
bulk chain. The data also verify that the chains do retain their Gaussian charac-
ter for all film thicknesses studied. This result agrees with recent simulation and
theoretical studies and will have implications on the properties and dynamics of
a polymer chain in confined geometries.

Polymer Blends

The Spinodal Decomposition Process in Polymer Blends. For many
mixtures, there exists a temperature range where the system will remain misci-
ble for all compositions, while a change in temperature will alter the balance of
the enthalpy and entropy of mixing to create a thermodynamic state where the
most stable system is one where two phases coexist and the mixture, therefore,
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Fig. 7. Representative phase diagram of a binary mixture of two molecules that have
similar sizes.

phase separates. This situation is illustrated in Figure 7, which shows the phase
diagram of a regular solution (46). When below the critical temperature, the outer
line of this phase diagram denotes the compositions of the two phases that coex-
ist at a given temperature. Therefore, for this system, it is possible to design a
temperature program where the system is brought from the one-phase state at
high temperature to a phase-separated system at low temperature.

In fact, the kinetics of the process by which the system goes from a homo-
geneous, one-phase system to the final equilibrium state of two coexisting phases
is extremely important to both industrial and academic researchers. From an
industrial standpoint, understanding and control of the morphology of the phase-
separated system can provide a mechanism to create new materials with novel
properties. From an academic point of view, the self-assembling process of the
phase separation and resultant morphologies provide insight into nonequilibrium
thermodynamics. Of particular interest, a more complete understanding of the ki-
netics of spinodal decomposition as a phase separation process has been an area
of intense study (47–51).

It is known from thermodynamics that in the region of the phase diagram
below the spinodal line (dotted line in Figure 7) that a one-phase system is abso-
lutely unstable and the system will phase separate spontaneously via the spin-
odal decomposition mechanism (SD). Moreover, the time evolution of the change
in concentration is well described in the early stages of SD by the theory first pre-
sented by Cahn for small molecules (52,53). This theory predicts that there exists
a dominant length scale for the phase separation process that does not change
with time in this early stage and that the amplitude of the concentration fluctu-
ations [	φ (r,t)] that occur on this length scale grows exponentially with time.
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Unfortunately, these predictions were difficult to observe in small molecular mix-
tures, as the time scale of the early stage is too brief (ie <1 s) for experimental
measurements. However, because polymers are larger and slower, the time scale
over which this early stage lasts is minutes, providing sufficient time to moni-
tor the time dependence of the growth of the concentration fluctuations to test
this theory. Moreover, small-angle neutron scattering is an ideal tool to monitor
these changes, as the scattering intensity [I(q)] of the mixture provides direct in-
formation on the distribution of the scattering particles, and thus can be used to
observe the variation of the spatial distribution of the concentration fluctuations
as a function of time.

Time-resolved small-angle neutron scattering has, thus, been used to de-
termine the coarsening kinetics of spinodal decomposition in polymer blends.
Blends systems that have been investigated include mixtures of hydrogenated
and deuterated polybutadiene as well as deuterated polystyrene and poly(vinyl
methyl ether) (49–51) where the deuteration of one component in the blend
provides the necessary contrast to complete the experiments. In these experi-
ments, the researchers create a polymer blend that is initially in the one phase-
region (∗ in Fig. 7). This mixture is then quickly brought to a temperature in the
phase-separated regime, below the spinodal decomposition line (◦ in Fig. 7), and
subsequently the scattering intensity [I(q)] for the system as a function of time is
measured. The resultant scattering patterns can then be fit to the Fourier trans-
form of the theoretically predicted concentration fluctuation distribution (47),
which provides a direct mechanism to test the theories of the kinetics of spin-
odal decomposition.

These results confirm that 	φ (r,t) grows exponentially with time while the
characteristic length scale r remains constant in the early stage (54). Further ex-
periments have documented that at later times, in the intermediate stage of SD,
the phase-separated morphology coarsens with time, resulting in a nonexponen-
tial growth of 	φ (r,t) and an increase in r with time. At even later times, in the
late stage of the SD process, the interface between the separate domains narrows
and 	φ (r,t) reaches an equilibrium value, which is defined by the specifics of
the phase diagram. These domains can coarsen further (though more slowly than
earlier stages) and thus, the length scale of the domains, r, continues to grow
slowly.

Thus, the ability of small-angle neutron scattering to tune the contrast of
the phase separating blends combined with its ability to examine the correct
length scales of this phase separation process make SANS an ideal technique
to determine the kinetics of the concentration fluctuation growth during spinodal
decomposition. Moreover, the results show that the linearized Cahn–Hilliard–
Cook theory of SD (52,53,55) accurately describes the early stage of spinodal de-
composition, and that the intermediate and late stage kinetics obey universal
kinetics.

The Crossover from Mean-Field to Ising Behavior in Critical Polymer
Blends. Polymer systems have long been known to follow mean-field behavior
at most temperatures, as long-range fluctuations are readily damped because of
their slow relaxation processes and intimate mixing of chains (56,57). However, it
is expected from critical theory that as a mean field system approaches a critical
point, fluctuations will become more prevalent and impact the structure of the
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system. The increased importance of the fluctuations results in a polymer mix-
ture transitioning to behave as a non-mean-field (Ising) system (58). The point
where this transition occurs is known as the Ginzburg criterion (59). This transi-
tion from mean-field to non-mean-field behavior can be determined by monitoring
the temperature dependence of concentration fluctuation size (ξ ), where it is ex-
pected that ξ ∼ (T – Tc)− ν and ν = 0.5 for a system that obeys mean-field behavior
and ν = 0.63 for an Ising type system.

As neutron scattering measures the fluctuation in the scattering length
density of a system, it is an ideal tool to monitor the presence and growth of
concentration fluctuations in a polymer/polymer mixture. In fact, the inverse
of the zero-angle scattering, I − 1(q=0), is proportional to the second derivative
of the free energy of the mixture with respect to the blend concentration, which is
the osmotic compressibility of a mixture. Theories of cooperative phenomena
show that I − 1(q=0) ∼ (T – Tc)− 2ν (60) and thus the determination of I − 1(q) ex-
trapolated to q=0 for a polymer blend at a series of temperatures near Tc will
provide a method to verify the existence of this crossover and its influence on the
mixing behavior of two polymers (61,62).

To test this prediction of the crossover from mean-field to Ising-type behav-
ior, very precise small-angle neutron scattering measurements were completed
on blends of deuterated polystyrene (d-PS) and poly(vinyl methyl ether) (PVME)
at the critical concentration for a series of temperatures as the one-phase mix-
ture approaches the temperature of phase separation (ie, the critical point Tc in
Fig. 7) (61). The data were analyzed by fitting the measured I (q) to the random
phase approximation to estimate I(q=0) for each temperature, where the temper-
ature is controlled to ±0.01 K.

Far away from the critical temperature, Schwahn and co-workers found that
the inverse of the scattering intensity at zero angle, I − 1(q=0), scales with (Tc –
T) where T is the temperature at which the scattering is measured, as would be
expected from a mean-field system. However, as the temperature approached the
critical temperature, I − 1 (q=0) diverges from a linear relationship with (Tc-T)
within 3 K of Tc. Moreover, in this narrow region near the critical point, I − 1(0)
scales as (Tc-T)1.26 as one would expect from a system that obeys Ising-type be-
havior. This transition is shown in Figure 8, taken from Reference 61.

This result emphasizes that mean-field theory is a very accurate model to
describe the behavior of polymer systems for most of the phase diagram, except in
a narrow window near the critical temperature and concentration. This implies
that concentration fluctuations do not significantly influence the phase behav-
ior of polymers, whereas for small molecule mixtures, it is known that composi-
tion fluctuations can influence the system throughout the phase diagram of the
mixture and neutron scattering is an instrumental technique in defining these
differences.

Flow-Induced Structure in Polymers

In order to create a useful polymeric product, the material will have to undergo
some level of processing where a shear flow is applied to a polymer melt or solu-
tion to create the desired shape. However, it is well known that the application
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Fig. 8. The inverse of the zero-angle scattering of a polymer blend (d-PS/PVME) as it
approaches the phase separation temperature. Note the deviation from mean-field behav-
ior just below 140 ◦C. Reprinted with permission from Ref. 61. Copyright (1987) by the
American Physical Society.

of a shear field onto a polymer melt or solution can modify its structure (63). One
interesting phenomenon that has been observed is the enhancement of concen-
tration fluctuations by the application of a shear field. In other words, a polymer
solution that is miscible at rest appears to phase separate when it is sheared. This
phenomenon has been well studied, but is not completely understood (64–67).

As neutron scattering provides information on the spatial distribution of
concentration fluctuations by virtue of its ability to provide direct evidence of the
spatial distribution of the scattering particles, it is an ideal technique to examine
the changes that occur during this phenomenon on length scales ranging from the
monomeric level to that of many chains. Moreover, if combined with light scatter-
ing, which provides information on larger length scales than that of neutrons, an
understanding of the development and deformation of the concentration fluctua-
tions as a function of parameters such as shear rate and temperature over length
scales ranging from submolecular to micrometers can be found. There exist a
number of articles describing the monitoring of the structures that are induced
in polymer blends, phase-separated block copolymer, liquid crystalline polymer
solutions and melts, and polymer solutions by an applied shear field; but to ex-
emplify the utility of this technique, the work of Hashimoto and Lindner on the
impact of temperature and shear rate on the enhancement and deformation of
concentration fluctuations in polystyrene/dioctyl phthalate solutions (PS/DOP)
using neutron- and light-scattering experiments will be discussed (68).

In this work, the investigators measured the scattering patterns of PS/DOP
while they were being sheared. This requires that a sample holder be designed
whereby the material can be constantly sheared during the time that the scat-
tering pattern is collected. A geometry that has provided significant success at
collecting the scattering of polymer systems in situ, during shear flow, is a couette
cell as shown in Figure 9. In this cell, an outer cup is made out of a material that
is relatively transparent to neutrons, such as quartz. This cup then contains a
stator that fits symmetrically into the cup, but leaves a thin annulus between the
cup and the stator into which the polymer melt or solution can be filled (11). It is
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Fig. 9. (a) Diagrammatic representation of a couette shear cell. (b) The resultant geome-
try of the shear field, where the x-axis is the flow direction, the y-axis is the shear gradient
and the z-axis is the vorticity direction. Note that the incident radiation is also along the
y-axis, and the measured scattering intensity is in the flow–vorticity plane.

important that the stator also be manufactured from a material that allows large
transmission of neutrons. Stators have been successfully made from quartz and
oxygen free copper, where the copper provides better heat transport and higher
use temperatures, and thus provides the ability to measure shear effects on bulk
polymer materials as well as solutions.

The SALS and SANS data were combined to provide information on the
structure of the concentration fluctuations on length scales ranging from tens of
angstroms to 10 microns. The authors were able to fit the data to model the scat-
tering from the structure of the thermal concentration fluctuations as well as the
contributions from the demixed phases. The scattering pattern was, thus, fit to
the sum of an Ornstein–Zernike function (to model thermal fluctuations) and a
modified squared Lorentzian function (to model the demixed phases). From these
fits, the authors were able to provide quantitative information regarding the size
and shape of the demixing domains as a function of temperature, shear rate, and
polymer molecular weight. Moreover, the results provide a data set that can be
used to test current and pioneering theoretical models of this phenomenon and
find that earlier theoretical treatments do not agree well with this broad set of re-
sults. The results, however, do appear to agree with more recent theoretical mod-
els and thus provide critical insight into the physics of this unique phenomenon.

Thus, the combination of neutron scattering and light scattering is a valu-
able tool set that allows these researchers to monitor the structures that exist in
the phase-separating mixture on a broad range of length scales. It is only with the
information of the structure of this polymer solution over these length scales that
allows the researchers to critically evaluate theoretical models of shear-induced
phase separation in polymer mixtures.



Vol. 9 NEUTRON SCATTERING 65

Structure of Proteins by Contrast Variation

The mechanism by which biological enzymes become active, bind with substrates,
and affect a catalytic reaction is of broad interest. Specific details on how the en-
zymes coordinate and interact with regulators are of particular importance in
understanding enzymatic activity. For instance, calmodulin is a receptor for cal-
cium that is responsible for binding of Ca2+ in calcium-dependent regulation of
cellular processes via interactions with enzymes (69). A model system for this
regulation of enzymatic activity is the calcium/calmodulin activation of myosin
light chain kinase (MLCK) (70,71). MLCK contains a catalytic cleft that is nor-
mally inhibited by a regulatory sequence within the MLCK. The binding of the
Ca2+/calmodulin (CaM) to the MLCK activates the catalytic cleft, and enables
target enzyme recognition and substrate binding. However, the specific structural
mechanism by which the CaM complex activates the catalytic cleft was not ver-
ified until Trewhella and co-workers utilized small-angle neutron scattering ex-
periments with contrast variation to elucidate the change in structure of the CaM
complex and MLCK upon binding that results in the activation of the catalytic
cleft. (72,73)

In these experiments (73), the authors determined the scattering patterns
for CaM–MLCK (in which the CaM is deuterated) complexes in H2O/D2O mix-
tures that were 0, 20, 75, 82, and 85% D2O. This range of mixtures provided the
needed information to extract the individual shape functions of the MLCK and
CaM structures at various stages of the binding process. This is accomplished
by analyzing the measured scattering function I (q, 	bc, 	bK) with the following
equation

I (q,	bc,	bK) = 	b2
c Ic (q) + 	bc 	bK ICK (q) + 	b2

K IK (q) (7)

where subscripts c and K denote deuterated CaM and MLCK, respectively, 	bi is
the contrast between the scattering length density of component i and solvent (bi
– bs) and Ic (q), IK (q), and ICK(q) denote the contribution to the total scattering
from the structure of the CaM, the structure of the MLCK, and the correlation
between the structures of CaM and MLCK, respectively. Note that by completing
the experiments for a series of D2O/H2O mixtures, a series of equations that fit
equation 7 are created, and the scattering from each individual structure [Ic (q)
and IK (q)] can be extracted and analyzed.

The authors do precisely that: they fit the resulting individual form factors
to those of two ellipsoids that provide information on the size, shape, and rela-
tive dispositions of the CaM and MLCK. This information provides a very precise
picture of how the two molecular components come together, interact, and ac-
tivate the catalytic cleft of the MLCK, which is illustrated in Figure 10 (from
Reference 73). The scattering results indicate that a regulatory sequence within
the MLCK keeps its catalytic cleft open. The binding of Ca2+ to CaM opens hy-
drophobic clefts in the CaM. Upon binding of the CaM with MLCK, the hydropho-
bic clefts on the CaM interact with hydrophobic residues of the MLCK sequence,
which induces movement of the MLCK regulatory sequence away from its cat-
alytic cleft, relieving the MLCK auto-inhibition and providing an activated struc-
ture that can now bind with substrates and thus enable enzymatic activity.
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Fig. 10. Diagram that depicts the interaction of CaM to MLCK that results in the activa-
tion of the catalytic cleft of MLCK to enzymatic activity. Reprinted with permission from
Ref. 73. Copyright (1998) American Chemical Society.

This example further demonstrates the power of neutron scattering to ex-
tract structural information of individual components in a complex system by use
of the contrast variation method. Contrast variation provides an additional sam-
ple preparation technique that allows the extraction of the scattering of a single
component in a multicomponent mixture and broadens the utility of neutron scat-
tering into fields such as the study of biological complexes and the structure of
diblock copolymers (74).
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NOMENCLATURE OF POLYMERS

Nomenclature, as used in this article, refers to the naming of polymeric ma-
terials. The nomenclature of scientific communication is emphasized, although
there is generally little reason for differences between scientific and other, eg,
commercial, usages.

Overview

Since the publication of the first edition of this encyclopedia, the International
Union of Pure and Applied Chemistry (IUPAC) established the Commission on
Macromolecular Nomenclature, which was, for the duration of its existence, the
leading nomenclature body in the field of polymers. Between its inception in 1968
and the end of 2001, when the IUPAC underwent a major reorganization to a
project-driven organization, the Commission promulgated a series of definitions
and recommendations that established polymer nomenclature on a much more
systematic basis than had previously been the case. The Commission developed
a set of definitions for many of the basic terms dealing with polymer molecules,
assemblies of polymer molecules, polymer solutions, polymer crystals, polymer
melts and solids, polymerization reactions, etc. It also extended existing nomen-
clature to more complicated cases, such as double-strand (ladder and spiro) poly-
mers. Completion of this work was accomplished by the early 1990s. Table 1 lists
the Commission publications on polymer nomenclature.

Polymer naming and terminology became largely systematized and, follow-
ing the IUPAC practice in other fields of chemistry, a compendium of polymer
nomenclature recommendations was published in 1991 (32).

For 2002 and subsequent years, the IUPAC Macromolecular Division es-
tablished the Subcommittee on Macromolecular Terminology, which has already
embarked on the projects listed in Table 2.

The IUPAC has prepared an electronic Guide to Macromolecular Terminol-
ogy and Nomenclature (35); Chapter 8 is entitled Macromolecular Nomenclature.

The International Standardization Organization (ISO), primarily through
its Technical Committee TC/61 Plastics, and various national nomenclature bod-
ies (such as that of the American Chemical Society) are also helping to shape the
field.

Chemical Abstracts Service (CAS) is also an authority on polymer nomen-
clature. CAS publishes Chemical Abstracts, which is available both in printed
format and electronically via STN® International, Scientific and Technical Infor-
mation Network. The Chemical Abstracts Registry file provides many examples
of CAS polymer nomenclature principles, which are published as Section 222 of
Appendix IV in every edition of the CA Index Guide (36).

Basic Definitions. No nomenclature document was more fundamental to
polymer science than the one which set forth definitions of basic terms. First
published by the IUPAC Commission in 1974 (5), this document defined 53
terms, including polymer, constitutional unit, monomer, polymerization, regu-
lar polymer, tactic polymer, block polymer, graft polymer, monomeric unit, de-
gree of polymerization, addition polymerization, condensation polymerization,
homopolymer, copolymer, bipolymer, terpolymer, copolymerization, and many
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Table 1. Commission Publications on Polymer Nomenclature

Title Comment Ref.

Report on Nomenclature in the Field of
Macromolecules (1952)

Obsolete 1

Report on Nomenclature Dealing with Steric
Regularity in High Polymers (1962)

Superseded by Ref. 3 2

Report on Nomenclature Dealing with Steric
Regularity in High Polymers (1966)

Superseded by Ref. 10 3

Report of the Committee on Nomenclature of the
International Commission on Macromolecules
(1968)

Obsolete 4

Basic Definitions of Terms Relating to Polymers
(1974)

Superseded by Ref. 22 5

List of Standard Abbreviations (Symbols) for
Synthetic Polymers and Polymer Materials
(1974)

Superseded by Ref. 7 6

Use of Abbreviations for Names of Polymeric
Substances (1986)

7

Nomenclature of Regular Single-Strand Organic
Polymers (1975)

Superseded by Ref. 29 8

Stereochemical Definitions and Notations
Relating to Polymers (1980)

Provisional
Recommendations
1980

9,10

Nomenclature for Regular Single-Strand and
Quasi-Single-Strand Inorganic and
Coordination Polymers (1984)

Provisional
Recommendations
1984

11

Recommendations
1984

12

Note on the Terminology for Molar Masses in
Polymer Science (1984)

13

Source-Based Nomenclature for Copolymers
(1985)

14

Definitions of Terms Relating to Individual
Macromolecules, Their Assemblies, and Dilute
Polymer Solutions (1988)

15

Definitions of Terms Relating to Crystalline
Polymers (1988)

16

A Classification of Linear Single-Strand
Polymers (1988)

17

Nomenclature of Regular Double-Strand (Ladder
and Spiro) Organic Polymers (1993)

18

Structure-Based Nomenclature for Irregular
Single-Strand Organic Polymers (1994)

19

Graphic Representations (Chemical Formulae) of
Macromolecules (1994)

20

Basic Classification and Definitions of
Polymerization Reactions (1994)

21

Glossary of Basic Terms in Polymer Science
(1996)

22

(Continued)
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Table 1. (Continued)

Title Comment Ref.

Definitions of Terms Relating to Degradation,
Aging, and Related Chemical Transformations
of Polymers (1996)

23

Source-Based Nomenclature for Non-Linear
Macromolecules and Macromolecular
Assemblies (1997)

24

Definitions of Terms Relating to the
Non-Ultimate Mechanical Properties of
Polymers (1998)

25

Definitions of Basic Terms Relating to
Low-Molar-Mass and Polymer Liquid Crystals
(2001)

26

Generic Source-Based Nomenclature for
Polymers (2001)

27

Definitions Relating to Stereochemically
Asymmetric Polymerizations (2002)

28

Nomenclature of Regular Single-Strand Organic
Polymers (2002)

29

Definitions of Terms Relating to Reactions of
Polymers and Functional Polymers (2004)

30

Definitions of Terms Related to Polymer Blends,
Composites, and Multiphase Polymeric
Materials (2004)

31

others. Both structure-based and process-based definitions were given. In 1996,
these recommendations were revised, enlarged, and updated (22). The new glos-
sary, which provides a total of 135 terms, deals with three major groups of terms
relating to molecules and molecular structure, substances, and reactions. These
definitions are essential to any systematic polymer nomenclature, and the reader
is strongly encouraged to consult the full document.

The Principle of Source-Based Nomenclature. Traditionally, poly-
mers have been named by attaching the prefix “poly” to the name of the real
or assumed monomer (the “source”) from which it is derived. Thus, polystyrene
is the polymer made from styrene. When the name of the monomer comprises
two or more words, parentheses should be used (7), as in poly(vinyl acetate),
poly(methyl methacrylate), etc. Failure to use parentheses can lead to ambigu-
ity: polychlorostyrene can be the name of either a polychlorinated (monomeric)
styrene or of a polymer derived from chlorostyrene; polyethylene oxide can refer
to either the polymer 1, the polymer 2, or the macrocycle 3.

H O CH2 CH2 OH
n

1

H CH2 CH2 O
n

CH2 CH2 H
n

2

CH2 CH2

O
n

3

These problems are easily overcome with parentheses: names such as
poly(chloro)styrene, poly(chlorostyrene), and poly(ethylene oxide) clearly indicate
the part of the name to which the prefix “poly” refers. The omission of parentheses
is, unfortunately, still common in the literature.
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Table 2. Subcommittee Projects on Polymer Nomenclature and Terminologya

Anticipated
Title completion date

Compendium of Macromolecular Terminology and Nomenclature
(The Purple Book), 2nd ed.

2005

Definitions of terms relating to the structure and processing of
inorganic and polymeric gels and networks, and inorganic
polymeric materials

2006

Glossary of class names of polymers based on their chemical
structure and molecular architecture

2006 or 2007

Kinetics, thermodynamics, and mechanisms of polymerizations 2005 or 2006
Nomenclature for chemically modified polymers 2006 or 2007
Nomenclature for macromolecular rotaxanes 2006 or 2007
Nomenclature for rotaxanes 2006
Source-based nomenclature for organic homopolymers and

copolymers
2007 or 2008

Terminology and nomenclature of macromolecules with cyclic
structures

2006

Terminology and structure-based nomenclature of dendritic and
hyperbranched polymers

2006 or 2007

Terminology of polymers with ionizable groups and polymers
containing ions

2005 or 2006

aAn italicized title indicates a book; the other items listed will be published as recommendations in
Pure and Applied Chemistry.

The principal deficiency of source-based nomenclature is that the chemical
structure of the monomeric unit in a polymer is not identical with that of the
monomer (eg, CHX CH2 versus CHX CH2); thus, a “polymonomer” name is
actually a misnomer. The structure of the constitutional repeating unit may also
not be implied in this scheme; for example, the name polyacrolein does not indi-
cate whether the vinyl or the aldehyde group has polymerized.

n H2C CH CH O

CH2 CH

n
HC O

O CH

n
HC CH2

Vinyl polymerization
(1,2-addition)

Carbonyl polymerization

Depending on the polymerization conditions, different types of polymeriza-
tion can take place with many other monomers. Furthermore, a name such as
poly(vinyl alcohol) refers to a hypothetical source, since this polymer is obtained
by hydrolysis of poly(vinyl acetate).

Despite these serious deficiencies, source-based nomenclature is still firmly
entrenched in the industrial literature and, to a lesser extent, in scientific com-
munication. It originated at a time when polymer science was less developed and
the structure of most polymers was ill-defined. The significant advances made
during the last 50 years on the structure determination of polymers are gradu-
ally shifting the emphasis of polymer nomenclature away from starting materials
and toward the structure of the macromolecules.
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The Principle of Structure-Based Nomenclature. Structure-based
nomenclature is based on a method of naming the sequence of constitutional or
structural units that represent the ideal, and sometimes the actual, repeating
pattern of the structure of a typical macromolecule in a polymer. The name has
no direct relation to the structure of the (co)monomer(s) used to synthesize the
polymer. Details are given below in both the IUPAC Nomenclature and Chemical
Abstracts Nomenclature sections entitled “Structure-Based Nomenclature.”

IUPAC Nomenclature

Source-Based Nomenclature.
Homopolymers. Although source-based names are usually simpler and

less rigorous than structure-based names, historically the Commission has not
systematically recommended source-based names for homopolymers because it
considered that the more rigorous structure-based names were more appropri-
ate for scientific communications (27). This rationale was based upon two specific
points:

(1) A homopolymer that can be represented by a source-based name can usu-
ally be given a completely unambiguous structure-based representation,
and such a representation should therefore be ideally accompanied by a
structure-based name. A source-based name was therefore deemed redun-
dant.

(2) There are cases in which the simplicity of source-based nomenclature
leads to ambiguous names for homopolymers. Two examples illustrate this
point:

i. A source-based name such as poly(buta-1,3-diene) or polybutadiene does
not indicate whether the structure is 1,2-, 1,4-cis-, or 1,4-trans-.

ii. The polyacrolein example cited above.

Despite the Commission’s long-standing position, the scientific commu-
nity has continued to use source-based nomenclature for homopolymers such as
polystyrene and poly(vinyl acetate) because of their simplicity, convenience, and
obvious relationship with the monomers from which the homopolymers were pre-
pared. The Commission therefore decided to recommend source-based nomencla-
ture as an alternative official nomenclature for homopolymers in a 2001 publi-
cation (27). Consequently, both source-based and structure-based names are now
available for most polymers. The names of monomers in the source-based names
may be trivial or semisystematic, if well established by usage, not necessarily
only those retained in the 1993 A Guide to IUPAC Nomenclature of Organic Com-
pounds (33).

The broad principle is to write the source-based name of a homopolymer
by combining the prefix “poly” with the name of the monomer. When the latter
consists of more than one word, or any ambiguity is anticipated, the name of the
monomer is parenthesized.

The same publication (27) recommended generic source-based nomencla-
ture, which comprises the optional addition of a polymer class name to the



74 NOMENCLATURE OF POLYMERS Vol. 9

source-based name of the polymer. The addition is recommended only to avoid
ambiguity or to add clarification.

Example. The source-based name poly(vinyloxirane) is ambiguous; ambigu-
ity about the structure is removed by writing either polyalkylene:vinyloxirane to

accompany the structure-based representation
n

CH CH2

O or polyether:vinyloxirane

to accompany the structure-based representation
O CH CH2

CH2CH
n

.
Copolymers. Copolymers are polymers that are derived from more than

one species of monomer (22). Similarly to homopolymers, source-based nomencla-
ture has been applied to copolymers (14). The principal problem in this scheme
is to define the kind of arrangement in which various types of monomeric units
are related to each other. Seven types of separate arrangements have been de-
fined, which are shown in Table 3, where A, B, and C represent the names of
monomers. The monomer names are linked through an italicized qualifier used
as either a connective (infix), such as “-co-,” to form the name of the copolymer, as
in poly(styrene-co-acrylonitrile), or a prefix, such as “co.” The order of citation of
the monomers is arbitrary.

An equally acceptable alternative scheme, shown in the last column of
Table 3, utilizes the prefix “copoly” followed by citation of the names of the
monomers used, separated from each other by a solidus (oblique stroke). Paren-
theses are also needed. For example, copoly(styrene/butadiene) denotes an un-
specified copolymer of styrene and butadiene. The other connectives in Table 3
are placed before such names to provide additional structural information, as
in ran-copoly(ethylene/vinyl acetate) or alt-copoly(styrene/maleic anhydride). It
is unnecessary to use parentheses to enclose names of monomers comprising
more than one word, eg, vinyl acetate, maleic anhydride, methyl acrylate, etc;
the names of the polymers, as written here, are unambiguous.

The names of copolymers, derived either from the main scheme or the alter-
native, can be further modified to indicate various structural features. For exam-
ple, the chemical nature of end groups can be specified as α-X-ω-Y-poly(A-alt-B),
as in α-butyl-ω-carboxy-block-copoly(styrene/butadiene).

Subscripts placed immediately after the formula of the monomeric unit or
the block designate the degree of polymerization or repetition. On the other hand,
mass and mole fractions and relative molecular masses, which in most cases are
average quantities, are expressed by placing corresponding figures after the com-
plete name of the copolymer. The order of citation is as for the monomeric species
in the name. Unknown quantities are designated by a, b, etc. Table 4 gives some
examples.

The complete document (14) should be consulted for names of more complex
copolymers, eg, those having a multiplicity of grafts or having chains radiating
from a central atom.

The utility of generic source-based nomenclature (27) can also be illustrated
for source-based names of copolymers. As for homopolymers, the addition of a
polymer class name is recommended only to avoid ambiguity or to add clarifica-
tion.

Example. The source-based name poly[(benzene-1,2:4,5-tetracarboxylic
dianhydride)-alt-4,4′-oxydianiline] is ambiguous; ambiguity about the
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Table 4. Examples of the IUPAC Nomenclature Formats for Copolymers

Description Nomenclature formats

A block copolymer containing 75 mass% of
polybutadiene and 25 mass% of
polystyrene

Polybutadiene-block-polystyrene
(0.75:0.25 w) or block-
copoly(butadiene/styrene) (75:25
mass %)

A graft copolymer, comprising a
polyisoprene backbone grafted with
isoprene and acrylonitrile units in an
unspecified arrangement that contains
85 mol % of isoprene units and 15 mol%
of acrylonitrile units

Polyisoprene-graft-poly(isoprene-co-
acrylonitrile) (0.85:0.15 x) or
graft-copoly[isoprene/(isoprene;
acrylonitrile)] (85:15 mol%)

A graft copolymer comprising 75 mass% of
polybutadiene with a relative molecular
mass of 90,000 as the backbone, and 25
mass% of polystyrene in grafted chains
with a relative molecular mass of 30,000

Polybutadiene-graft-polystyrene
(75:25 mass%; 90 000:30 000 Mr)

A graft copolymer in which the
polybutadiene backbone has a degree of
polymerization (DP) of 1,700 and the
polystyrene grafts have an unknown DP

graft-copoly(butadiene/styrene)
(1700:a DP)

structure is removed by writing poly(amide-acid):[(benzene-1,2:4,5-
tetracarboxylic dianhydride)-alt-4,4′-oxydianiline] to accompany the structure-
based representation

O
C

N
H

C

O

OH

O

C

N
H

C

OH

O

n
or

O
C

N
H

C

O

OH

O

C

C

O

OH

H
N

O

n

O

and polyimide:[(benzene-1,2:4,5-tetracarboxylic dianhydride)-alt-4,4′-
oxydianiline] to accompany the structure-based representation.

N N O

O

O

O

O
n

In 1997, the principles of source-based nomenclature for regular copoly-
mers were extended to nonlinear macromolecules and macromolecular assem-
blies (24), which are classified according to the following terms: cyclic, branched
(long- and short-branched), micronetwork, network, blend, semiinterpenetrating
polymer network, interpenetrating polymer network, and polymer–polymer com-
plex. The range of italicized qualifiers, listed as connectives in Table 3 for regular
copolymers, was extended by addition of new qualifiers such as “blend,” “comb,”
“star,” or “net.” Table 5 lists the new qualifiers, together with examples of their
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use. Quantitative characteristics of a macromolecule or an assembly of macro-
molecules, such as mass and mole fractions or percentages as well as the degrees
of polymerization and molar masses, may be expressed by placing corresponding
figures after the complete name. The complete document (24) should be consulted
for details and more examples.

Structure-Based Nomenclature.
Regular Single-Strand Organic Polymers. For organic polymers that are

regular (ie, have only one species of constitutional repeating unit in a single se-
quential arrangement) and comprise only single strands, the IUPAC has promul-
gated a structure-based system of naming polymers (29). Originally devised by
the Nomenclature Committee of the American Chemical Society Polymer Division
(36), the system consists of naming a polymer as “poly(constitutional repeating
unit),” wherein the repeating unit is named as a bivalent organic group accord-
ing to the usual nomenclature rules for organic chemistry. It is important to note
that, in structure-based nomenclature, the name of the constitutional repeating
unit has no direct relationship to the source from which the unit was prepared.
The name is simply that of the identifiable constitutional repeating unit in the
polymer, and locants for unsaturation, substituents, etc are dictated by the struc-
ture of the unit.

The steps involved in naming the constitutional repeating unit (CRU) are (1)
identification of the unit (taking into account the kinds of atoms in the main chain
and the location of substituents), (2) orientation of the unit; and (3) naming of the
unit. The CRUs are named systematically according to the IUPAC-recommended
nomenclature of organic compounds (33). Examples of names for some common
polymers are given in Table 6. Note that, in this system, parentheses, brackets,
braces, or a combination of these, are always used to enclose the CRU. For or-
ganic names, the IUPAC uses parentheses for the innermost set, then brackets,
then braces, thus: {[(. . .)]}. If further nesting is required, this cycle is repeated:
({[(. . .)]}), [({[(. . .)]})], {[({[(. . .)]})]}, etc.

Structure-based nomenclature can be utilized to name polymers of great
complexity, provided only that they be regular and single stranded. Among these
are polymers the constitutional repeating units of which consist, themselves, of a
series of smaller subunits, polymers with hetero atoms or heterocyclic ring sys-
tems in the main chain, and polymers with substituents on acyclic or cyclic sub-
units of constitutional repeating units. It should be noted that structure-based
nomenclature is also applicable to copolymers having a regular structure, re-
gardless of the starting materials used, eg, poly(oxyethyleneoxyterephthaloyl) for
poly(ethylene terephthalate) (14).

The basic principles of structure-based nomenclature have been extended
beyond regular, single-strand organic polymers (29) to single-strand and quasi-
single-strand inorganic and coordination polymers (12), double-strand (ladder
and spiro) polymers (18), irregular single-strand organic polymers (19), and other
complex systems. Work in this field is continuing.

Structure-based nomenclature has gained wide acceptance in the scientific
literature, eg, in Chemical Abstracts, because it overcomes many of the deficien-
cies of source-based nomenclature.

Inorganic and Coordination Polymers. The nomenclature of regular
single-strand inorganic and coordination polymers (12) is governed by the same
fundamental principles as those for single-strand organic polymers. The name
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Table 6. Examples of Structure-Based and Source-Based Names for some Common
Polymersa

Source-based or
Structure Structure-based name trivial name

CH2 CH2 n

Poly(methylene) Polyethylene

CH CH2 n
CH3

Poly(1-methylethylene) Polypropene;
polypropylene

n
C(CH3)2 CH2

Poly(1,1-dimethylethylene) Polyisobutylene

C CH CH2 n

CH3

CH2
Poly(1-methylbut-1-ene-

1,4-diyl)
Polyisoprene

n
CH CH2

Poly(1-phenylethylene) Polystyrene

n
CH CH2

Cl

Poly(1-chloroethylene) Poly(vinyl chloride)

n
CH CH2

CN

Poly(1-cyanoethylene) Polyacrylonitrile

n
CH CH2

OCOCH3

Poly(1-acetoxyethylene) Poly(vinyl acetate)

n
CF2 CH2

Poly(1,1-difluoroethylene) Poly(vinylidene
fluoride)

n
CF2 CF2

Poly(difluoromethylene) Polytetrafluoro-
ethylene

O O

CH2

CH2CH2CH3

n

Poly[(2-propyl-1,3-dioxane-
4,6-diyl)methylene]

Poly(vinyl butyral)

n
C(CH3)

COOCH3

CH2
Poly[1-(methoxycarbonyl)-

1-methylethylene]
Poly(methyl

methacrylate)

n
O CH2 CH2

Poly(oxyethylene) Poly(ethylene
oxide)

n
O

Poly(oxy-1,4-phenylene) Poly(phenylene
oxide)

O CH2 CH2 O C

O
n

C

O

Poly(oxyethyleneoxytere-
phthaloyl)

Poly(ethylene
terephthalate)

(Continued)
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Table 6. (Continued)

Source-based or
Structure Structure-based name trivial name

n

NH C

O

(CH2)4 C

O

NH (CH2)6
Poly(iminoadipoyl-

iminohexane-1,6-diyl)
Poly[hexamethyl-

enediamine-alt-
(adipic acid)] or
poly(hexamethyl-
ene adipamide)

n
CH CH

C

CH

C

CH2

C6H5
O OO

Poly[(2,5-
dioxotetrahydrofuran-
3,4-diyl)-(1-
phenylethylene)]

Poly(maleic
anhydride-alt-
styrene)

aRef. 29.

Table 7. Examples of Inorganic and Coordination Polymersa

Name Structure

catena-Poly[dimethyltin]

n

Sn

CH3

CH3

catena-Poly[titanium-tri-µ-chloro]

n

Ti Cl
Cl

Cl

catena-Poly[nitrogen-µ-thio]
n

N S

catena-Poly[silver-µ-(cyano-N:C)]
n

Ag NC

catena-Poly[(diphenylsilicon)-µ-oxo]

n

Si

C6H5

C6H5

O

α-Ammine-ω-(amminedichlorozinc)-catena-
poly[(amminechlorozinc)-µ-chloro]

n

H3N Zn

NH3

Cl

Cl Zn

NH3

Cl

Cl

aIf named according to the rules for linear organic polymers (29), the polymers on lines 1 and 5 would
be oriented and named poly(dimethylstannanediyl) and poly[oxy(diphenylsilanediyl)], respectively.

of such a polymer is that of the smallest constitutional repeating unit prefixed
by the terms “poly,” “catena” (for linear chains) or other structural indicator, and
designations for end groups. The structural units are named by the nomenclature
rules for inorganic and coordination chemistry. Table 7 lists some examples.

Stereochemical Definitions and Notations. Structure-based nomencla-
ture of regular polymers (10) can denote stereochemical features if the repeat-
ing unit used is the configurational base unit, ie, a constitutional repeating unit
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having one or more sites of defined stereoisomerism in the main chain of a poly-
mer molecule (22). Structure-based names are then derived in the usual fashion.
The various stereochemical features that are possible in a polymer must be de-
fined.

The pioneering work of Natta and co-workers introduced the concept of tac-
ticity, ie, the orderliness of the succession of configurational repeating units in the
main chain of a polymer. For example, in polypropene (polypropylene), possible
steric arrangements are (shown in Fischer projections displayed horizontally):

C CH2

CH3

H

n

C CH2 C

H

CH3

n

H

CH3

CH2

Isotactic Syndiotactic Atactic

C CH2 C

H

CH3 CH3

H

CH2 C CH2 C

H CH3

CH3 H

CH2

n

An isotactic polymer has only one species of configurational base unit in a
single sequential arrangement, and a syndiotactic polymer shows an alternation
of configurational base units that are enantiomeric, whereas in an atactic poly-
mer the molecules have equal numbers of the possible configurational base units
in a random sequence distribution. This can be generalized as follows:

H R

HH

H R

H HH HH H H H

R R RH H H R

H

H

H

H R

HH

R H

H HH HH H H H

R H RH R H H

H

R

H

Isotactic:

Syndiotactic:

H R

HH

H R

H HH HH H H H

H R HR H R H

H

R

H

Atactic:
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Further examples of tactic polymers are

O
O

CH3H

HH H

H

H3C

H

O C CH2

CH3

H n

Isotactic poly[oxy(1-methylethylene)]

Isotactic poly(methylmethylene)

C

CH3

H n

Syndiotactic poly(methylmethylene)

C C

CH3

H nCH3

H

HH3C H

CH3

H3C

HCH3H

HH3C H

H

H3C

H3CHH3C

The published IUPAC document (10) should be consulted for more informa-
tion.

Regular Double-Strand (Ladder and Spiro) Organic Polymers.
Structure-based and source-based nomenclature rules have been extended to
regular double-strand (ladder and spiro) organic polymers (18). A double-strand
polymer is defined as a polymer, the molecules of which are formed by an uninter-
rupted sequence of rings with adjacent rings having one atom in common (spiro
polymer) or two or more atoms in common (ladder polymer).

The structure-based nomenclature rests upon the selection of a preferred
CRU (22,29) of which the polymer is a multiple; the name of the polymer is the
name of this repeating unit prefixed by “poly.” The unit itself is named wherever
possible according to the established principles of organic nomenclature (33). For
double-strand polymers, this unit usually is a tetravalent group denoting attach-
ment to four atoms. Since some of these attachments may be double bonds, the
unit may be hexavalent or octavalent. Table 8 lists some examples.

As in linear, single-strand polymers, substituents that are clearly part of
the constitutional repeating unit are denoted by means of prefixes affixed to the
name of the subunit to which they are bound.

End groups are specified by prefixes cited in front of the name of the poly-
mer. The ends designated by α and α′ are those attached to the left side of the
constitutional repeating unit as drawn; the end groups attached to the right side
are designated by ω and ω′. End groups are named by the nomenclature rules for
organic compounds (33). The designations and names of the end groups proceed
in a clockwise direction starting from the lower left: α,α′,ω,ω′. Table 9 lists two
examples with substituents (lines 1 and 2) and one with both substituents and
end groups (line 3).

Source-based nomenclature identifies the starting monomer(s) from which
the double-strand polymer is prepared with addition of an appropriate prefix
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Table 8. Examples of Structure-Based Nomenclature for Regular Double-Strand
(Ladder and Spiro) Organic Polymers

Name Structure

Poly(buta-1,3-diene-1,4:3,2-tetrayl)

n

C

C
CH

CH
4

1

3
2

Poly(naphthalene-2,3:6,7-tetrayl-6,7-dimethylene)
CH2

CH2
n

Poly[(7,12-dihydro-7,12-dioxobenzo[a]anthracene-
3,4:9,10-tetrayl)-9,10-dicarbonyl]

C

C C

C

O

O

O

O
1

2
3
4

5
6 7

10

8
9

1112

n

Poly(cyclohexane-1,1:4,4-tetrayl-4,4-dimethylene)

C
CH2

CH2

CH2

CH2

C
CH2

CH2

n

“ladder-” or “spiro-.” Examples are

(1) ladder-poly(1,4-diphenyldiacetylene)
(2) ladder-poly(2,5-dichloro-3,6-dihydroxy-p-benzoquinone)
(3) ladder-poly[(pyromellitic dianhydride)-alt-(1,2,5,6-tetraaminoanthra-

quinone)]
(4) spiro-poly[dispiro[3.1.3.1]decane-2,8-bis(carbonyl chloride)]

The rules are complex, and the published IUPAC document (18) should be
consulted for more information.

Irregular Single-Strand Organic Polymers. Irregular single-strand or-
ganic polymers are single-strand organic polymers that can be described by the
repetition of more than one type of constitutional unit or that comprise con-
stitutional units not all connected identically with respect to directional sense.
A new system (19) names irregular polymers for which the source-based sys-
tem is inadequate, eg, polymers that have undergone partial chemical modifica-
tion, homopolymers having both head-to-tail and head-to-head arrangements of
monomeric units, and polymers derived from a single monomer that can provide
more than one kind of monomeric unit.
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Table 9. Examples of Nomenclature for Regular Double-Strand (Ladder and Spiro)
Organic Polymers with Substituents and End Groups

Name Structure

Poly[(1,4-dimethyl-7-azabicyclo[2.2.1]heptane-2,3:5,6-tetrayl)-
5,6-dicarbonyl]

n

NH

CH3

C

C

CH3

O

O

3
7
2

4
5
6

1

Poly(2,4-dimethyl-1,3,5-trioxa-2,4-disilapentane-1,5:4,2-tetrayl)a

n

Si

CH3

O

Si

CH3

O

O

5 4

3

21

αα′-Dihydro-ω,ω′-dihydroxypoly(2,4-diphenyl-1,3,5-trioxa-2,4-
disilapentane-1,5:4,2-tetrayl)a

Si

O

Si

OH

OHO

OH

H

n

5
3

2

4

1

aThe CRU is named using replacement nomenclature (“a” nomenclature) (18,33).

The new system also provides a structure-based alternative to source-based
nomenclature for copolymers. Irregular polymers, oligomers, or blocks are named
by placing the prefix “poly” before the structure-based names of the constitutional
units; the latter are collectively enclosed in parentheses, with the names of the
component constitutional units separated by solidi (oblique strokes).

Block copolymers are named by using dashes (double-length hyphens) for
the bonding of blocks with each other and with junction units. With graft and star
polymers, the grafts or the arms, respectively, are considered to be substituents
to the main chain, and the structure is named in the same way as a regular or
irregular polymer. Table 10 lists some examples.

The published IUPAC document (19) should be consulted for more informa-
tion.

Chemical Abstracts Nomenclature

Chemical Abstracts Service is the publisher of Chemical Abstracts and corre-
sponding products and services, which are available in the following formats:
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printed, microform, online databases, CD-ROM, World Wide Web. Polymers se-
lected for inclusion in the CAS Chemical Registry System and the CA Chemical
Substance Indexes are indexed in following two ways:

(1) in terms of the component monomer(s) from which they are prepared;
(2) in terms of the structural representation of the polymer formed.

CAS has published its own set of principles governing how each type of poly-
mer is registered and named (36). Specific polymers are named on the basis of the
monomers from which they are formed and/or on the basis of their structure, as
represented by a structural repeating unit (SRU). Since original documents some-
times provide insufficient structural information to allow generation of the SRU
name, the method most frequently used for describing polymeric substances is by
citation of the component monomers. However, a few commercial polymers, in-
cluding poly(ethylene terephthalate) (PET), nylon 66, and nylon 6, each of which
has a large number of index entries, are exceptions; they are indexed only at the
SRU-based systematic polymer name.

CAS chemical nomenclature is in general agreement with the IUPAC recom-
mendations. However, there is one important difference. For any given chemical
substance, the IUPAC nomenclature guidelines always lead to an unambiguous
name, but not necessarily to only one name. In most communications about chem-
ical substances, this approach causes few problems, but where a formal, rigidly
controlled index is needed, such as the CA Chemical Substance Indexes, it is in-
sufficiently rigorous. CA Index names must be unique, unambiguous, completely
reproducible, and written in a way that brings together alphabetically all struc-
turally related substances (36). CAS recognizes that a unique name is required
for indexing purposes and for substance identification, but it is not expected that
the highly structured CA Index names would be used in normal communications
among authors or lecturers, or in industry and in the primary publications.

The more fully systematic IUPAC rules were adapted for the highly or-
dered alphabetical CA indexes. Most common names and special rules for some
classes of substances were discontinued in 1972. Names used in the previous CA
indexes as well as trivial names used in the literature have been retained as
cross-references in the CA Index Guide and in the CAS database, and are avail-
able for polymer searching and retrieval. For each identifiable substance, a rigid
order of precedence of chemical functions and compound classes is followed to de-
termine first the preferred “index heading parent,” and then a single preferred
name.

Systematic names of chemical substances in the indexes are arranged in
inverted format as follows. The index heading parent (usually the basic skele-
ton name with a locant and suffix that denotes the principal function), a comma,
any substituents, and any modification (derivative of the principal function). Ta-
ble 11 lists some common monomers, with both common names and CA Index
names.

Similarly, many commonly named multiplying and substituent groups have
their systematic equivalents in CA Indexes. Table 12 lists some examples.
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Table 11. Examples of Common Monomers with Common Names and CA Index Names

Common name CA Index name

Acrylamide 2-Propenamide
Acrylic acid 2-Propenoic acid
Acrylonitrile 2-Propenenitrile
Adipic acid Hexanedioic acid
p-Aminobenzoic acid Benzoic acid, 4-amino-
Bisphenol A Phenol, 4,4′-(1-methylethylidene)bis-
Butadiene 1,3-Butadiene
Butylene glycol 1,4-Butanediol
ε-Caprolactam 2H-Azepine-2-one, hexahydro-
ε-Caprolactone 2-Oxepanone
Dimethyl terephthalate 1,4-Benzenedicarboxylic acid, dimethyl ester
Ethylene Ethene
Ethylene glycol 1,2-Ethanediol
Ethylene oxide Oxirane
Fumaric acid 2-Butenedioic acid (2E)-a

Glycolic acid Acetic acid, hydroxy-
Hexafluoropropylene 1-Propene, 1,1,2,3,3,3-hexafluoro-
Hexamethylenediamine 1,6-Hexanediamine
Hydroquinone 1,4-Benzenediol
p-Hydroxybenzoic acid Benzoic acid, 4-hydroxy-
Isobutylene 1-Propene, 2-methyl-
Isophthalic acid 1,3-Benzenedicarboxylic acid
Isoprene 1,3-Butadiene, 2-methyl-
Lactic acid Propanoic acid, 2-hydroxy-
Maleic acid 2-Butenedioic acid (2Z)-a

Maleic anhydride 2,5-Furandione
Melamine 1,3,5-Triazine-2,4,6-triamine
Methacrylic acid 2-Propenoic acid, 2-methyl-
Methyl acrylate 2-Propenoic acid, methyl ester
Methyl methacrylate 2-Propenoic acid, 2-methyl-, methyl ester
4,4′-Methylenedianiline Benzenamine, 4,4′-methylenebis-
Methylenedi-p-phenylene diisocyanate Benzene, 1,1′-methylenebis[4-isocyanato-
4,4′-Oxydianiline Benzenamine, 4,4′-oxybis-
m-Phenylenediamine 1,3-Benzenediamine
p-Phenylenediamine 1,4-Benzenediamine
Phthalic anhydride 1,3-Isobenzofurandione
Propylene 1-Propene
Propylene oxide Oxirane, methyl-
Pyromellitic dianhydride 1H,3H-Benzo[1,2-c:4,5-c′]difuran-1,3,5,7-tetrone
Styrene Benzene, ethenyl-
Terephthalic acid 1,4-Benzenedicarboxylic acid
2,4-Toluene diisocyanate Benzene, 2,4-diisocyanato-1-methyl-
Vinyl acetate Acetic acid ethenyl estera

Vinyl alcohol Ethenol
Vinyl chloride Ethene, chloro-
Vinyl fluoride Ethene, fluoro-
Vinylidene chloride Ethene, 1,1-dichloro-
Vinylidene fluoride Ethene, 1,1-difluoro-
aNo typical comma between the parts of the name is present, because of a special formatting rule for
large, subdivided index headings.
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Table 12. Examples of Multiplying and Substituent Groups with Common Names and
CA Equivalents

Common name CA equivalent Common name CA equivalent

Adipoyl 1,6-Dioxo-1,6-hexanediyl Allyl 2-Propenyl
sec-Butyl 1-Methylpropyl tert-Butyl 1,1-Dimethylethyl
Ethylene 1,2-Ethanediyl Hexamethylene 1,6-Hexanediyl
Isobutyl 2-Methylpropyl Isophthaloyl Carbonyl-1,3-

phenylenecarbonyl
Isopropyl 1-Methylethyl p-Phenylene 1,4-Phenylene
Succinyl 1,4-Dioxo-1,4-butanediyl Terephthaloyl Carbonyl-1,4-

phenylenecarbonyl
Vinyl Ethenyl Vinylene 1,2-Ethenediyl

Table 13. Examples of Common Names and Their CA Index Name Equivalents

Common name CA Index name Molecular formula

Poly(p-aminobenzoic acid) Benzoic acid, 4-amino-, homopolymer (C7H7NO2)x

Poly(methyl methacrylate) 2-Propenoic acid, 2-methyl-, methyl
ester, homopolymer

(C5H8O2)x

Polystyrene Benzene, ethenyl-, homopolymer (C8H8)x

Poly(vinylidene fluoride) Ethene, 1,1-difluoro-, homopolymer (C2H2F2)x

Source-Based Nomenclature.
Homopolymers. The CA Index name is written by citation of the name of

the monomer, and the term “homopolymer” is cited in the modification. Table 13
lists some examples.

Copolymers. The CA Index name is written by citation of the name of the
senior comonomer, in inverted format, followed by a comma. The modification
contains the expression “polymer with B, C, D, . . . and Z” where B, C, D, . . ., and Z
are the names of the other comonomers, alphabetized, and in uninverted format,
and also stereochemical and structural terms such as isotactic, syndiotactic, alter-
nating, block, or graft whenever applicable. The senior comonomer is chosen by
a set of principles that include a strict order of precedence of chemical functions
and compound classes (36). The format is A, polymer with B, C, D, . . ., and Z in
which A, B, C, D,. . ., and Z are the comonomers.

Before 2002, for most records, in addition to the CA Index names, systematic
Index names were generated for each comonomer. Thus, for a copolymer contain-
ing n comonomers, a total of (n−1) additional Index names, each beginning with
the name of a different comonomer in the copolymer, were created. This practice
was discontinued in 2002. Examples are

(1) CA Index name: 1-Propene, polymer with ethene
(2) Other CA names: Ethene, polymer with 1-propene
(3) CA Index name: 2-Propenoic acid, 2-methyl-, polymer with ethene, 1-

propene and 2-propenoic acid
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Table 14. Examples of Post-Treated Polymers

Post-treated polymera CA Index name

Acrylic acid-methyl methacrylate
copolymer esterified to an unknown
degree to methyl acrylate

2-Propenoic acid, 2-methyl-, methyl
ester, polymer with 2-propenoic
acid, methyl esterb

Acrylic acid-styrene copolymer esterified to
an unknown degree to methyl acrylate

2-Propenoic acid, polymer with
ethenylbenzene, methyl ester

Ethylene-methacrylic acid copolymer
neutralized to an unknown degree to
sodium methacrylate

2-Propenoic acid, 2-methyl-,
polymer with ethene, sodium
saltc

Isophthalic acid-ethylene glycol copolymer
post-treated to form the diallyl ester

1,3-Benzenedicarboxylic acid,
polymer with 1,2-ethanediol,
di-2-propenyl ester

aThe degree of modification (esterification for lines 1 and 2, neutralization for line 3) is not part of the
chemical record.
bNotice the difference in word order between the CA Index name of this modified copolymer and that
of the unmodified methyl acrylate-methyl methacrylate copolymer, in which the second comonomer
name is written in uninverted format: 2-propenoic acid, 2-methyl-, methyl ester, polymer with methyl
2-propenoate.
cNotice the difference in word order between the CA Index name of this modified copolymer and that
of the unmodified ethylene-sodium methacrylate copolymer: 2-propenoic acid, 2-methyl-, sodium salt,
polymer with ethene.

(4) Other CA names: 1-Propene, polymer with ethene, 2-methyl-2-propenoic
acid and 2-propenoic acid
a. 2-Propenoic acid, polymer with ethene, 2-methyl-2-propenoic acid and

1-propene
b. Ethene, polymer with 2-methyl-2-propenoic acid, 1-propene and 2-

propenoic acid

The CA Index name of a post-treated (modified) polymer is written by ci-
tation of the name of the polymer, inverted as described above; the modification
segment of the name indicates how the polymer was post-treated. Post-treated
polymers fall into two subcategories.

For esters, ethers, and salts of homopolymers and copolymers, this informa-
tion is associated with the CA Index name and is part of a unique CAS Registry
record. Table 14 lists some examples.

For other types of post-treated homopolymers and copolymers, such as those
that have been aminated, chlorinated, hydrolyzed, etc, this type of information is
present in the index entry only when associated with a specific document. CAS
Registry numbers are not assigned to such post-treated polymers except for use in
certain regulatory inventories, such as those mandated by the Toxic Substances
Control Act. Table 15 lists some examples.

Telomers are named as copolymers with the term “telomer with” cited
in the modification under either the monomer (taxogen) or the chain-transfer
agent (telogen), depending on which is the senior component. Table 16 lists some
examples.
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Table 15. Examples of Post-Treated Polymers (Halogenated or Chlorosulfonated to an
Unknown Degree)

Post-treated polymer CA Index entry

Post-brominated polystyrene Benzene, ethenyl-, homopolymer, brominated
Post-chlorosulfonated polyethylene

(chlorosulfonation introduces
both Cl and SO2Cl groups)

Ethene, homopolymer, chlorinated,
chlorosulfonated

Table 16. Examples of Telomers

Molecular formula structure
Telomer CA Index name representation

Vinylpyrrolidone
homopolymer
terminated with
3-mercaptopropionic
acid

Propanoic acid,
3-mercapto-,
telomer with
1-ethenyl-2-
pyrrolidinone

N O

HC
CH2

� HS CH2 CH2 CO2H

(C6H9NO)x�C3H6O2S

Acrylic acid-vinyl
chloride copolymer
terminated with
carbon tetrachloride

2-Propenoic acid,
telomer with
chloroethene
and tetra-
chloromethane

(C3H4O2�C2H3Cl)x�CCl4

CH(H2C CO2H�H2C CH Cl)x�CCl4

There is no provision for structuring and naming end groups in source-based
representations, except for ester-terminated polymers (see Table 14) and mixed
polyalkylene glycols (see below).

Structure-Based Nomenclature. When the regular structure of a poly-
mer is well documented, or can be confidently assumed, in addition to the main
entry with a source-based name, a supplementary entry is made for the SRU and
its accompanying systematic structure-based name.

Assumptions are made for

a. polyamides formed from a diamine and a dibasic acid, ester, or dihalide;
from an amino acid, ester, or halide; from a lactam;

b. polycarbonates formed from a dihydric alcohol or phenol and carbonic acid,
ester, or dihalide;

c. polyesters formed from a dihydric alcohol or phenol and a dibasic acid, anhy-
dride, ester, or dihalide; from a hydroxy acid, ester, or halide; from a lactone;

d. polyurethanes formed from a diisocyanate and a dihydric alcohol or phenol.

The SRU is named by citation of one or more multivalent radicals of regular
substitutive nomenclature. The CAS SRU is equivalent to the IUPAC CRU. CAS
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Table 17. Examples of Structure-Based Representations

Molecular formula structure
Common name CA Index name representation

Poly(ethylene
terephthalate)

Poly(oxy-1,2-
ethanediyloxycarbonyl-
1,4-phenylenecarbonyl)

(C10H8O4)n (See Table 6 for
structure)

Nylon 66 Poly[imino(1,6-dioxo-1,6-
hexanediyl)imino-1,6-
hexanediyl]

(C12H22N2O2)n (See Table 6 for
structure)

Nylon 6 Poly[imino(1-oxo-1,6-
hexanediyl)]

(C6H11NO)n NH C

O

(CH2)5

n

Poly(p-phenylene
oxide)

Poly(oxy-1,4-phenylene)

n

O

(C6H4O)n

Poly(p-phenylene
sulfone)

Poly(sulfonyl-1,4-
phenylene)

n

S

(C6H4O2S)n

O

O

and the IUPAC are in virtually perfect agreement with regard to the guidelines
for identification and orientation of repeating units; the guidelines are given in
the IUPAC section entitled “Structure-Based Nomenclature.”

The CA Index name of a structure-based representation is written by cita-
tion of the name of the SRU, parenthesized and preceded by the prefix “poly.”
Table 17 lists some examples.

Poly(alkylene glycols) and their ethers and esters are indexed as SRUs; end
groups, when known, are added as substituents after the name of the repeating
unit. Table 18 lists some examples.

Because the fragment sequences are unknown, mixed glycols such as
“polyethylene-polypropylene glycol” or “polyethylene-polytetramethylene glycol”
are structured and named as copolymers of the respective monomers:

(1) CA Index name: Oxirane, methyl-, polymer with oxirane
(2) CA Index name: Furan, tetrahydro-, polymer with oxirane

Ethers (end groups) of such mixed polyalkylene glycols are named analo-
gously to the post-treated (modified) polymers:

(1) CA Index name: Oxetane, polymer with methyloxirane, dipropyl ether
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Table 18. Examples of Poly(alkylene glycols)

Molecular formula structure
Common name CA Index namea representation

Polyethylene glycol Poly(oxy-1,2-ethanediyl),
α-hydro-ω-hydroxy-

H O CH2 CH2 OH
n

(C2H4O)nH2O

Polyethylene glycol
monomethyl ether

Poly(oxy-1,2-ethanediyl),
α-methyl-ω-hydroxy-

(C2H4O)nCH4O

H3C O CH2 CH2 OH
n

Polybutylene glycol diacetate Poly(oxy-1,4-butanediyl),
α-acetyl-ω-(acetyloxy)-

(C4H8O)nC4H 6O3

H3C C O

O

CH2 O C

O

CH3
4 n

aEnd group citation order is governed by a set of rules (36), not by alphabetization.

Wiley’s Polymer Handbook (4th ed.) contains a comprehensive chapter on
“Chemical Abstracts Registry Numbers and Online Database Searching for Poly-
mer Literature” (38), which contains examples of CA Index names for over 500
homopolymers and copolymers.

Trade Names and Abbreviations

Because the systematic names of polymers can be cumbersome, trade names
and abbreviations are frequently used as a shortcut in industrial literature
and oral communication. For example, the simple generic name nylon-66, in
which the first number refers to the number of carbon atoms of the diamine
component and the second number to that of the diacid component used
to form the polyamide, appears often in the literature in lieu of systematic
names such as poly(iminoadipoyliminohexane-1,6-diyl) (structure-based name)
or poly[hexamethylenediamine-alt-(adipic acid)] (source-based name). Useful
compilations of trade names for polymers can be found in References (39–46) and
(50–56).

Perhaps the most widely used shortcut is the use of abbreviations for com-
mon industrial polymeric materials. The IUPAC recognizes that there may be
advantages in some cases to the use of abbreviations, but urges that each ab-
breviation be fully defined the first time it appears in the text and that no ab-
breviation be used in titles of publications. Because of the inherent difficulties
in assigning systematic and unique abbreviations to polymeric structures, only a
short list has the IUPAC’s official sanction (7). This list, published in 1987, will
be updated in 2006. ISO published a more extensive list in 2001 (47), and in the
mid-1980s the American Chemical Society’s Polymer Nomenclature Committee
compiled a master-list of all known abbreviations in the polymer field (48). The
Polymer Handbook (49) contains an extensive list. A selection of abbreviations
and acronyms from these sources is reproduced in Table 19.



96 NOMENCLATURE OF POLYMERS Vol. 9

Table 19. List of Abbreviations and Acronyms for Polymers

Abbreviation Polymer

ABSa Poly(acrylonitrile/butadiene/styrene)
AEPDSa Poly[acrylonitrile/(ethylene/propylene/diene)/styrene]

(generic)
AMMAa Poly[acrylonitrile/(methyl methacrylate)]
ASAa Poly(acrylonitrile/styrene/acrylate)
CAa Cellulose acetate
CABa Cellulose acetate butyrate
CAPa Cellulose acetate propionate
CFa Poly(cresol/formaldehyde)
CMCa Carboxymethylcellulose
CNa Cellulose nitrate
CPa Cellulose propionate
CPEb Chlorinated polyethylene
E/Pa Poly(ethylene/propene)
ECa Ethylcellulose
EEAKa Poly(ethylene/ethyl acrylate)
EPa Epoxide resin; epoxy (generic)
EVACa Poly(ethylene/vinyl acetate)
FEPa Poly[perfluoro(ethylene/propene)]; poly(tetrafluoroethylene/

hexafluoropropene)
MFa Melamine/formaldehyde resin
MPa Melamine/phenol resin
PAa Polyamide (generic)
PACb Polyacrylonitrile
PANa,c Polyacrylonitrile
PAPI; PMPPIb Polymethylenepolyphenylene isocyanate
PBAKa Poly(butyl acrylate)
PBa Poly(1-butene)
PBIb Polybenzimidazole (generic)
PBTa Poly(butylene terephthalate)
PCb Polyacrylonitrile
PCa,b,d Polycarbonate
PCFb Poly(chlorotrifluoroethylene)
PCOb Polycarbonate
PCTFEa,c Poly(chlorotrifluoroethylene)
PDAPa Poly(diallyl phthalate)
PDMSb Poly(dimethylsiloxane)
PEa,b,c Polyethylene
PEb Polyester (generic)
PEAb Poly(ethyl acrylate)
PECb Chlorinated polyethylene
PE-Ca Chlorinated polyethylene
PEEKa,b,e Polyetheretherketone
PEGb Poly(ethylene glycol)
PEKKb, f Polyetherketoneketone
PEOb,c Poly(ethylene oxide)
PEOXa,b Poly(ethylene oxide)

(Continued)
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Table 19. (Continued)

Abbreviation Polymer

PEOXa,b Poly(ethylene oxide)
PETa,b Poly(ethylene terephthalate)
PETPb,c Poly(ethylene terephthalate)
PFa Phenol/formaldehyde resin
PFAa,b Perfluoroalkoxy resinsg (generic)
PIBa,b,c Polyisobutene; polyisobutylene
PMMAa,b,c Poly(methyl methacrylate)
PMPa,b Poly(4-methyl-1-pentene)
POMa,b,c Poly(oxymethylene); polyformaldehyde; polyacetal
POPb Poly(oxy-1,4-phenylene); poly(1,4-phenylene oxide)
PPa,b,c Polypropene; polypropylene
PPO® b Poly(oxy-1,4-phenylene); poly(1,4-phenylene oxide)
PPSa,b Poly(sulfanediyl-1,4-phenylene); poly(thio-1,4-phenylene);

poly(1,4-phenylene sulfide)
PSa,b,c Polystyrene
PTFEa,b,c Poly(tetrafluoroethylene)
PTMEGb Poly(tetramethylene ether glycol); poly(tetrahydrofuran)
PUb Polyurethane (generic)
PUAb Polyurea (generic)
PURa,b Polyurethane (generic)
PVAb Poly(vinyl acetate)
PVAb Poly(vinyl alcohol)
PVACa,b,c Poly(vinyl acetate)
PVALa,b,c Poly(vinyl alcohol)
PVBa Poly(vinyl butyral)h

PVCa,b,c Poly(vinyl chloride)
PVDCa,b,c Poly(vinylidene dichloride)
PVDFa,b,c Poly(vinylidene difluoride)
PVFa,b,c Poly(vinyl fluoride)
PVFMa Poly(vinyl formal)i

PVKa Poly(vinylcarbazole); poly(N-vinylcarbazole)
PVMEb Poly(vinyl methyl ether)
PVOHb Poly(vinyl alcohol)
PVPa,b Poly(vinylpyrrolidinone); poly(N-vinylpyrrolidone)
SBa Poly(styrene/butadiene)
SMSa,b Poly(styrene/α-methylstyrene)
SIa Silicone (generic)
SISb Poly(styrene/isoprene/styrene)
UFa Urea/formaldehyde resin
UPa Unsaturated polyester (generic)
VC/Eb Poly[(vinyl chloride)/ethylene]
VCEa Poly[(vinyl chloride)/ethylene]
VC/E/VACb Poly[(vinyl chloride)/ethylene/(vinyl acetate)]
VCEVACa Poly[(vinyl chloride)/ethylene/(vinyl acetate)]
VC/E/MAb Poly[(vinyl chloride)/ethylene/(methyl acrylate)]
VCEMAKa Poly[(vinyl chloride)/ethylene/(methyl acrylate)]
VC/MAb Poly[(vinyl chloride)/(methyl acrylate)]

(Continued)
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Table 19. (Continued)

Abbreviation Polymer

VCMAKa Poly[(vinyl chloride)/(methyl acrylate)]
VC/MMAb Poly[(vinyl chloride)/(methyl methacrylate)]
VCMMAa Poly[(vinyl chloride)/(methyl methacrylate)]
VC/VACb Poly[(vinyl chloride)/(vinyl acetate)]
VCVACa Poly[(vinyl chloride)/(vinyl acetate)]
VCVDCa Poly[(vinyl chloride)/(vinylidene chloride)]
aRef. 47.
bRef. 49.
cRef. 7.
d“PC” usually means poly[oxycarbonyloxy-1,4-phenylene(dimethylmethylene)-1,4-phenylene], but it
can also mean “polycarbonates” in a generic sense.
eStructure-based name poly(oxy-1,4-phenyleneoxy-1,4-phenylenecarbonyl-1,4-phenylene).
f Structure-based name poly(oxy-1,4-phenylenecarbonyl-1,4-phenylenecarbonyl-1,4-phenylene).
gCopolymers of tetrafluoroethylene with perfluorinated alkyl vinyl ethers.
hPredominantly poly(vinyl acetate) hydrolyzed to poly(vinyl alcohol) and then cyclized by reaction
with butanal (butyraldehyde). Depending upon the degree of hydrolysis, some residual monomeric
units of vinyl acetate may be present. See Table 6 for idealized, completely cyclized polymer.
iPredominantly poly(vinyl acetate) hydrolyzed to poly(vinyl alcohol) and then cyclized by reaction
with formaldehyde. Depending upon the degree of hydrolysis, some residual monomeric units of vinyl
acetate may be present.
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NONDESTRUCTIVE TESTING

Introduction

Polymers are macromolecules that contain repetitive, regular or irregular ar-
rangements of organic molecular groups, ie, carbon atoms covalently bonded with
other carbon and/or heteroatoms. Technical polymers usually contain additives,
fillers, and pigments. Polymer–matrix composites (PMC) contain at least a sec-
ond, insoluble phase, frequently in the form of fibers or particles. The structure
and morphology of polymers and PMC can be quite complex; see, eg, AMORPHOUS

POLYMERS, SEMICRYSTALLINE POLYMERS, MORPHOLOGY, ADDITIVES, VISCOELASTICITY,
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PHASE TRANSFORMATION, and Reference 1. Properties of polymers and PMC that
may be relevant for nondestructive testing (NDT) are as follows: (1) (pronounced)
temperature dependence, viscoelastic behavior, and, in some cases, specific tran-
sition temperatures; (2) limited thermal stability, upper limit set by incipient
decomposition or melting; (3) relatively low density; (4) transparency, semitrans-
parency, or opaqueness with respect to the visible part of the electromagnetic
spectrum; (5) electrical insulation and relatively low electrical conductivity for
specially formulated compositions; and (6) possible changes in volume, properties,
and, in some cases, even chemical reactions induced by absorption or diffusion of
media.

The literature on NDT of polymers and PMC comprises the classes shown
in Table 1. References illustrate the available range of literature or a specific
topic. Omission or inclusion of a reference does not imply a rating by the au-
thors. The amount of information available in electronic format only is steadily
increasing, eg, References 2–8, and many journals feature electronic on-line edi-
tions. Electronic database searches are sensitive to spelling, eg, “non-destructive”
yields 27, and “nondestructive” 384, active standards of the American Society for
Testing and Materials International. Most NDT methods apply to various ma-
terial classes. Those documents that explicitly mention polymers or PMC deal
with effects specific to certain materials, eg, the Felicity effect in PMC (9), or with
polymer products used in large quantities (10–14). Standards tend to lag behind
technical developments, as discussed for acoustic emission (15), but similar argu-
ments hold for other NDT methods.

Nondestructive testing (NDT) is the development and application of tech-
nical methods for the detection, location, measurement, and evaluation of
discontinuities, defects and other imperfections, the assessment of integrity, the
assessment of properties and composition, or the measurement of geometrical
characters without impairing the intended use or application of the test object
(31).

Composites are a combination of at least two materials, insoluble in one
another, combined to yield a material with certain properties not possessed by
the constituents (32). In PMC, polymers form a continuous constituent, called
matrix, in which the other phase(s) are embedded (see COMPOSITE MATERIALS).

The distinction between “natural” and “synthetic” polymers or PMC (eg,
natural versus synthetic rubber, plastics versus biopolymers, wood versus
fiber-reinforced composites) is of limited relevance for the application of NDT
methods.

Classes of Nondestructive Test Methods. NDT methods are classi-
fied according to the physical principle or effect that constitutes their base (26),
corresponding to the probe-type or energy source (Table 2, the list of methods is
incomplete). Each NDT method can be characterized by its type of (1) probe or
energy source, (2) interaction with the test object, (3) signal detection, (4) signal
recording, and (5) signal interpretation (26). Other categories for grouping NDT
methods are, eg, (1) “imaging” versus “nonimaging” methods, (2) “volume” versus
“local” method, (3) noncontact versus contacting methods, (4) in situ versus ex
situ or “field” versus “laboratory” testing, (5) real-time versus post-test indication
and (6) “small” or “specific” specimen size versus full-scale testing.
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Table 1. Classes of Literature on NDT of Polymers and PMC

Source type Sample references Remarks

Handbooks (16–26) Some volumes available in 3rd edition, others
in preparation; 3rd edition also available
in electronic format on compact disc with
supplemental information

Monographs (27,28)

Normative codes
and standards

(9–14) Few codes and standards are explicitly on
NDT applied to polymers and PMC, but
most NDT codes and standards are
applicable to polymers and PMC, except
when explicitly stating another class of
materials; up-to-date information can be
obtained on the Web sites of
standards-issuing organizations, eg (2–5)

Guidelines
(without
normative
character)

(29,30) A few guidelines are explicitly on NDT
applied to polymers and PMC, but most
NDT guidelines apply to polymers and
PMC, except when stating explicitly
another class of materials

Journals Electronic journals
Class A (6,7)
Class B (8)

Literature on NDT of polymers and PMC
comprises two classes (see Bibliography for
examples):
A. journals dealing with NDT
B. journals dealing with polymers and

PMC

Conference
proceedings

Class A
Class B

Conferences again comprise two classes:
A. general or topical (on specific

NDT methods and/or applications)
NDT conferences

B. conferences on polymers and PMC

Information on many conferences is available
on the Internet, eg, through links on the
Web sites of national NDT societiesa

Technical
documents

Equipment
descriptions,
technical manuals,
application notes

Provided, eg, by equipment manufacturers or
test agencies

Educational
documents

Lecture notes,
training manuals

Provided, eg, by lecturers, national NDT
societies, NDT training and certification
agencies

aWeb sites of most national NDT societies can be found at www.icndt.org/directory.htm (however, some
listings may not be up-to-date).
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Table 2. Classes of NDT Methods

Class Methods (examples) Remarks

Mechanical E-modulus measurement
Vibration analysis
Modal analysis
Scanning probe microscopy

Mostly indirect indications of
defects

Optical Visual inspection
Optical microscopy
Brillouin scattering
Photoelasticity
Projection moiré
Shearography
Optical holography

Using visible part of
electromagnetic spectrum
(wavelength roughly
between 400 and 700 nm)

Penetrating radiation X-ray radiography
X-ray tomography
γ -ray radiography
Neutron radiography
Neutron scattering
Electron microscopy

Electromagnetic (wavelengths
below about 1 nm) and
particle radiation

Electromagnetic Dielectric spectroscopy
Resistance measurement
Eddy-current testing

X-ray and γ -ray classified
among penetrating
radiation

Sonic/ultrasonic Tap testing
Acoustic emission
Acousto-ultrasonics
Ultrasonics
Acoustic microscopy

Thermal/infrared Thermography Infrared spectrometry is
classified among chemical/
analytical

Chemical/analytical Infrared spectrometry
Raman spectrometry
Ultraviolet spectrometry
X-ray spectrometry
Magnetic resonance imaging

Mechanical Test Methods

Determination of mechanical properties is one, although indirect, way of find-
ing indications of defects (see MECHANICAL PERFORMANCE OF PLASTICS). The
elastic modulus of polymers and PMC depends, among others, on porosity or
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microcrack content. Quantitative evaluation requires comparison with specimens
with known content from destructive analysis or others (33). Qualitative, relative
comparison is feasible, but still requires careful conditioning, since mechanical
properties depend on humidity content and temperature. The tensile elastic mod-
ulus of samples from one batch typically yields standard deviations of 3–5% for
carbon fiber-reinforced polymers (CFRP) and of 5–7% for glass fiber-reinforced
polymers (GFRP). Values around 2% have been obtained for high quality CFRP
laminates.

Dynamic Mechanical Analysis (qv) (DMA) or dynamic thermal mechanical
analysis (DTMA) indicate damage in polymers or PMC (34), and aging effects
in polymers by a shift in the transition temperature (35). Limitations are the
volume of the test chamber or the required specimen shape.

Compliance, ie, the displacement-to-load ratio, is used in fracture mechanics
tests to determine crack length or to monitor crack growth (36).

Vibration or modal analysis yield indications of defects in structural ele-
ments or parts when excited by suitable loads (37) (also see Sonic and Ultrasonic
Test Methods). The literature mainly describes applications to PMC laminates,
aiming at detecting critical delaminations (38). A relative comparison for a spe-
cific element with time, loading, or exposure may be sufficient to find indications
of a defect or of a change in the behavior of the structure. Comparison with finite
element calculations is one approach for quantitative evaluation (39). Recent re-
search on monitoring of PMC elements or structures also investigates the use of
piezoelectric sensors for detection of delaminations by external excitation (40).

Scanning probe microscopy of polymers (listing of web sites on
Atomic Force and Scanning Probe Microscopy, with images, is available at
http://www.ou.edu/research/electron/www-vl/afm.shtml) and PMC (41,42), be-
side images indicating possible defects, yields mechanical properties, eg,
force-stiffness relations (43), and quantitative surface roughness or corrugation
relating to tribology (44), on a microscopic scale.

Optical Test Methods

Optical test methods use the visible part of the electromagnetic spectrum; ie, they
comprise a subset of the electromagnetic test methods.

Visual inspection by eye is certainly the oldest method and is widely
used, but subject to physiological limitations. Optical and electronic equip-
ment, eg, endoscopes originally developed for medical applications, and elec-
tronic image recording and processing have become standard tools for visual
inspection.

Composition and/or morphology of many polymers and PMC limit NDT vi-
sual inspection to surface and near-surface features. Transparent polymers and
semitransparent PMC allow for the detection of inhomogeneities, such as voids,
pores, or cracks, as well as qualitative or semiquantitative estimates of fiber vol-
ume fraction and/or fiber alignment. Light sources enhance sensitivity in visual
through-thickness and surface inspection.
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Standards for visual inspection of polymer products are in preparation
(12). Evaluation requires experience and is operator-dependent. Indications can
be documented with photography. Digital photography or digitization of pho-
tographs allow for image processing and automated image analysis.

Conventional dye penetrant testing for surface crack detection in PMC is
described in older literature (45), but is now rarely used, except for highlighting
cracks in PMC after destructive sectioning (46).

Optical microscopy has also profited from recent advances. Scanning near
field optical microscopy (SNOM) (47) (SNOM images of polymers and other
materials are available at, eg, http://wwwex.physik.uni-ulm.de/SNOMWeb/),
eg, reaches spatial resolution at the molecular level when using fluorescent
molecules, competing with the scanning probe methods (48). The limitations are
typical specimen size and scanning area.

Using coherent or structured light to illuminate the test object can reveal
information that is not accessible to visual inspection (25,49,50). Commonly, a
film or camera is used to record this information.

Interferometric methods use laser illumination to measure surface deforma-
tions under thermal, mechanical, vibration, or pressure loading (51). By virtue of
the high sensitivity of a few tens of nanometer, inhomogeneities in the interfer-
ence fringe pattern due to cracks, delaminations, or material inhomogeneities
can be revealed using small loads. Because the laser light is only used to record
the information, care must be taken to set up the appropriate loading scheme
that enhances the type of defect to be found. Well-known methods in compos-
ite testing, especially for aerospace and spacecraft applications, are electronic
or digital speckle pattern (correlation) interferometry (ESPI or DSPI) (52–55)
and shearography, also termed shearing speckle pattern interferometry (SSPI)
(56). The methods are used to find indications of delaminations, voids, and
cracks. Quantitative evaluation of deformation and strain is also important (57)
and can be used to measure stress concentrations, vibration modes (58,59), or
material parameters. By nature, the techniques discussed are surface techniques
and therefore most appropriate for surface or close-to-surface defects. However,
when combined with transient loads, some information on the depth of a flaw can
be gained (60).

(Digital) holographic interferometry (61) basically yields the same informa-
tion as DSPI, but is limited because it requires a development step (photographic
processing or numerical reconstruction) before indicating the load effect on the
object.

Limitations of the interferometric techniques are due to the required me-
chanical stability of the measurement head relative to the object of better than 1
µm. Safety regulations for using high power lasers also have to be observed.

Structured light methods comprise shadow moiré, projection moiré, and
fringe projection (25,62). They use a structured intensity pattern, most commonly
a set of parallel fringes, to illuminate the object. A camera records the fringes on
the object surface from a triangulation angle. In moiré methods (63) fine pitch
gratings can be used, because the imaged fringes are demodulated by a reference
grating in front of the camera before recording. Moiré methods are usually used
to measure deformations or to compare the shape of objects, eg, in production
control, with a resolution of roughly 1/10,000 of the field of view (64–66). The
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physics of fringe projection is basically the same (67), but the fringes are directly
recorded by the camera. Hence, the pitch of the grating is limited by the camera
resolution.

By using a sequence of ever coarser gratings and a calibrated setup, the
absolute shape of an object is acquired with a resolution of roughly 1/1,000 of the
field of view (68).

Penetrating Radiation Test Methods

Penetrating radiation comprises electromagnetic radiation in the wavelength
range below about 1 nm (roughly equivalent to 1 keV energy) or particle ra-
diation. The former is generated in the electronic shell of atoms (X-rays) or
by processes in the atomic nuclei (γ -rays). Particle radiation can be generated
with particle accelerators, sometimes requiring special targets. Neutrons, eg,
come from a spallation source (69) or a nuclear reactor. X-rays are produced
by electron beam impact on targets in evacuated tubes or in accelerators by
Bremsstrahlung, the “braking” radiation emitted by accelerated, charged par-
ticles. Ultraviolet and low energy X-ray radiation of high intensity from syn-
chrotrons is used for analysis (70) and processing (71) of polymers and PMC.
A list of currently operational synchrotron sources is available, eg, at http://www.
src.wisc.edu/community/sr_sources.html.

Polymers and PMC are of relatively low density and hence do not absorb
X-rays or γ -rays efficiently. “Low” energy radiation (typically 10–40 keV) yields
enhanced contrast for X-ray radioscopy or radiography of polymers and PMC due
to the nonlinear shape of the absorption versus energy curve (72). Higher energy
γ - and X-ray sources are hence less suitable.

Contrast can be enhanced by X-ray contrast agents or X-ray dye penetrants
(73). These consist of high density materials, eg, liquid halogen compounds (ZnI,
methylenediiodide, or diiodobutane) and are different from the dye penetrants
used in visual penetrant testing. Test objects are immersed or the contrast agent
is injected into, eg, cracks or delaminations extending to the surface of the test ob-
ject. Any pore, void, crack, or delamination not extending to the surface hence es-
capes detection. Sufficient wetting between contrast agent and material is impor-
tant for complete penetration. Even then, a minimum amount of contrast agent
is necessary to obtain detectable contrast. Many commercial contrast agents (1)
are toxic or carcinogenic requiring appropriate safety measures, (2) are volatile
to some degree, limiting immersion time and imaging duration, (3) are of limited
shelf live, and (4) raise concerns about inducing deleterious effects (73). There is
at least one documented case of suspected dye penetrant induced microcracking
in PMC (74).

Penetration and absorption of the electromagnetic or particle radiation re-
sults in energy deposition (heating) and implantation of beam particles. Energy
deposition and particle irradiation may affect the microstructure and induce
breaking or formation of new molecular bonds. Examples are gamma radiation
effects (75) and cross-linking in polyethylene by electron irradiation (71). The in-
tensity needed for cross-linking usually exceeds that obtained from NDT beam
sources.
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Conventional X-ray tubes with an energy range from 10 to 450 keV have a
typical source diameter (focal spot) of a few millimeters. Microfocal X-ray sources
(76) with a source diameter of about 5 to 10 µm allow for magnification in X-ray
radiography by projection imaging (test object close to source, imaging system at
a distance). The small source size limits the blur due to geometrical projection
with conventional X-ray sources. Energy—microfocal X-ray sources operate up to
about 200 keV—and intensity limit the maximum distance between source and
imaging system. Magnification can be up to 100 times, but frequently the size
of details to be imaged or the maximum size of the imaging system set lower
limits.

At energies below 40 keV, X-ray absorption in air is a major limitation, and
replacing air by low density helium has been recommended (77). This requires a
special enclosure for X-ray source and imaging system, often limiting the size of
the test object. X-ray beam hardening (78), ie, the preferential absorption of low
energy X-rays in the test object, also occurs in polymers and PMC, but to a lesser
extent than in denser materials.

Low X-ray intensity yields longer exposure times; for a 1-mm thick CFRP
plate a G2 class X-ray film (79) (ie, a D4 class film at that time), 17–18 keV X-ray
energy, 1000 mm imaging system–focus distance, and a focus–object distance of
150 mm, resulted in an exposure of about 600 s (80).

X-ray image intensifiers converting the incident X-rays into an image on
a scintillating screen allow time-resolved X-ray imaging when recorded with a
video camera. Crack initiation in PMC, eg, was investigated with a microfocal
X-ray source and X-ray image intensifier with 25-Hz video imaging at magnifi-
cations between 5 and 10 times (81). Digitized frames of the video recording can
be electronically processed and analyzed. Conventional or X-ray film still images
can also be digitized for electronic processing (82).

X-ray radiography is moving from X-ray film to computed radiography (CR).
Reusable imaging plates with 25 or 50 µm resolution are commercially available.
Manufacturers data sheets indicate that up to 1000 record–erase cycles can be
performed (83). Special electronic filters may improve detection of indications.
Electronic image recording and storage allow for easy processing and electronic
data transmission. However, long-term storage and readability of the records may
pose problems in the future. Development of standards in CR is under way (84,
85).

X-ray Compton back-scattering can yield indications of delaminations in
PMC without the use of contrast agents, ie, including those that do not extend
to the surface. The basis is a special source–detector arrangement (86).

X-ray laminography was developed for investigating specific layers of fiber-
reinforced laminate sheets by multiple exposure on the same film. Recently, it
has been developed into a computer tomography (CT) method (87), but is rarely
used.

X-ray CT with commercial CT equipment or synchrotron radiation (70) is
increasingly used in research and development, and industrial use is incipient.
X-ray micro-CT yields spatial resolution of around 10–20 µm for microfocal (76)
and down to 1–2 µm for synchrotron X-ray sources (88). These resolutions require
“small” test objects, around a few cubic decimeters in the microfocal and a few
cubic centimeters in the synchrotron X-ray source.
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X-ray refraction, based on small angle X-ray scattering (SAXS), may prove
useful in the detection of microdamage in PMC, such as crack growth (89) and
fiber debonding (90). SAXS images of polymer nanocomposites are shown in Ref-
erence 91. Near-edge X-ray absorption fine structure (NEXAFS) and related X-
ray techniques provide information on composition and morphology of polymers
on a microscopic scale (see X-RAY MICROSCOPY).

Neutrons find various applications in the characterization of polymers and
PMC (92). Neutron scattering experiments investigate structure and behavior of
polymers at the atomic level (93). Neutron absorption as a function of the atomic
number of the elements differs from that of X-rays, and the power of neutron ra-
diography (94) for polymers and PMC, even combined with metals, is illustrated
at, eg, http://neutra.web.psi.ch/gallery/index.html. Currently operational neutron
radiography sources are listed at www.anlw.anl.gov/nr/oldindex.htm.

Positron annihilation spectroscopy (PAS) is used in research on free volume
(95) or on aging effects in polymers (96), and muon spin resonance with muon
beams (97) yields information on dynamic processes in polymers (98), but speci-
men size may be limited.

Electron microscopy is one example of electron beam analysis of polymers
and PMC. Beam charging effects occur in most polymers and PMC (99), unless
when coated with a thin conductive layer (carbon, gold, or platinum). Environ-
mental scanning electron microscopes (ESEM) do not require such coatings (100).
Size and shape of the test object and possible electron beam heating effects then
decide whether the method is NDT.

Electromagnetic Test Methods

Many polymers and most PMC show no or only comparatively low electrical con-
ductivity, which limits application of electromagnetic test methods. One of the
main exceptions is CFRP. The continuous network of carbon fibers in CFRP al-
lows for electrical resistance measurements, eg, based on the four-probe method.
Electrical potential (101) or resistance methods are used in fracture mechanics to
detect delaminations (102) and to monitor damage in CFRP (103). Whether the
application of electrodes is nondestructive depends on the intended use.

Electrical conductivity measurements have also been developed as tomog-
raphy (104). Eddy-current testing (ET) of CFRP laminates is feasible (105). ET
is noncontact and NDT, as long as thermal effects from resistive heating and
energy dissipation are sufficiently small. Superconducting quantum interference
devices (SQUID) have been used for ET to detect damage in CFRP (106). How-
ever, SQUID may soon be replaced by sensors based on giant magnetoresistance
(GMR) or giant magnetoimpedance (GMI) effects (107).

Dielectric measurements are performed on polymers and PMC for research
and industrial applications, specifically to find materials with low dielectric losses
(108) (see DIELECTRIC RELAXATION).

Fractoluminescence (109), ie, the emission of visible light, and electromag-
netic emission from fracture of polymers or PMC (110) have not yet been in-
vestigated as NDT tools. Microwave testing is applicable to nonconducting ma-
terials (111) and used, eg, for exciting ultrasonic waves in PMC (112) or the
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characterization of anisotropic materials, such as short fiber–reinforced injection
molded parts (113). The energy deposition due to microwave radiation, on the
other hand, is applied in processing of polymers and PMC (114).

Sonic and Ultrasonic Test Methods

Sonic and ultrasonic test methods use elastic waves propagating in solid or fluid
media and are classified into “active” and “passive” methods. The former requires
emission of waves into the test object; the latter, waves emitted by the material
itself.

Tap testing a PMC structure by hand or by a suitable instrument, an
experienced operator can tell whether the structure is sufficiently defect-free
(115).

Acoustic emission (AE) analysis is an example of a passive method (21).
Beside piezoceramic lead zirconate titanate (PZT) sensors, thin piezoelectric
poly(vinylidene fluoride) (PVDF) films (116) and noncontact interferometry (117)
also sense the rapid, transient elastic waves generated inside most materials.
Composites (118) made from PZT fibers have recently been characterized as AE
sensors (119). AE of polymers and PMC is affected by (1) relatively large signal
attenuation limiting the maximum distance between sensor and signal source,
and mainly in PMC; (2) anisotropy, limiting location accuracy; and (3) several
source mechanisms that can act simultaneously. In PMC, the so-called Felicity
effect ie, the appearance of AE activity at the same sensitivity but lower load lev-
els than previously attained (31), forms the base of commercial AE applications
in integrity assessment of PMC structures (9).

Quantitative AE analysis for characterizing damage accumulation in PMC
is described in Reference 120, approaches for signal analysis and identification
of mechanisms in Reference 121, and a practical AE application to automotive
composites in Reference 122.

Ultrasonic waves (typically in the MHz range) can be excited by piezoelec-
tric transducers coupled to the test object. Electromagnetic acoustic transducers
(EMAT) (123) cannot be used for ultrasonics of polymers and PMC; alternatives
are discussed in Reference 124. The waves propagate and are scattered and at-
tenuated in the material. The signal can be detected in either reflection or trans-
mission mode (by the transducer emitting the ultrasonic pulse for reflection or by
additional transducers at other locations in transmission). Acousto-ultrasonics
(AU) (11) records low frequency guided waves (typically 30–500 kHz) emitted
at another location to detect changes in the test objects, eg, in carbon–carbon
composites (125). Recently developed stacked transducers look promising for low
frequency applications (126).

Ultrasonic A-, B-, and C-scans (23) can be obtained from polymers and PMC.
Isotropic or anisotropic elastic constants, attenuation, and phase transitions are
detected in detailed A-scan data analysis (127,128). Ultrasonics is also used for
process monitoring in manufacturing of polymeric or PMC parts (129).

Ultrasonic C-scan is standard for quality inspection of PMC plates (28), but
the large signal attenuation with penetration depth limits this to “thin” plates.



Vol. 9 NONDESTRUCTIVE TESTING 111

Lower frequency waves, eg, 0.5 MHz, yield larger penetration for equivalent at-
tenuation, but the longer wavelengths limit the spatial resolution (eg, 6 mm for
0.5 MHz at 3000 m/s).

Another limitation is posed by the shadowing effect in PMC. The delamina-
tion closest to the transducer will reflect the ultrasonic pulse to such an extent
that delaminations below will be masked, unless their lateral size is larger. Even
C-scans taken on both sides do not necessarily guarantee detection of delamina-
tions in all layers. In the reflection mode, repeat echoes from multiple reflections
have to be distinguished from “real” indications, especially in relatively thin PMC
shells.

The shape of certain structures, eg, shells or thin rods with small radii of
curvature, limits the application of ultrasonics, but there is equipment that al-
lows three-dimensional movement of the transducer (130).

The standard coupling via immersion in water or use of water jets may
be prohibited, since many polymers and PMC change mechanical properties or
chemical composition due to penetration of water (swelling, softening, leaching of
components, hydrolysis). If immersion in water is used, formation of gas-bubbles
from dissolved air has to be prevented. Gel-like coupling agents may leave stains
on the surface, but now wheel array sensors for dry coupling (131,132) are avail-
able, eg, for the inspection of aerospace structures (133). Air-coupled ultrasonics
also offer an alternative (131,134,135). Ultrasonic pulses in polymers and PMC
can also be generated by laser (136,137), but this may lead to heating effects. Ul-
trasonic imaging is widely used for electronic components, where indications of
defects (delaminations, cracks, pores) in the epoxy packaging have to be detected
(138).

Ultrasonic computer tomography (CT) of polymers is feasible (139).
Recently, phased-array technology (140) has become a novel ultrasonic scan-

ning technique. Multielement transducers in conjunction with high speed elec-
tronics allow for electronic focusing and steering of the ultrasonic beam. Since
no mechanical movement is involved, the “scanning speed” can be enhanced, en-
abling imaging for on-line control of manufacturing (141,142).

Ultrasonic transducers can excite various wave modes, eg, guided Lamb
waves that may be suitable for specific applications (143). Ultrasonic excitation
is also used to detect the so-called acoustic nonlinearity associated with defects,
eg, in PMC (144,145). The combination of recording guided ultrasonic waves with
numerical back-calculation of wave propagation for detecting indications of de-
fects in PMC pipes also looks promising (146). Surface-bonded fiber optics can
detect ultrasonic waves via interferometric techniques (147). Beyond frequencies
of 1 GHz, ultrasonics is called acoustic microscopy; for details, the reader is re-
ferred to Reference 148. This technique can be applied to polymers or PMC (149),
specifically to polymeric microelectronics packaging (150).

Thermal and Infrared Test Methods

Thermal and infrared methods can also be classified as passive or active
(see THERMAL ANALYSIS). Passive thermography, ie, recording the temperature
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distribution, is rarely used for detecting indications, but probably found use-
ful in polymer and PMC process monitoring (151). The emissivity of the spec-
imen and other factors have to be considered for accurate measurements
(152).

Active thermography requires the application of a stimulus (thermal heat),
either as single pulse (153) or continuously varying with time (154). The pulse,
typically from flash lights, its duration, and intensity, as well as direction (surface
or back side of test object) will affect the detectability of the indications (155).
Surface finish or paint coats may affect the absorption of the pulse. In CFRP,
excitation by short ultrasonic pulses (156) and noncontact eddy currents is also
feasible.

In lock-in thermography (154), the selected frequency of the heat “wave” to
which the detector is tuned (locked) is important. Heat waves are diffusion waves
that yield a quadratic dependence on time for the observation of indications at
a certain depth of the test object. For thin-walled PMC shells (a few millime-
ters) this does not constitute a severe limitation (157). Limited operating temper-
ature, pronounced temperature-dependent properties, and thermal degradation
may pose limits on the application of active thermography to polymers and PMC.
A recent example of a possible application of active thermography in PMC is the
determination of the fiber orientation of CFRP (158) that, in the future, may re-
place the conventional destructive methods.

Chemical and Analytical Test Methods

Chemical analysis of polymers typically deals with monomers or functional
groups rather than constituent atoms. Thermal infrared and laser optical Ra-
man spectrometry are the typical tools (36) (see TEST METHODS; VIBRATIONAL

SPECTROSCOPY), but frequently, specific specimen size or form is required. For
physical properties, mechanical and sonic/ultrasonic NDT methods are available
(see above). Molecular mass distribution and related properties of polymers, or
fiber or particle volume fraction and distribution for PMC, are usually determined
destructively (see TEST METHODS).

Detection, Sizing, and Evaluation of Indications with Nondestructive
Test Methods

Basic Approaches. The morphology of polymers and PMC comprises
several levels, each with specific defects. In NDT, a defect is an aggregate of or
a single imperfection or discontinuity that exceeds specified acceptance criteria.
These criteria may depend on and vary with location, size, or orientation of the
indication. The indications can further be (1) relevant, (2) nonrelevant, or (3) false
(31). Hence, not all detected indications are “defects.”

Locating the indication is frequently performed with “imaging” methods
that also image reference points on the test object. Some nonimaging methods
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also yield information on location, eg, from source location algorithms in acoustic
emission analysis (21).

Locating is a prerequisite for sizing, ie, the determination of geometrical
dimensions required by specified size criteria. This relates to the spatial resolu-
tion of the NDT method. For nonimaging methods, sizing may be replaced, eg, in
acoustic emission by defect severity evaluation (159). Principles, limitations, and
accuracy of defect location and sizing in polymers and PMC with specific NDT
methods are described in (16–26).

Defect types frequently relate to the mechanism causing the indication.
Many NDT methods have an intrinsic sensitivity for specific types of indications.
Examples are (1) ultrasonic C-scans sensitive to boundaries between materials
of different acoustic impedance (eg, voids, delaminations), (2) X-ray radiography
sensitive to variations in density (eg, inclusion of foreign objects, voids), and (3)
acoustic emission sensitive to microscopic stress release (eg, crack growth).

Determination of Structural Integrity with Nondestructive Test
Methods. Some commercial NDT applications, mainly on PMC, do not aim
at detection and evaluation of individual indications, but rather at the so-called
structural integrity. Most technical structures contain flaws that may evolve into
defects that accumulate and grow with time. Structural integrity analysis eval-
uates test objects with respect to critical defect accumulation, beyond which fur-
ther use may lead to catastrophic failure. A prime method for determination of
the integrity of PMC structures is acoustic emission analysis (9,21). Driven in
part by economic considerations, predicting the remaining service-life is increas-
ing in importance. NDT monitoring is hence expected to contribute to, or to be
incorporated into, service-life engineering approaches to design.

Smart Monitoring of Polymer–Matrix Composites Elements. The in-
creasing use of PMC in structural elements or as reinforcement or for repair may,
at least in critical applications, require periodic inspection or even continuous
monitoring. Intermittent or continuous, smart monitoring of PMC aims at auto-
matic detection of specified defects. One research direction develops intelligent
materials or structures that sense indications, assess their significance, eg, with
computer-based evaluation or expert systems (160), and, if considered significant,
take appropriate corrective measures. A full review of smart monitoring of PMC
structures is beyond the scope of this article, but a few examples will illustrate
this active research area.

Fiber optics based monitoring of PMC includes, eg, strain (161), tempera-
ture, acoustic emission signals, and other measurements (162). Electromagnetic
resistance measurements yield information on strain changes and defect accumu-
lation (101–104). Even carbon nanotubes are now investigated as strain sensors
in PMC (163). Piezoelectric thin wafers or plates (164) or active fiber composites
made from piezoelectric fibers (165) also yield, eg, strain and acoustic emission
signals. The performance of fiber optics and piezoelectric sensors for detection of
microdamage in CFRP is compared in Reference 166.

Another area receiving increasing attention recently is the application of
electroactive polymers in actuators and sensors (167). Quite likely, this could
lead to new approaches for NDT of polymers and PMC in the context of smart
monitoring of structural elements.
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Special Applications of Nondestructive Test Methods

Determination of Geometry or Size and Reverse Engineering. So
far, determination of geometrical characteristics has only been discussed with
respect to defect location and sizing. However, NDT also comprises determining
geometrical characteristics of test objects per se (31). Determination of size and
shape, with calipers by hand, with gauges, or with computer-controlled tactile
coordinate-measuring machines, is a routine quality assurance procedure, but
noncontact methods are also used (168). Size and shape of the test object may
pose some limitations. Another example is wall thickness measurements with
dedicated ultrasonic thickness gauges (169). As discussed above, the maximum
thickness is limited by the frequency-dependent, attenuating properties of poly-
mers and PMC. Requirements on spatial resolution, eg, for test objects where
the wall thickness varies over distances that are short compared with the size
of the probe, pose another limitation. CT offers another approach for determin-
ing geometrical characteristics, X-ray CT being most widely used. CT based on
other probe types (see Table 2), eg, ultrasonics (139), magnetic resonance imag-
ing (MRI), also called Nuclear Magnetic Resonance (NMR) imaging (170) (see
NUCLEAR MAGNETIC RESONANCE), optical coherence tomography (mainly applica-
ble to GFRP but with limited penetration in CFRP and not suitable for aramide
fiber–reinforced PMC) (171), thermal impedance tomography (172), and positron
emission tomography (173) are feasible as well.

The driving force behind the development of industrial CT has been and
still is the medical field; new methods and improvements are likely to origi-
nate there (174). Spatial resolution in X-ray CT depends on the type of X-ray
source and on the size and shape of the test object (76,88). X-ray and MRI CT,
however, yield more than geometrical characteristics; the data can be converted
into distributions of, eg, density, elemental composition (175), or even veloc-
ity (176). Three-dimensional CT representations of the geometry, converted into
computer-aided design (CAD)-compatible files (177), are used for quality control
by comparing with CAD design data for deviations from specification and toler-
ances, or for computer-aided manufacturing, such as rapid prototyping or reverse
engineering (178,179).

Nondestructive Testing of Adhesive Joints. Many commercially
available adhesives are based on polymers. NDT of adhesive joints (180) poses
challenges because of (1) the small size of possibly deleterious defects (eg, poros-
ity), (2) the thinness of the adhesive layers, and (3) sometimes, the size, shape,
and material of the adherends. Acousto-ultrasonics (181) and various types of ul-
trasonics (182,183) are applicable to adhesive joints. Ultrasonics can be combined
with noncontact optical methods (184) and pulsed thermography (185). However,
the assessment of the “quality” or of the quantitative strength of the adhesive
bond based on the NDT data often proves difficult.

Process Monitoring and Process Control with Nondestructive Test
Methods. NDT plays an important role in quality assurance for products from
all classes of materials and is increasingly used in process monitoring and control.
NDT monitoring of polymers and PMC comprises, eg, cure monitoring of molding
with thermography (151), infrared methods (186), fiber optics (187), dielectric
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spectroscopy (188), or ultrasonics (129). Phased-array ultrasonics may be used
for on-line manufacturing control (142). NDT process control requires sufficiently
fast data analysis and feedback into the process management or steering facility.
Some approaches for smart monitoring of PMC, eg, AE, show potential for NDT
process control.

Cost may limit process control to either crucial or most effective parameters,
eg, pressure and temperature in extrusion (189). Process simulation for optimiza-
tion of parameters (190) prior to process implementation is also a cost-effective
tool.

Summary and Outlook

Beside technical aspects mentioned above, there are additional considerations
for selecting NDT methods for a specific purpose. Cost, frequently, is decisive
and major cost factors are (1) test duration, including time used for setup and
post-test analysis and assessment; (2) type of equipment, its sophistication, cali-
bration, and maintenance (compatibility with previous records from periodic in-
spection may require costly maintenance of aging equipment); (3) equipment op-
erator, specifically operator training and certification (191); (4) accreditation of
test agency; (5) qualification or validation of the NDT method (192); and (6) accu-
racy and precision estimates required by test standards or quality management
systems.

NDT may hence be effective and economic in scientific research, product or
process development, manufacturing process control, quality assurance, and in-
service monitoring of crucial or high performance rather than mass produced, low
cost polymer and PMC products.

Size and shape of the test object relative to the required spatial and, some-
times, temporal resolution may significantly influence the choice of the NDT
method. “Small” objects are readily tested with commercial equipment, while
“large” objects may require portable equipment or robots, special test rigs, or
several operators. “Single shot” imaging, if satisfying the specification, is to be
preferred over scanning, where test duration mainly depends on scan time, ie,
scan step to scan area ratio. The shape of test objects may preclude the use of
imaging methods, eg, because of hidden areas or uneven spatial resolution. Large
size combined with high spatial and/or temporal resolution increases the amount
of data and duration of analysis.

Five trends seem to govern the development of NDT, namely, (1) in-
creasing sensitivity, (2) increasing spatial resolution, (3) decreasing test and
analysis duration, (4) increasing automation of testing, analysis, and evalu-
ation, and (5) increasing use of so-called real-time NDT methods (80). The
increase in computing power at constant or even lower cost, frequently pro-
jected to follow an exponential growth, called Moore’s law (http://www.intel.com/
research/silicon/mooreslaw.htm), is still defying predictions that computer tech-
nology will reach physical limits. Hence, the last three trends may continue, while
the first two may reach physical or economic limits sooner.
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Applying a combination of NDT methods is advisable in many cases. A use-
ful guiding principle is to choose NDT methods that yield complementary infor-
mation, eg, based on different probe types (Table 2). One example is acoustic
emission monitoring with high sensitivity for potentially critical areas, followed
by high spatial resolution inspection of such areas by, eg, ultrasonic or X-ray
methods to quantitatively locate and size the indication.

The general problem of selecting the “optimum” NDT method for polymers
and PMC requires consideration and balancing of several aspects. These are (1)
requirements on type and size of indications that have to be detected with spec-
ified confidence compared to size and shape of the test object; (2) technical fea-
sibility of the test method, including behavior of the material under the applied
stimulus; (3) availability of the test method; (4) (eventually) formal requirements,
eg, operator certification, test facility accreditation, test method validation; (5)
(eventually) compatibility with previous measurements; and (6) overall cost. It
would be of interest to have more quantitatively evaluated, comparative tests ap-
plying different NDT methods to specimens with simulated, known defects (80)
or to real test objects. A comparative study of the cost of different NDT methods
for polymer and PMC would also be welcome.
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NONLINEAR OPTICAL PROPERTIES

Introduction

This article introduces the field of nonlinear optics and the electronic nonlinear
optical (NLO) response of polymers and polymer composites. Both second- and
third-order NLO phenomena are included, with primary emphasis on harmonic
generation, the intensity-dependent refractive index, and nonlinear (multipho-
ton) absorption effects. The beginning sections introduce the phenomena and ex-
plain how the order of the nonlinearity can be understood from a series expansion
of the polarization in powers of the electric-field. In addition to listing the variety
of nonlinear optical phenomena and some applications, some of the advantages
of polymeric materials for NLO applications are also surveyed.

Structure-property relationships that are important to the NLO response
are explored in later sections. The approach taken in this article is to work
backwards from the bulk effects, described first, to their origin at the molecular
level. Thus, Section 5 describes the connection between the constituent molecular
NLO hyperpolarizabilities and the macroscopic NLO response. Topics include
local field effects, orientation of molecules and polymers, methods of incorpo-
rating NLO chromophores into polymers, and limitations on the application of
simple summative models. Particular molecular properties that determine the
microscopic NLO response are discussed and a few distinct models and param-
eters useful for optimizing second-order and third-order material properties are
provided. The emphasis is on understanding the influence of π -electrons and
electron delocalization, as well as on the nature and scaling of polymer repeat
units for third-order materials. Also briefly reviewed are several categories of
polymer structures that have been studied, and their advantages and disadvan-
tages for NLO applications. Finally, major test methods for measuring the NLO
properties of materials are surveyed.

The research literature on nonlinear optics and NLO polymers is vast,
whereas this article is, of necessity, intended to serve primarily as a starting point
for further investigation. Major topics of related NLO research are left to other
articles in this book and to the reading list and bibliography. The reading list at
the end of this article recommends books, proceedings, and special journal issues
devoted to nonlinear optics and the NLO properties of molecular organic mate-
rials and polymers. (See, especially, References 1–7). The article is also focused
primarily on all-optical nonlinearities. See article ELECTROOPTICAL APPLICATIONS

for a discussion of the changes in the optical response of polymers due to an ap-
plied AC or DC electric-field from the so-called Pockels or Kerr effects. Nonlinear-
ities arising primarily from vibrational or rotational/orientational motion (8) are
not considered here. Also omitted are the unique NLO properties of many spe-
cialized classes of polymers, such as liquid crystalline polymers (see LIQUID CRYS-
TALLINE POLYMERS, MAIN-CHAIN), organometallic polymers (see METAL-CONTAINING

POLYMERS), chiral and biological polymers, and magneto-optical polymers. Simi-
larly, promising studies of polymer-based nanoscale structures, the optical prop-
erties of conducting polymers (9) and their application to the development of elec-
troluminescent polymers for organic light-emitting diodes (LEDs) and lasers are
outside the scope of this article (see LIGHT-EMITTING DIODES).
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Overview of Nonlinear Susceptibilities

Linear and Nonlinear Optics Compared. A simple comparison with the
characteristics of linear optics illustrates some of the unique phenomena associ-
ated with nonlinear optics. Light bends (refracts) at an optical interface between
two media because of the change in speed of propagation of light, as described
by each media’s refractive index. In linear optics, the refractive index n of the
material does not change with the intensity of the light at ordinary light levels.
(Otherwise one would need different power eyeglasses for low levels of light and
for bright sunshine.) Also, the light transmitted by a linear transparent material
does not change frequency upon passing through it. An incident red light emerges
red. For both linear and nonlinear optics, media are dispersive, so that the index
of refraction changes with the frequency of the light, and a medium may absorb
visible light at some frequencies, giving the material a distinctive color. If the op-
tical properties are linear, however, both the dispersion and the relative fraction
of power absorbed are independent of the intensity of the light.

If the incident light is sufficiently intense, as in a laser, these simple lin-
ear relationships are no longer sufficient to describe the optical response of so-
called nonlinear media (or any media, for that matter, if the measurement is
precise enough or the intensity is high enough and the material is not destroyed
in the process). When the optical properties of the material become nonlinear,
the refractive index may change with the intensity of the incident light, thereby
changing the optical path length and the focusing properties of an optical element
made from that material. In addition, the presence of one beam may amplify an-
other or change its polarization when the beams overlap in the medium, as in
an optical switch. Also, the material’s absorption (the imaginary part of the in-
dex of refraction) may vary with incident intensity. For example, in an optical
limiter, the material may appear to be transparent to low levels of light, but a
sufficiently intense beam will trigger significant absorption. Conversely, the ab-
sorption of a so-called saturable absorber decreases as the intensity of the light
increases. Finally, the frequency response of the medium may also be altered
when nonlinear effects become apparent. For example, an intense infrared laser
may produce a significant visible frequency component upon passing through a
material, through harmonic generation, or through another frequency conversion
process.

Anharmonic Oscillator Model. At the microscopic level, materials respond
to light (or more specifically to the oscillations of the electric-field of the light)
through the back-and-forth movement of charges. As an example of how the non-
linear displacement of the charge affects the detected response, it is helpful to
view the effects of the oscillating optical electric-field on a material using an an-
harmonic oscillator model (10). Ignoring the vector nature of the field for the
present, the force on the electron in an electric-field E is simply Fe = eE, where e
is the electron charge. For linear media, the restoring force on the electrons in the
presence of the optical field is directly proportional to the electron displacement x
from equilibrium, just like the restoring force for a simple spring, Frestore = −kx =
−mω0

2x, where k is the spring constant, ω0 the resonant frequency, and m the
mass. The resulting equation of motion for the electron, ignoring damping of the
oscillations, is then simply eE− mω2

0x = md2x
dt2 . The solution to this equation in
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Fig. 1. Examples of restoring forces Frestore as functions of x for (A) a linear restoring
force, (B) a restoring force with a quadratic nonlinear term, and (C) a restoring force with
a cubic nonlinear term.

the case of a monochromatic optical field oscillating at ω (E = E0 cosωt) is

x = − e
m

E(
ω2

0 − ω2
) (1)

As the pull of the applied field becomes stronger, however, the electron’s
spring-like response becomes distorted. The restoring force must include ad-
ditional, nonlinear terms proportional to the square of the displacement for
second-order processes (Frestore = −kx − ax2) or the cube of the displacement for
third-order processes (Frestore = −kx − bx3). (Coefficients a and b may be positive
or negative. Figure 1 shows examples of quadratic and cubic nonlinear restoring
forces for positive coefficients.) The solution to the equation of motion in the case
of an anharmonic restoring force is not possible in closed form, but the solution
can be expressed as a series expansion, x = x1 + x2 + x3 + · · ·, where x1 is the
solution without any anharmonic term in the restoring force (given by equation
1). Given a single monochromatic incident optical field as a driving force for the
oscillator, again expressed as E = E0 cos ωt, the simplest nonlinear contributions
turn out to be proportional to the square x2 ∼E0

2 cos2ωt and the cube x3 ∼ E0
3

cos3ωt of the incident field (11). Application of simple trigonometric identities
to the expressions for x2 and x3 reveals typical resulting phenomena. Using the
identity cos2 ωt = 1

2 + 1
2 cos 2ωt, the cos2ωt term may be expressed as a com-

bination of a second-harmonic response (2ω = ω + ω) and a constant DC field
response called optical rectification (0 = ω − ω). The expansion cos 3ωt = 3

4 cosωt
+ 1

4 cos 3ωt similarly leads to a third harmonic response (3ω = ω + ω + ω) and a
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response at the incident frequency (ω = ω + ω − ω). The latter is responsible for
the intensity-dependent refractive index change in the material (12).

Nonlinear Susceptibilities. Nonlinear optical effects are formally un-
derstood through the series expansion of the ith component of the polarization
(average dipole moment per unit volume) P of a material in powers of the electric-
field in the medium E (typically on the order of 106 V/m or greater for nonlinear
effects to appear), as in (13)

Pω
i = Pi + ε0

[
χ

(1)
i j ( −ω; ω)Eω

j +χ
(2)
i jk( −ω; ω1, ω2)Eω1

j Eω2
k

+ χ
(3)
i jkl( −ω; ω1, ω2, ω3)Eω1

j Eω2
k Eω3

l + · · ·] (2)

where summation over repeated coordinate indices (i, j, k) is assumed, ε0 is the
permittivity of free space, and the frequency dependence will vary with the NLO
process under investigation. [Equation 2 expresses the components of the polar-
ization in the frequency domain, which is the customary approach appropriate
for monochromatic or nearly monochromatic fields. In some cases, such as recent
research using ultrashort pulses, an analogous and more general time-domain
expansion may be preferable (14).] The resultant response frequency ω is a com-
bination (sum and/or difference) of the incident frequencies ωn. The negative sign
is included as a reminder that photon energy (and momentum) is conserved in
these parametric processes. Thus, the sum of the frequencies given within each
of the parentheses equals zero. The first term on the right, Pi, represents the
permanent dipole moment per unit volume in the material. The second term pro-
vides the linear contribution to the refractive index (and, if χ (1) is complex, the
absorption coefficient) through the usual second-rank tensor for the linear sus-
ceptibility χ (1). (Recall, in the case of linear homogeneous, isotropic, transparent
media, the index of refraction is related to χ (1) by n =

√
1 + χ (1).) The remaining

terms are responsible for the NLO properties of the material, primarily through
the second- and third-order susceptibility tensors, χ (2) and χ (3). Although includ-
ing an arbitrarily large number of terms in the expansion of the polarization in
equation 2 is possible, categorizing nonlinear phenomena as either second-order
or third-order, using just the terms explicitly shown in equation 2, is practically
sufficient. Higher order terms are usually of greatly diminished strength (15).

Centrosymmetric vs Noncentrosymmetric Bulk Media. The distinction
between second- and third-order nonlinearities is particularly important for the
design of NLO materials for different applications. The terms with even powers in
the series expansion of the polarization (eq. 2) are identically zero for centrosym-
metric materials. Only noncentrosymmetric materials can exhibit second-order
(χ (2)) NLO properties, such as second harmonic generation. [All materials, how-
ever, are noncentrosymmetric at their surfaces, and researchers have used sur-
face techniques, such as surface second-harmonic generation, to study centrosym-
metric materials (16). For recent reviews, see Reference 17.] The presence of
second-order effects depends on the asymmetry both of the individual molecules
and on the arrangement of those molecules. The requisite asymmetry is not found
naturally in bulk amorphous polymers. The amorphous nature of most poly-
mers requires special preparation to produce the requisite asymmetry, such as
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electric-field poling (18), a liquid crystalline phase (19), self-assembly (20), or
film formation techniques, as in a Langmuir–Blodgett film (21,22). Most of these
techniques are used to align dipolar donor–acceptor groups that are either dis-
solved in a guest–host system or attached to a polymer to produce macroscopic
asymmetry, as discussed in Section 5.4 on incorporating chromophores into poly-
mers. These film preparation techniques and the material properties based on
them are beyond the scope of this article, but the references above provide start-
ing points for further investigation. (see also LANGMUIR-BLODGETT FILMS; LIQUID

CRYSTALLINE POLYMERS, MAIN-CHAIN). Polymer orientation is also discussed at
length in the article Electrooptical Applications (qv) because the second-order
susceptibility is critical to linear electrooptic devices.

Nonlinear Susceptibility Tensor Elements. In general, the nonlinear sus-
ceptibilities, χ (2) and χ (3), are complex third- and fourth- rank tensors and, there-
fore, are comprised of 33 and 34 different complex numbers, respectively. Fortu-
nately, various symmetries significantly restrict the number of independent ten-
sor elements. Kleinman showed that in certain circumstances, the susceptibility
tensor elements are identical for rearrangements of the tensor indices (23). For
second-harmonic generation in lossless media, for example, Kleinman’s symme-
try reduces the number of elements of χ (2) to 10. In this case, an abbreviated
notation has been introduced, dil = 1

2 χ
(2)
i jk,, where l represents the six permuted

combinations of the jk indices (l = 1, 2, 3, 4, 5, and 6, corresponding to the re-
spective index combinations 11, 22, 33, 23 = 32, 13 = 31, and 12 = 21), and the
ijk indices can be freely permuted (10). Thus, for example, 2d13 = χ

(2)
133 = χ

(2)
313 =

χ
(2)
331 = 2d35 and 2d33 = χ

(2)
333. For cylindrically symmetric materials (a poled poly-

mer, for example) only two tensor elements are important: the element d33, which
describes interactions parallel to the dipolar axis, and the element d31, which de-
scribes interactions perpendicular to the dipolar axis (24).

For centrosymmetric materials, such as amorphous polymers, the lowest or-
der nonzero nonlinear susceptibility is χ (3). For an isotropic polymer, the number
of independent χ

(3)
i jkl elements is only three, generally, because no direction can be

preferred over any other and each direction must appear at least twice (leading
to χ

(3)
1111 = χ

(3)
1122 + χ

(3)
1212 + χ

(3)
1221) [It should be noted that an isotropic solution of

chiral molecules will exhibit second-order nonlinearities, but not second-
harmonic generation (25)]. For third-harmonic generation, the susceptibility el-
ements simplify to only one (χ (3)

1122 = χ
(3)
1212 = χ

(3)
1221), and for the nonlinear refrac-

tive index, the number of elements needed is only two (χ (3)
1122 = χ

(3)
1212). Further-

more, the nature of the physical mechanism leading to the nonlinear refractive
index can sometimes be determined from the ratio of the elements. For exam-
ple, the relation χ

(3)
1122 = χ

(3)
1221 applies if the refractive index change is only due to

the nonresonant electronic response of the charges, but χ
(3)
1221 = 6χ

(3)
1122 applies if

the refractive index change is due to molecular reorientation (26). Fortunately, in
many cases it is not necessary to specify individual tensor elements. Unless oth-
erwise stated, the effective nonlinear susceptibility appropriate for the geometry
of the material and configuration of the experiment should be assumed.

Problems With Conventions, Reference Standards, and Units. The ex-
pression for the relationship between the response and the input fields given by
equation 2 is not the only expression commonly used in the literature. Variations
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include expanding the polarization in a Taylor series instead of a power series
(27), and defining the relationship between the field and the polarization differ-
ently (28). Differences between conventions often make it difficult to compare
bulk nonlinear susceptibilities and the related molecular susceptibilities (or hy-
perpolarizabilities) obtained by different experimental methods and by different
researchers (29). A more complete theoretical discussion of the problem of com-
paring conventions as well as the inconsistent use of reference standards for
NLO process can be found in Reference 28. For purposes of this article, trends
in structure-property relationships will be emphasized, rather than precise val-
ues of the NLO coefficients measured. Nonetheless, typical SI values for χ (2)

are 10− 12 – 10− 9 m/V and for χ (3) are 10− 22 – 10− 18 m2/V2. Dramatic varia-
tions in these values are possible, particularly near a resonance where thermal
effects and saturated absorption also contribute to the NLO response. Slower,
nonelectronic effects, such as reorientation and electrostriction, also can increase
the effective nonlinear susceptibility by orders of magnitude (30). The permit-
tivity factor ε0 in equation 2 is appropriate for SI units. Most researchers pub-
lish results in electrostatic units (esu), however, sometimes without even speci-
fying the fundamental dimensions to which these units refer. Conversion to SI
is a straightforward, though not always obvious process. For example, a typi-
cal polymer χ (3) value of 10− 12 esu = 10− 12 cm2/statvolt2 converts to 4π /9 ×
10− 20 m2/V2 in SI units, whereas a typical poled polymer χ (2) value of 10− 8 esu =
10− 8 cm/statvolt becomes 4π /3 pm/V in SI. A detailed discussion of the unit con-
version process can be found in Reference 31, with the caveat that different con-
versions are required between SI and esu depending upon the choice of conven-
tion for the series expansion of the polarization (28). For example, many authors
choose to omit the factor of 4π in the conversion (32).

Nonlinear Phenomena

This section surveys the most widely studied phenomena included among NLO ef-
fects that arise due to the electronic contributions to the real and imaginary parts
of χ (2) and χ (3). This review will be primarily concerned with phenomena related
to harmonic generation, the intensity-dependent refractive index, and multipho-
ton absorption.

Parametric Processes. Parametric processes are those in which photon
energy is conserved while the light propagates through the medium. Parametric
phenomena of particular interest for devices due to the real part of the nonlinear
susceptibility tensors include

(1) second-harmonic generation (SHG) given by

P2ω
i = 1

2
ε0χ

(2)
i jk( −2ω; ω, ω)Eω

j Eω
k (3)

(2) third-harmonic generation (THG) given by

P3ω
i = 1

4
ε0χ

(3)
i jkl( −3ω; ω, ω, ω)Eω

j Eω
k Eω

l , (4)
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(3) degenerate four-wave mixing, (DFWM or the all-optical Kerr effect, OKE)
given by

Pω
i = 3

4
ε0χ

(3)
i jkl( −ω; ω, ω, −ω)Eω

j Eω
k E−ω

l (5)

In each case above, the fractional prefactor accounts for the indistinguisha-
bility (degeneracy) of the frequencies of the incident fields so that different ex-
pressions yield the same susceptibilities in the zero-frequency limit. This conven-
tion is common, but not universally adopted (33).

Harmonic Generation. Nonlinear frequency conversion, especially har-
monic generation, is important for the development of sources of coherent light
at frequencies not otherwise accessible by efficient lasers, in particular the blue,
violet, and UV frequencies needed for dense data storage. Harmonic generation
is also useful for nonlinear spectroscopic studies, which probe excited states in
materials (34).

For harmonic conversion, the conversion efficiency (the ratio of harmonic to
fundamental power, η) is largely determined by the size of the effective nonlinear-
ity, the input power Pω, the interaction length l, and the ability to phase-match
the spatial frequencies of the second harmonic and the fundamental light (35).
For purposes of illustration, in the limit where only a small fraction of the power
is converted and the index of refraction, nω, in the material is assumed to be real
(lossless) and isotropic, the conversion efficiency can be expressed as (36)

η = 128π5
(
χ

(2)
eff

)2l2 Pω

n2ωn2
ωλ2c

(
sin	ϕ/2

	ϕ/2

)2

(6)

Here, 	ϕ = π l/λ (n2ω − nω) is the phase shift between the propagating funda-
mental and the generated harmonic light, λ is the wavelength in free space, and
c is the speed of light. If 	ϕ = 0, then the factor (sin(	ϕ/2)/	ϕ/2) in equation 6
takes on its maximum value 1. If the indices of refraction at the second harmonic
(n2ω) and the fundamental (nω) are not equal, however, the resulting efficiency os-
cillates with rapidly diminishing peaks as the interaction length increases. The
process of minimizing 	φ by making the effective refractive indices the same for
the fundamental and harmonic light is called phase-matching. Techniques for
phase-matching are discussed in later in connection with the discussion of us-
ing harmonic generation as a technique for characterizing the NLO properties
of a polymeric material and for device applications. Poled polymers, have been
studied extensively for use in second harmonic generation and other frequency
conversion devices.

Degenerate Four-Wave Mixing. DFWM involves input and output light
all at the same frequency. When applied to a single input beam, this effect is re-
sponsible for applications such as self-focusing and defocusing due to differences
in intensity across the beam profile. When two distinct input beams overlap in
a sample, another effect of DFWM may be the transfer of energy between the
beams, which is useful for many applications such as single-frequency, all-optical
switching (37).
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DFWM is best understood in terms of an intensity-dependent refractive in-
dex. The two lowest order terms in the refractive index expansion for isotropic
media may be written simply as

n = n0 + n2 I (7)

where I is the incident intensity, n0 is the usual linear index (as seen for lower
light levels), and

n2 = 3
4ε0cn2

0

Re
[
χ (3)] (8)

The key parameter in optical switching is the intensity-dependent phase-
shift (as might appear between the arms of a Mach–Zehnder interferometer (38)
or in a directional coupler (39), for example) given by

	ϕ(λ, L) = 2π Ln2 I
λ

(9)

where L is the interaction length, and n2 also depends upon the wavelength λ

(40). Phase shifts of π or greater are required for most devices, though some
applications require only a shift of π /2 (41).

Sum and Difference Frequencies; Nondegenerate Four-Wave Mixing. In
addition to the phenomena described above, interesting NLO phenomena may
also result from a combination of monochromatic fields of different frequencies,
as in sum (ω = ω1 + ω2) and difference (ω = ω1 −ω2) frequency generation in
second-order processes, or nondegenerate four-wave mixing, a third-order process
in which the detected frequency may be any combination of the input frequen-
cies (for example, ω = 2ω1 − ω2 or ω = ω1 + 2ω2). These phenomena have histori-
cally been of less importance for polymer device applications, though commercial
applications for optical parametric generation using inorganic crystals, such as
β-barium borate are well developed. Finally, third-order, nondegenerate, four-
wave mixing may also involve the use of light of one frequency to cause a change
in the refractive index of the medium that is experienced by a second beam at a
different frequency (ω = ω1 − ω1 + ω2) (42,43).

Resonant Nonlinear Phenomena. The susceptibility tensors χ (2) and
χ (3) may be complex, indicating the presence of multiphoton resonances and non-
linear absorption effects. The effects of nonlinear absorption are of significant
interest in polymer device applications and are typically expressed in a power
series in the incident intensity with the transmitted intensity I1 given by (44)

dI1

dz
= −α(1) I1 − α(2) I1 I2 − α(3) I1 I2 I3 − · · · (10)

where the light propagates in the z-direction and the different subscripts 1, 2, 3
allow for light of different wavelengths to impact the transmission at wavelength
1. The two-photon absorption coefficient α(2) is related to the imaginary part of
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the complex third-order susceptibility for an isotropic medium by

α(2) = 3ω

2ε0c2n2
0

Im
[
χ (3)] (11)

One figure of merit for all-optical switching is the relative two-photon ab-
sorption that accompanies an intensity-dependent change in refractive index. The
quantity 2α(2)λ/n2 must be less than unity for switching to be possible (45).

In some resonant phenomena, such as saturated absorption, the use of a
power series as shown in equation 10 may be inappropriate because of the con-
tributions from higher order processes. For a dye in a solid polymer matrix, the
intensity-dependent absorption coefficient, based on inhomogeneous broadening
of the absorption, is often expressed in terms of the saturation intensity Is at
which the population of excited states in the dye from decay processes matches
the decay rate from the excited states (46):

α(I) = α(1)

(I + Is)
1
2

(12)

Multiphoton absorption is already widely used for spectroscopic analysis.
As discussed later in this article, linear absorption spectra of centrosymmetric
molecules only give transitions between states of opposite parity. Two-photon
absorption is capable of providing information about transitions between states
of the same parity, or so-called two-photon states. In addition, even in noncen-
trosymmetric materials, two-photon absorption can probe the bulk properties of
the medium at frequencies near the linear absorption band where a linear probe
may be absorbed at the material surface (44). Two-photon absorption promises to
be useful for ultrafast optical limiters, which protect against damage due to high
power laser pulses. Polymers containing metal centers or carbon-60 (fullerene)
have been especially interesting for this application (47–49). Multiphoton ab-
sorption effects are also being investigated currently for their application to laser
mode locking, optical pulse shaping, and other beam processing applications (50).

Other Effects.
Combination with Static Fields. A common technique, useful for optoelec-

tronic devices, is to combine a monochromatic optical field with a DC or quasi-
static field. This combination can lead to refractive index and absorption changes
(linear or quadratic electrooptic effects and electroabsorption), or to electric-field
induced second-harmonic generation (EFISH or DC-SHG, 2ω = ω + ω + 0) in a
quasi-third-order process. In EFISH, the DC field orients the molecular dipole
moments to enable or enhance the second-harmonic response of the material to
the applied laser frequency. The combination of a DC field component with a sin-
gle optical field is referred to as the linear electrooptic (Pockels) effect (ω = ω +
0), or the quadratic electrooptic (Kerr) effect (ω = ω + 0 + 0). These electrooptic
effects are discussed extensively in the article Electrooptical Applications (qv).
EFISH is discussed in this article, however, for the important role that it has
played in the characterization of nonlinear optical materials for other applica-
tions.
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Fig. 2. Schematic showing a cascaded optical nonlinearity in which the second harmonic
generated at one molecule combines with the fundamental by sum frequency generation
at a nearby molecule to result in a third harmonic generated through a cascade of second-
order processes.

Cascading. In most cases, the distinction between second- and third-
order nonlinearities is evident from the different phenomena each produce. That
distinction blurs, however, when one considers the cascading of second-order ef-
fects to produce third-order nonlinear phenomena (51). In a cascaded process, the
nonlinear optical field generated as a second-order response at one place com-
bines anew with the incident field in a subsequent second-order process. Figure 2
shows a schematic of this effect at the molecular level where second-order effects
in noncentrosymmetric molecules combine to yield a third-order response that
may be difficult to separate from a pure third-order process. This form of cascad-
ing is complicated by the near-field relationships that appear in the interaction
between molecules, but analysis of cascaded phenomena is of interest, because it
provides a way to explore local fields and the correlations between orientations of
dipoles in a centrosymmetric material (52).

Another form of cascading takes advantage of nonlocal, phase-matched
cascading of successive χ (2) processes to produce third-order nonlinear phase
shifts (53). These cascading effects have been investigated for their ability to
lead to large intensity-dependent refractive indices in poled waveguide materials
(54). For example, two successive second-order effects, such as second-harmonic
generation, followed by down conversion (ω = 2ω − ω), or optical rectification,
followed by the linear electrooptic effect, lead to an intensity-dependent refrac-
tive index based on successive χ (2):χ (2) interactions (55). The interested reader is
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referred to the references for a more complete discussion of the enhancements
that have been achieved through cascaded nonlinearities.

Nonlinear Light Scattering. Other forms of frequency conversion processes
and nonlinear spectral broadening are possible through nonlinear light scatter-
ing. When the scattering is due to fluctuations in the molecular susceptibility, the
result provides yet another method for investigating NLO properties referred to
as hyper-Rayleigh scattering (HRS) (56,57). A brief description of HRS is included
later because of its growing use in measuring optical nonlinearities of organic
chromophores incorporated into NLO polymers, especially octupolar molecules
and conducting solutions, not amenable to investigation through EFISH. Other
nonlinear optical scattering processes are generally beyond the scope of this arti-
cle, but are mentioned here for completeness. Stimulated Raman scattering and
coherent anti-Stokes Raman spectroscopy (CARS), for example, involve light scat-
tering from optical phonons and are widely used to convert available laser output
frequencies to a variety of infrared, visible or even ultra-violet wavelengths, via
so-called Stokes and anti-Stokes shifts (58,59). Stimulated Brillouin scattering
involves light scattering from sound waves, a photon/acoustic phonon interaction
through electrostriction (60). Rayleigh scattering leads to frequency shifts from
inhomogeneities in the material and is called Rayleigh wing-scattering if due to
fluctuations in the orientation of anisotropic molecules (61).

Advantages of NLO Polymers

Optical second-harmonic generation (SHG) in an organic material was first re-
ported in 1964 (62). The first measurements of the third-order NLO response of a
polymer were performed on polydiacetylene crystalline polymers by Sauteret and
co-workers in 1976 (63). Interest in polymeric second-order materials increased
dramatically in the early 1980s when Meredith and co-workers performed the
first studies on dye-doped glass-forming systems (64) and Singer and co-workers
developed the process of electric-field poling to lock in the orientation of the chro-
mophores in a guest–host system (65).

Why Polymers?. Though most current commercial NLO applications use
inorganic crystals and semiconductors, polymeric materials have been found to
offer many advantages over their inorganic counterparts. These advantages in-
clude fast (subpicosecond) response times for nonresonant electronic effects, high
optical damage thresholds, large susceptibilities combined with low dielectric
constants, ease of processability as thin films or as fibers, ability to be integrated
into silicon-based semiconductor structures or onto almost any substrate through
spin-coating or other film deposition techniques, and, most importantly, compo-
sitional flexibility, which allows their physical and chemical properties to be tai-
lored for specific end use applications through custom-functional design. These
advantages, in turn, lead to large figures of merit for device applications. Disad-
vantages to be overcome, however, include lower thermal stability at high and
low temperatures, lower mechanical strength, and, in some cases, higher linear
optical absorption and scattering.

Generally, the suitability of a material for device applications requires a bal-
ance between optical nonlinearity, thermal and chemical stability, optical losses,
and processability. Tradeoffs are to be expected as higher nonlinearities near
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resonance, for example, lead to increased absorption losses. For third-order ma-
terials, the all-optical device applications are especially diverse and promising.
These devices include all-optical switches (66), logic gates, optical memories, op-
tical limiters, light modulators, ultrafast shutters, directional couplers (67), non-
linear amplifiers (68), and phase conjugators (69). The application of polymers to
waveguide devices is a very important area of applied research, though the de-
tails are beyond the scope of this article. Polymer fibers have also been studied
for their ability to provide high quality long-length interaction for nonlinear ef-
fects with low losses and large bandwidth (70–72). Though no devices have yet
been put into mass production (41), the basic figures of merit for switching device
applications have been met by several materials and methods, including polydi-
acetylene waveguides (38) and poly(methyl methacrylate) fibers (73), and through
the use of cascaded nonlinearities (74).

Connecting Macroscopic Properties to Microscopic Unit Properties

The foregoing sections described how various NLO phenomena can be understood
in terms of the nonlinear susceptibilities. In this section, those susceptibilities are
described in terms of the polarizabilities and hyperpolarizabilities, which charac-
terize the separation of charge due to the electric-field at the molecular level. Ma-
jor factors considered in bridging between the microscopic and the macroscopic
properties include (1) local field effects, (2) orientation effects, (3) methods for in-
corporating NLO chromophores into a polymer to optimize the bulk properties,
and (4) limits to the optimization of bulk properties through additive effects of
the microscopic response.

Relating Macroscopic and Molecular Properties. For many or-
ganic/polymeric materials, the bulk polarization is best understood through av-
eraging of the molecular polarizabilities of the weakly-interacting constituent
materials. The molecular polarizability is expressed in a series expansion, similar
to equation 2 for the polarization, (28)

pω
I = µI + αi j( −ω; ω)Fω

J + βi jK( −ω; ω1, ω2)Fω1
J Fω2

K

+ γi jkl( −ω; ω1, ω2, ω3)Fω1
J Fω2

K Fω3
L + · · ·

(13)

where F represents the local electric-field at the molecule. It is helpful to note
the terminology differences between the macroscopic and molecular levels. Upper
case subscripts are used to distinguish the molecular coordinate system from the
laboratory coordinate system in which the macroscopic properties are measured.
µ is the permanent dipole moment of the molecule. α is the linear polarizability
tensor (not the absorption coefficient found in equation 10). The χ (2) and χ (3) ten-
sors are referred to as second- and third-order susceptibilities; the corresponding
molecular level tensors, β and γ , are called the first and second hyperpolarizabil-
ities. Values for β and γ are usually given in esu, where a typical chromophore
value for β of 10− 30 esu = 10− 30 cm4/statvolt becomes 4.2 × 10− 40 m4/V in SI
units and a value for γ of 10− 33 esu = 10− 33 cm5/statvolt2 becomes 1.4 × 10− 47
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m5/V2 in SI (28). The reader is warned, however, that different unit conventions,
and different conversion factors, are also used (75).

Local Fields. Relating the macroscopic nonlinear susceptibilities to the
hyperpolarizabilities requires (1) incorporating the effects of the local fields at
the molecules, and (2) averaging over the arrangement of molecules in the bulk.
In general, finding the relationship between the local field in equation 13 and the
macroscopic field found in equation 2 is a highly nonlinear and difficult problem
(the “local field problem”) (49). (Analysis in the case of monomolecular films is
simpler because local field corrections are less important and the materials are
highly oriented (76)). The local field F acting on the molecule is the vector sum of
the applied field and the polarization field. The polarization field is the difference
between the field due to nearest neighbor molecules and the collective field of a
large number of molecules in a carefully defined volume around the molecule. The
local field problem is solved satisfactorily for homogeneous materials by approxi-
mating the polarization by the linear term in the series expansion of equation 2
and assuming that the molecule exists in a spherical cavity in a homogenous me-
dia (77). This method of analysis, first described by Lorentz, leads to the so-called
Lorentz local field factors, fω = (n2

ω + 2)/3, where nω is the linear index of refrac-
tion of the medium at frequency ω. (If static fields are involved, an Onsager local
field treatment provides a first approximation to a more detailed treatment. In
this case, the relevant local field factor becomes f0 = [ε(n2 + 3)]/(n2 + 2ε) where ε

represents the relative permittivity (78)). Thus, for homogeneous isotropic media
and optical fields only,

χ (2)( −ω; ω1, ω2) = N/ε0 × fω fω2 fω1 × 〈β( −ω; ω1, ω2)〉 (14)

χ (3)( −ω; ω1, ω2, ω3) = N/ε0 × fω fω3 fω2 fω1 ×〈γ ( −ω; ω1, ω2, ω3)〉 (15)

with N being the number density of the molecules and 〈 〉 representing orienta-
tional averaging, which is discussed in the following section.

The local field effects for composite materials require more detailed analysis
and can lead to a significant enhancement of the NLO response. For example, a
promising method for enhancing the nonlinearity by several orders of magnitude
through local field effects is to embed either finely distributed or fractal clusters
of metal particles (79) in a polymer matrix.

Orientational Averaging. In general, orientational averaging requires
careful consideration of the tensor nature of the hyperpolarizabilities and suscep-
tibilities, and an appropriate choice of distribution functions for the geometries
of the molecules involved and their arrangement in the bulk. The orientational
averaging of γ (or β) is given formally by the integration of γ (or β), weighted
by an appropriate distribution function for the range of orientations, over the
appropriate range of angular orientations (79)

〈γ 〉 =
∫

G(�)γ (�) d�∫
G(�) d�

(16)

In the case of an isotropic polymer, the weighting function G (�) is a con-
stant for all orientations. See also Reference 80 for a discussion of theoretical
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Fig. 3. Illustration of the electric-field poling process where the arrows represent the
dipole moment orientation for NLO chromophores dissolved in a polymer matrix. (First
appearing in Reference 81. Reprinted with permission.)

models used to calculate the appropriate order parameters used to perform the
orientational averaging for β.

Electric-Field Poling for Second-Order NLO Polymers. As previously dis-
cussed, only noncentrosymmetric media have nonzero χ (2) values. Similarly, the
molecular constituents of the media must have nonzero β. Moreover, in amor-
phous polymers, the bulk is centrosymmetric with χ (2) = 0, even if β is nonzero,
due to the random orientation of the molecules. Thus, it is necessary to align
the polar constituents in the polymer in order to generate second-harmonic or
produce other χ (2) effects (though second-harmonic generation through hyper-
Rayleigh scattering is still possible). Alignment is usually accomplished through
electric-field poling, as illustrated in Figure 3. Poling involves heating the poly-
mer, with the NLO chromophore incorporated into it, to a temperature above the
temperature at which the polymer becomes rubbery, called the glass-transition
temperature, Tg (see GLASS TRANSITION). At and above Tg, the dipoles can be
aligned simply by the application of an external electric (poling) field, typically on
the order of 100 MV/m. With the poling field maintained, the polymer is cooled
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back to room temperature, locking in the polar alignment (at least temporar-
ily). See Reference (78) for a more complete description of the poling process and
its implications for orientational averaging and long-term thermal stability. The
foregoing section assumes that Tg is lower than the chromophore decomposition
temperature. Hybrid pressure poling and all-optical poling methods are also in
use. These utilize other optical effects such as photoisomerization to assist the
poling process (82).

For an isotropic, poled polymer film of essentially one-dimensional NLO
molecules, the orientational average is expressed in terms of the average angle
between the ground-state dipole moments of the chromophores and the direc-
tion in the film they would be pointing if perfectly aligned (83). For a polymer
film in which the nonlinear component or moiety is rotationally symmetric about
the film normal (z-axis), the only two nonzero susceptibility components can be
determined from the angle (θ ) between the film normal and the molecular Z-axis,
(84)

χ (2)
zzz = Nβ∗

ZZZ〈cos3 θ〉 χ (2)
xxz = 1

2
Nβ∗

XXZ〈cos θ sin2
θ〉 (17)

where ∗ indicates that appropriate local field corrections are already incorporated
into the hyperpolarizabilities. For poled polymer materials, the orientational av-
erages shown in equation 17 are determined thermodynamically by the coupling
between the poling field Ep and the nonzero molecular dipole moment µ. (The
ground state dipole moment can be determined from measurements of the per-
mittivity and refractive index as a function of concentration (85)). The only two
tensor components of χ2 can then be expressed simply as

χ (2)
zzz = Nβ∗ µ∗Ep

5ε0kT
χ (2)

xxz = Nβ∗ µ∗Ep

15ε0kT
(18)

where kT is the Boltzman energy. When poling is needed to induce polar order, the
molecular figure of merit is the µβ product. Nonresonant values of µβ as great
as 10 × 10− 45 esu have been reported for 3-phenyl-5-isoxazolone, for example
(86). In the absence of dipolar interactions, such as assemblies of octupolar mul-
tidimensional molecules, a more complicated analysis is required. In these cases,
the desired alignment may be a highly ordered octupolar state without dipolar
interactions (87). A later section briefly discusses polymeric materials with mul-
tidimensional constituents.

Maintaining polar order in a poled polymer is of great importance for
second-order applications (88,89). The dielectric relaxation process leading to
decay in the orientation of ordered polymers has been studied extensively and
is the subject of another article (see DIELECTRIC RELAXATION). Several models
that describe the chromophore reorientation for NLO materials have been pro-
posed, including the Kohlrausch–Williams–Watts (KWW) model (90,91), biexpo-
nential and triexponential decay models (92), time-dependent Debye relaxation
time models (93), and the Liu–Ramkrishna–Lackritz (LRL) model (94). For fur-
ther information on these and other issues relating to dielectric relaxation in
poled polymers, see also Reference 95.
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One more example of the difficulties that can arise in comparing the hyper-
polarizabilities and bulk susceptibilities is seen in the case of EFISH. Although
EFISH is a macroscopic third-order process, the microscopic–macroscopic transi-
tion for EFISH is expressed as

χ
(3)
i jkl( −2ω; ω, ω, 0) = N[〈γ ∗

IJKL( −2ω; ω, ω, 0)〉i jkl + 〈µ∗
I( −0; 0)β∗

Jkl( −2ω; ω, ω)〉i jkl]

(19)

The second term on the right side of equation 19 ultimately determines the
usefulness of the molecule when incorporated into a polymer for second-order
applications (96). A DC field aligns the dipole moment µ so that the first hy-
perpolarizability, β, can contribute to the bulk response. A similar expression is
applied to poled polymers (24). The assumption that γ is negligible compared to
β is usually valid for nonlinear chromophores, but not for extended π -electron
donor–acceptor systems because γ increases with conjugation length faster than
β (97).

Orientational Effects in Third-Order Polymers. Bulk asymmetry is not
required for a third-order NLO response, but orientation of polymer chains re-
mains an important factor even if β = 0. For one-dimensional, π -electron con-
jugated polymers, the largest contribution to the NLO response occurs for light
polarized parallel to the direction of the conjugated chain. Therefore, alignment
of polymer chains, which restricts electron delocalization to one-dimension, en-
hances the magnitude of the NLO response of the polymer. Polymers with high
levels of anisotropy exhibit significantly larger NLO response when the applied
electric-field is polarized in a direction parallel to the chain orientation. The NLO
response of an unoriented film of linear chain molecules has been shown to be one-
fifth the NLO response of oriented film when the electric-field is applied parallel
to the molecules (98). The implication is that processing polymers on a micro-
scopic level is one method of enhancing the third order response of the polymer. A
common method used to align polymer chains is stretch orientation of thin films
(99). See also Reference 79 for an example of the application of the orientational
averaging process to third-order materials.

Incorporating Chromophores into Polymers. The dominant approach
used to enhance the second-order NLO response of organic materials is to incor-
porate optimized chromophores into a polymer matrix. The method used for in-
corporating the chromophore varies. The choice of polymer depends upon linear
optical and other properties that make the polymer suitable for devices (81).

Guest–Host Polymers. The simplest, but not optimal, approach to incor-
porating NLO chromophores into a polymer is to dissolve the dye molecules into
the polymer in a guest–host solid solution system (see Fig. 4a). (Poly (methyl
methacrylate) has been one of the most commonly used polymers for this purpose
for its ease of processability.) There are several significant drawbacks, however,
to using a guest–host system. (1) The amount of dye that can be dissolved is
usually very limited. (2) The glass transition temperature drops with increased
doping due to plasticization. (3) The chromophore tends to leave the polymer at
elevated temperatures. (4) Finally, the alignment of the molecular dipoles is less
stable, so that a poled guest–host system is unlikely to retain its orientation for
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Fig. 4. Schematic of methods for incorporating NLO chromophores into a polymer, in-
cluding (a) guest–host system, (b) side-chain functionalized system, (c) main-chain func-
tionalized system, and (d) cross-linking system.

long periods (24). Methods to overcome these limitations include using high glass-
transition temperature polymers, such as polyimides or polyetherketones, doped
with relatively miscible chromophores (100,101).

Side-Chain Polymers. Though more challenging to produce than a guest–
host system, a side-chain functionalized system in which at least one end of each
of the chromophores is attached as a side chain to the polymer backbone, avoids
some of the limitations of the guest–host system (see Fig. 4b). The resultant
polymer retains the nonlinearity of the dopant molecules and permits greater
chromophore concentration for a larger NLO response. Still, packing problems
may appear if the chromophore concentration becomes too high. Attaching the
chromophore as a side chain causes the orientational stability and other thermal
properties of the system to depend more on the thermal properties of the polymer.
For example, a polyimide with a high Tg is better able to preserve the polar or-
der of the chromophore if the chromophore is incorporated as a side chain, rather
than a simple solute (102).

Main-Chain Polymers. Main-chain polymers incorporate the chromophore
directly into the chain by linking both ends of the chromophore, in either head-
to-tail (isoregic) or head-to-head (syndioregic) configuration or some combination.
Though a main chain configuration should add stability, establishing polar order
in these polymers is not always obvious. The syndioregic configuration offers the
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possibility of folding the polymer like an accordion so that the chromophores will
align (103) (see Figure 4c).

Cross-Linked Polymers. Perhaps the greatest promise for long-term sta-
bility in molecular materials comes from cross-linked polymers (see Fig. 4d).
Cross-linking must be performed during poling, but can be accomplished with
guest–host (104), side-chain, or main-chain systems. The cross-linking must be
done carefully to avoid the introduction of defects. One promising approach is the
use of interpenetrating polymer networks (105).

Limitations to Relating the Polymer Response to Molecular and
Oligomeric Properties. In many cases, the NLO response of the polymer can
be derived entirely from the response of the molecular NLO chromophore units
and their concentration in the polymer as a medium. The assumption that the
system is weakly interacting is justified if the nonlinearity is a linear function
of molecular concentration (106,107). For large concentrations of molecules in a
polymer matrix, the assumption of a weakly interacting system may break down,
however, as dimerization or aggregation become important (108).

Oligomers. Similarly, the third-order NLO properties of π -conjugated
polymers are often extrapolated from oligomeric structure studies. Effective con-
jugation length scaling laws and band gap narrowing are examples of proper-
ties that have been investigated in terms of the oligomeric unit (109,110). Un-
fortunately, some aspects of a polymeric system cannot be modeled by smaller
molecules, and extending oligomeric structure–property relationships to poly-
meric materials can be problematic. For instance, saturation effects in electron
delocalization become apparent as conjugated chains become very long. Also, it
is known that the excited state structure of a polymer may differ from its cor-
responding oligomer (111), and the effect that substitution may have on a poly-
mer is not reflected by substitution on its related oligomeric or polyeneic struc-
ture (112). Many other issues that surround the extension of oligomer structure–
property relationships to polymer relationships have been considered and much
literature is available on the topic (113). With these caveats in mind, the next
section discusses the electronic character of constituent NLO materials for the
purpose of understanding the origin of the hyperpolarizabilities.

Structure–Property Relationships: Understanding Constituent
NLO Properties

How macroscopic NLO properties of a material are determined from the response
of its microscopic constituents was shown in the previous section. The origin of
the NLO properties of these constituents is discussed here. A fundamental the-
oretical problem is to calculate the NLO response directly from the electronic
configuration of the molecules. This section explores the molecular parameters
that contribute to large hyperpolarizabilities. Particular emphasis is on sum rule
calculations and essential states models as guides to obtaining the optimal NLO
response.

The discussion necessarily divides into separate consideration of the
structure–property relationships for the molecular constituents, which par-
ticularly impact the χ (2) response, and the nature of the supramolecular and
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polymeric effects, especially relevant to χ (3) materials. Fundamental factors
affecting each are discussed, including symmetry, donor–acceptor groups and
charge transfer, conjugation or π -electron delocalization length, the nature of the
π -electron bonding sequence, bond length alternation (or bond order alternation),
aromaticity, multidimensionality, and the substitution of alternate atoms into
the conjugated structure.

Brief Overview of Quantum Calculations. Most organic and poly-
meric systems, unlike inorganic systems, owe their nonlinear response to virtual
electron excitations occurring in the individual molecular or monomeric units.
A complete theoretical understanding of the NLO response requires extensive
quantum mechanical calculations, which encompass every structural aspect of
the system. These aspects include the positions and electron configuration of
each atom, the nature of the bonds between atoms, and the full electronic energy
band structure, including all interactions. The linear and nonlinear properties
can be deduced from the wavefunction of the system, which is the solution to the
Schroedinger equation H� = E�, where H is the suitably chosen Hamiltonian
operator including interactions among all the charges and E is the energy of the
system. The molecular orbital (MO) approach expands the wavefunction in a
self-consistent set of basis functions with appropriate configuration interactions
(CI), using a linear combination of atomic orbitals (114). The number of CI
integrals to be calculated increases as the fourth power or higher of the number
of basis functions in the molecule, so that calculations even for small molecules
can be time-consuming (115).

At least three different approaches are used to calculate the nonlinear
response from quantum chemical considerations (40,116). In so-called “deriva-
tive” techniques, the polarizability and hyperpolarizabilities are found by taking
derivatives of the dipole moment components with respect to the various electric-
field components.

αi j = ∂µi

∂Ej

βi jk = ∂2µi

∂Ej∂Ek

γi jkl = ∂3µi

∂Ej∂Ek∂El

(20)

These derivatives are evaluated using so-called coupled Hartree–Fock tech-
niques and either static or oscillating fields (117). A second approach is to model
the nonlinear media as a set of coupled anharmonic oscillators, with resonant
frequencies corresponding to excited state transition frequencies. The strength of
the coupling is a function of the proximity of the external field frequency to the
resonant frequency of the oscillator.

A third approach, the one most important for the current discussions, is to
treat the electric-field as a source of perturbation of the total molecular energy us-
ing real and virtual excited state transitions. This approach uses electronic wave
functions either for all of the electrons of the molecule (ab initio calculations)
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or for only the valence electrons (so-called semiempirical theories). Semiempir-
ical Hamiltonians may ignore electron interactions completely (Huckel theory).
They may assume one π -orbital per carbon and assume no overlap between ad-
jacent electron orbitals (Pariser–Parr–Pople or PPP). Or, they may include both
the σ and π electrons and either no overlap (so-called complete neglect of differ-
ential overlap or CNDO), or only include overlap between orbitals on the same
atom (intermediate neglect of differential overlap or INDO). The goal of each of
these techniques is to compute the energy levels, transition moments, and dipole
moment differences for essential energy states of a molecule (118). These pa-
rameters are used in a sum-over-states perturbation approach to determine the
hyperpolarizabilities. See, for example, References (40,119–121). An advantage
of the perturbation approach is the explicit appearance of the frequency response
and the role that different excited states play in the frequency response.

Sum-Over-Essential States Models for Molecular Materials.
The Two-Level Model for β. For NLO organic chromophores (dyes) used

to provide a large second-order nonlinear response, the sum-over-states approach
has proven to be a particularly valuable predictor of β and its spectral dispersion.
In the sum-over-states approach, hyperpolarizabilities may be calculated in the-
ory by including contributions from virtual and real transitions to and from all of
the excited states or energy levels of the molecules. In practice, however, only a
few states are expected to contribute measurably. The key to using this approach
for optimizing β (or γ ) is to identify and characterize the contributions of the most
important excited states of the molecule in the spectral region of interest. In fact,
β is often well understood by truncating the sum to include only the ground state
and one excited state, a so-called two-level model. The energy difference between
these two states is sometimes called the optical gap, and the nature and location
of the transition (gap) between the two states is particularly important for its
dominant role in the linear absorption spectrum. The two-level model yields a
simple formula for β in the case of second-harmonic generation (122):

βtwo-level = 3
2�2

ω2
∣∣µ2

01

∣∣	µ10[
ω2

10 − ω2
][

ω2
10 − 4ω2

] (21)

where �ω10 is the energy difference between the ground and excited state, µ01 is
the transition dipole moment between the two states, “0” (the ground state) and
“1” (the excited state), and 	µ10 = µ11 − µ00 is the difference between dipole mo-
ments of these two states. The transition dipole moment µ01 can be determined
by numerical integration of the absorption spectra. The ground state dipole mo-
ment µ00 is determined through concentration-dependent measurements of the
relative permittivity and refractive index. The excited state dipole moment µ11
is typically found by analysis of spectral shifts in the absorption band due to
changes in the local electric-field (electrochromism or solvatochromism) (85).

The two-level model justifies the dominant approach for optimization of the
second-order NLO response, which is to couple the largest transition moment
with the largest dipole moment difference. This combination of a large transi-
tion moment and large dipole moment difference is usually accompanied by a
sharp absorption peak. A general rule-of-thumb, which has been adopted by many
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researchers into second-order molecular materials is summed up by the adage,
“Redder is better.” In effect, the lower the energy of the dominant absorption
peak of the chromophore, the greater is the nonlinear response. (Interestingly,
some highly nonlinear organic chromophores such as Foron brilliant blue and
squaraine dyes (123,124) have sharp absorption peaks shifted so far into the vis-
ible so as to absorb the red wavelengths, yet transmit higher energy blue wave-
lengths, prompting the enigmatic description that such chromophores “are so red,
they’re blue!”)

The two-level model has guided researchers in finding optimal chro-
mophores for nonlinear polymers ever since the original work by Oudar and
Chemla in the early 1970’s (125). More recent theoretical analysis by Kuzyk of
sum-rule-restricted off-resonance contributions to the optical nonlinearity shows
that a full quantum sum-rule analysis provides a physical limit to the maximum
diagonal tensor component, off resonance, for both β (126), and γ (127). This study
indicates that the key to increasing β and γ is to design molecules that have
one dominant excited state at an energy close to the ground state with as many
double (or triple) bonds (delocalized electrons) as possible. Molecules with a sin-
gle dominant excited state are, therefore, particularly well-suited to a two-level
model analysis. Kuzyk has also extended this work to off-diagonal tensor compo-
nents to show that the maximum off-diagonal components can be no larger than
the largest possible diagonal component (128). (The off-diagonal components for
a particular molecule, however, may be larger than the available diagonal com-
ponents for that molecule (25)).

Donor–Acceptor Groups. The difference between the ground state and ex-
cited state dipole moments, 	µ01, is important in designing optimal second-order
NLO chromophores because 	µ01 quantifies the ability of the electrons in the
molecule to shift preferentially in one direction along the molecule with the ap-
plication of an oscillating electric-field. To impart such a bias, initial studies used
aromatic and long-chain π -electron systems with an electron donating group at
one end and an accepting group at the other. A prototypical dye molecule with
these features, dimethylaminonitrostilbene (DANS), is shown in Figure 5. Recall
that the dipole moment is simply a measure of the separation of a unit charge
along the length of the molecule. The effect of substitution of different electron
donor and acceptor groups has been the subject of extensive study, and tables of
values for different groups can be found in References 129 and 130.

Nature of π -Electron Bonding, Aromaticity, and Bond Length Alternation.
A comparison between the ground and excited state structures in Figure 5 intro-
duces another line of inquiry for optimizing β. In the charge-transfer (CT) excited
state, the charge configuration will change from the aromatic structure of Figure
5a to the more quinonal (and zwitterionic) structure represented in Figure 5b. In
this case, the CT state has lost “aromaticity,” as can be seen by the loss of conju-
gation in the rings. Marder and co-workers have studied CT processes and found
that a larger effective donor–acceptor strength will often result from a degenerate
ground state in which the π -electrons are optimally delocalized along the chain.
In this case, the CT state gains aromaticity and the 	µ01 factor will be negative,
leading to a negative β off-resonance (131).

The relative contributions to the ground-state energy of different electron
configurations (as those shown in Figs. 5a and 5b can be described by the



144 NONLINEAR OPTICAL PROPERTIES Vol. 9

Fig. 5. Typical linear donor–acceptor chromophore (DANS) (a) ground state and (b) first
excited state structures.

Fig. 6. The nature of π -electron bonding varies between the (a) polyene, (b) cyanine, and
(c) zwitterionic limits.

tendency of the ground state to exhibit pronounced bond length alternation
(BLA). In general, BLA refers to the difference in the bond lengths between ad-
jacent carbon atoms within the backbone chain of the molecule. (Similarly, bond
order alternation refers to the extent of alternating single, double, or triple bonds
along the backbone, where single bonds are longest and triple shortest.) The na-
ture of the π -electron bonding can be seen also in Figure 6, which illustrates the
difference between polyene, cyanine, and zwitterionic forms for the conjugated
chain. The polyene and zwitterionic structures show significant bond length al-
ternation, while the cyanine shows none (131). Tuning between these forms is
possible through changing solvent polarity and the strength of the donor and ac-
ceptor end groups (118).

Studies by Meyers and co-workers have shown that the NLO response of
many strong donor-acceptor molecules suffer from too much bond length alter-
nation (on the order of 0.01 nm), which inhibits charge transfer in the excited
state (132). β is zero in the cyanine limit, however, when there is no bond length
alternation. Interestingly, β peaks with opposite sign when the BLA is either
intermediate between the polyene/cyanine structure or intermediate between a
cyanine/zwitterionic structure (BLA ∼ ±0.004 nm) (133). One important result
from these studies is that the relative amount of charge separation is a function
not only of the end groups involved, but also of the molecular environment due
to solvatochromic effects (118). For a more extensive discussion of the balance of
factors represented in the two-level model and techniques for optimizing β, see
also Reference 134. A discussion of methods for determining the dependence of β

on other parameters may also be found in Reference 135.
Conjugation Length. The dominant characteristics for second-order ma-

terials are π -electron delocalization and strong acceptor–donor dipolar charge
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transfer. Thus, the distance and magnitude of the charge transfer of the π -
electrons in the excited state determines the magnitude of β. β increases with
charge separation (electron delocalization) only if strong coupling through the
conjugated bridge unit between the donor and the acceptor ends is preserved.
Studies of the conjugation length dependence of β have shown an initial increase
as the third power in that length, at least for the first 12 π -electrons or more
(136). However, studies have demonstrated that the donor–acceptor interaction
stops increasing after a certain chain length, limiting the electron delocaliza-
tion, and the result is an observable saturation effect (137,138). Unfortunately,
increased conjugation length correlates with increased absorption, leading to re-
duced linear optical transparency. The significance of conjugation length is also
explored further below in connection with third-order materials.

The Two-Level Model for γ and Its Limitations. Generally, essential-
states-model calculations have been very successful in explaining and predict-
ing the second-order response of noncentrosymmetric materials, but considerable
work remains for understanding third-order materials. As a starting point, con-
sider again the two-level model, which can be expressed for third-harmonic gen-
eration as (139)

γtwo-level = µ2
01

4�3

[
	µ2

10 D111 − µ2
01 D11

]
(22)

The dependence on the energy difference between the ground state and ex-
cited state and the incident photon energy is given by the denominator “D” factors
(omitting resonance damping effects near the excited state transition energies)

D111 = [(ω10 − 3ω)(ω10 − 2ω)(ω10 − ω)]− 1 + [(ω10 + ω)(ω10 − 2ω)(ω10 − ω)]− 1

+ [(ω10 + ω)(ω10 + 2ω)(ω10 − ω)]− 1 + [(ω10 + ω)(ω10 + 2ω)(ω10 + 3ω)]− 1

and

D11 = [
(ω10 − ω)2(ω10 − 3ω)

]− 1 + [
(ω10 + ω)(ω10 − ω)2]− 1

+ [
(ω10 + ω)2(ω10 − ω)

]− 1 + [
(ω10 + ω)2(ω10 + 3ω)

]− 1 (23)

A major difference between βtwo−level and γ two−level is the presence of two
competing terms in equation 22. (Only the second term will contribute, however,
with a centrosymmetric material, yielding a negative γ if D111 and D11 are pos-
itive, as they must be below resonance.) Competition between the two terms of
the model results for noncentrosymmetric molecules. Fundamental calculations
by Kuzyk show that the maximum theoretical result for noncentrosymmetric
molecules is positive and four times the value in the centrosymmetric case (127).

Two-Photon Resonant Enhancement. The frequency dependence of the es-
sential states models is also important as indicated by the potential for resonant
enhancement in the denominators “D” of the sum-over-states (with appropriate
damping effects not indicated in eq. 23). Generally, it is undesirable to operate
near a resonance with either the fundamental input frequency ω or the desired
harmonic output. When 2ω approaches ω10, however, an important intermediate
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two-photon resonance is evident from the second D111 term. In this case, reso-
nant enhancement appears without undesirable absorption effects. The (ω10−2ω)
denominator term also appears in expressions for other types of frequency con-
version and even the nonlinear refractive index. Intermediate resonant enhance-
ment applies not only to the two-level model. Absorption and/or resonant en-
hancement are possible whenever there are real energy levels close to the one,
two, or three photon transitions (140).

Bond Length Alternation Revisited. Meyers and co-workers have also the-
oretically examined simple donor–acceptor polyenes by applying an external,
static homogeneous electric-field to tune to different degrees of bond length al-
ternation and mimic the effects of varying solvent polarity. Their studies indi-
cate that for highly bond-length alternated molecules, such as polyenes, the off-
resonant γ is positive, but, as the bond alternation is decreased, γ changes sign
and peaks negatively in the cyanine limit (133).

Extension to Multilevel Models for Constituent Materials.
Symmetry and Excited States. It should be emphasized that Kuzyk’s sum-

rule calculations, which highlight the importance of the energy difference be-
tween the ground and the first excited states, only provide upper bounds on the
values of β and γ . Predicting actual values require more complex relationships.
Similarly, the two-level model has been shown to be inadequate even as a start-
ing point for many materials, (139,141) failing to account even for the sign of
γ . For example, measurements, as well as full quantum chemical calculations,
show that centrosymmetric polyene-like molecular materials show a positive off-
resonant nonlinearity. The two-level model predicts only negative γ off-resonance
for centrosymmetric systems (142). In contrast, linear cyanines have been mod-
eled theoretically in detail by Pierce, who found that, below resonance, γ < 0 for
all-trans linear centrosymmetric cyanines. His calculations, as well as several ex-
perimental studies, however, show that the two-level model is still inadequate for
these molecules and higher lying two-photon states must be included (143,144).

To understand the effects of additional states beyond the two-level model
in centrosymmetric molecular materials, it is helpful to analyze symmetry condi-
tions that dictate allowable transitions between states. Because the ground state
(also called the 1Ag state) is of Ag symmetry, the lowest optically allowed one-
photon transition is to the 1Bu state (of opposite symmetry), which is the lowest
lying one-photon excited state in the linear absorption spectrum. The 1Bu state is
not necessarily the lowest lying excited state, however. One fundamental differ-
ence between centrosymmetric polyenes and cyanines is the location of another
excited state, the lowest lying two-photon state or 2Ag state. Studies show that
the 2Ag state lies energetically below the linear absorption peak (1Bu state) for
polyenes, but above the peak for cyanines. Electron correlations that lower the
2Ag state below the 1Bu state create a nonradiative decay pathway for the 1Bu
state and can significantly detract from the nonlinear response (145).

Excited-State Enhancements. Several studies also consider further en-
hancements that may be possible if starting from an excited state (146). By
optically pumping to increase the population of an excited state, Heflin and co-
workers observed a two-order magnitude enhancement (147). The reasons for this
increase can be seen again from the terms of the two-level model in equations
21 and 22. By starting from an excited state, one can take advantage of larger
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optical transition moments µnm, where n and m are both excited states, and
smaller energy differences, �ωnm, between the populated excited state n and the
excited state m.

Some Structure–Property Relationships for Third-Order Polymers
and Macromolecules. The preferred approach for developing dipolar second-
order materials has been to find optimized chromophores and incorporate these
into a polymer with appropriate functionalization. For third-order applications
chromophore doping is sometimes used, but is not necessary as the conjugated
polymer itself contributes significantly to the NLO response. Third-order ma-
terials more often focus on the polymer matrix itself as a system for maximiz-
ing extended π -electron conjugation, though researchers have probed third-order
phenomena through the use of smaller, simpler monomers and oligomers. Poly-
mers systems are more difficult to probe because of their size and complexity.
Optimization parameters include conjugation length (limited by significant sat-
uration effects, and optimizing interaction among the electrons through chain
conformation) and the introduction of spacers and donor–acceptor groups, some-
times leading to increased dimensionality of the polymer system.

Conjugation Length and Saturation Effects. The effective conjugation
length of a polymer heavily influences the size of the third-order NLO response
(148). The free-electron model of Rustagi and Ducuing showed that γ increases
exponentially with the number of repeat units in the chain (L) by, γ ∼ Ln, where n
= 5 for short chains (149). Experimental studies agree (150), in general, with this
relationship, though the scaling exponent varies in the range of n ∼ 3–5.4 (151).
The scaling exponent n is dependant upon factors such as the chemical structure
of the material and substituent groups. For instance, (n ∼ 2.5) was reported by
Samuel and co-workers for unsubstituted polyacetylene (152), and various substi-
tuted polyacetylenes values of n between 2.3 and 4.6 were reported by Neher and
co-workers (153). The effect of electron correlations on the scaling has also been
investigated, but is beyond the scope of this article. See, for example, Reference
154.

Oligomeric studies have also shown, however, that the NLO response of a
conjugated polymer can become quickly saturated as the quantity of repeat units
in the chain is increased beyond a certain, critical value. For example, very long
chain polyene oligomers showed a saturation of γ at 60 double bonds (155), and
poly(triacetylene) oligomers showed saturation of NLO values at 10 repeat units
(110). Another study by Yang and co-workers provided evidence that suggested
that the exponential scaling factor n in longer conjugated chains actually becomes
dependant upon the number of repeat units (L) in the chain (156). This function,
n(L), can be used to gain a more detailed understanding of the phenomena that
occurs during the transition from a very short chain oligomer to a very long chain
oligomer and ultimately a polymer.

Donor–Acceptor Groups, Spacers, and Planar Structure for Third-Order
Polymers. A rigid planar structure in a polymeric material increases the
third-order nonlinear optical response by maximizing the overlap area of the
π -electron orbitals, thereby enhancing electron delocalization (157). Electron
donor–acceptor groups are sometimes incorporated in conjugated, third-order
polymer systems to enhance electron delocalization. As with second-order NLO
chromophores, these “push–pull” groups can be added as end groups, or can be
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Fig. 7. Electronic effects upon increasing the number of repeat units in a conjugated
chain. In a very long chain, discrete energy levels are replaced by valence and conduc-
tion bands, and as the conjugation length is increased, the band gap is typically reduced.
(a) π -conjugated chain with few repeat units, (b) π -conjugated chain with increased num-
ber of repeat units, and (c) π -conjugated polymer chain.

inserted directly into the conjugated backbone structure. A recent study by
Gubler and co-workers showed that inserting various spacer groups in the con-
jugated pathway of a polyene molecule increased γ for the molecule due to in-
creased electron delocalization (158). The relationship between the presence of
spacers and the maintenance of a rigid planar structure can be complicated. In
the Gubler study, when the polyene to which spacers were added was polymer-
ized, the third-order response of related polymeric materials did not maintain the
increased NLO response of the polyenes. This loss in scaling was attributed to a
decrease in electron delocalization due to a loss of planar structure that occurred
in the polymer sample as a result of the interchain spacers. Other studies have
also indicated that the planarity of the polymer is a dominating factor in deciding
the third-order nonlinear response of the polymer (159). Further investigation of
the effect of the spacers and the effect of the substitution on third-order materials
is needed.

Band Gap. A common model for characterizing the effects of excited states
for extended polymer systems is to consider the so-called band gap in the poly-
mer. π -Conjugated polymers are sometimes considered organic semiconductors
because the energies of their electrons exist in energy bands rather than dis-
crete energy levels. The transition of the electronic structure (of a growing π -
conjugated chain), from energy levels to energy bands, occurs as monomer units
are added to a growing chain (see Fig. 7). As units are added, the number of
valance and conduction energy bands increases as does the amount of electron
delocalization. When the chain is sufficiently long, the energy levels are forced
together so closely that energy bands are formed and discrete energy levels no
longer exist.
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Fig. 8. Band gaps in (a) an insulator, where the gap is large and electrons are unable to
pass from valence band to conduction band; (b) a semiconductor, where electrons with suf-
ficient energy are able to pass from the valence to the conduction band; and (c) a conductor,
where no band gap exists.

The band gap is considered to be the energy difference that exists between
the highest occupied molecular orbital (HOMO) in the ground state and the low-
est unoccupied molecular orbital (LUMO) in the excited state. Theoretically, the
band gap is defined as the amount of energy required for an electron to transition
from the ground state to the first dipole-allowed (one-photon) excited state. Ex-
perimentally, the band gap of a π -conjugated material is quantified by measuring
by the longest wavelength electronic absorption maximum (λmax) (160). In gen-
eral, reducing the band gap causes an increase in electron delocalization along a
conjugated chain and therefore an increase in the third-order NLO response.

Much research in third-order π -conjugated materials is driven towards re-
ducing the band gap to a semiconductor (161) or even intrinsically conducting
status, as illustrated in Figure 8 (162). Two important approaches to minimizing
the band gap of π -conjugated materials are minimizing BLA and incorporating
donor–acceptor groups (163). Polyacetylene, for instance, would have a zero band
gap (and be a intrinsically conducting polymer) if the adjacent carbons atoms
along the chain were all equidistant; in other words, if the BLA value were zero.
This is not the case, however, due to the alternating single and double bonds
along the PA chain. Therefore PA has a finite band gap. Consider a thiophene
monomer, which can have either an aromatic or quinoid structure. The structure
that is exclusively quinoid has a relatively large band gap because the bonds
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between the thiophene repeat units are completely double bond in nature. Sim-
ilarly, the linkages between the aromatic repeat units are fully single bond in
character. The ideal strategy in reducing the band gap of a polythiophene is syn-
thesizing a structure in which the quinoid and aromatic structures balance in
such a way that the BLA is effectively zero.

The excited states in semiconducting materials can be viewed as containing
electrons and “holes” (vacancies left by the absence of an electron), which are
formed from the ground state by promoting electrons from filled (valence band)
orbitals to the empty (conduction band) orbitals. In the free charge continuum,
these electrons and holes are uncorrelated, meaning that the knowledge of the
position of either an electron or a hole does not yield any information about the
location of the other. Any state that lies below the band edge of the continuum is
known as an excitonic state. In these states, the motion of the electron and hole
are correlated, and the combination is referred to as an “exciton.” At energies
close to a one-photon resonance, double-excited states or “biexcitons” can play a
major role in the two-photon absorption spectrum (164).

Multidimensional Molecular Materials. Current trends in the field have
shifted away from quasi-one-dimensional or dipolar intermolecular charge trans-
fer materials, and towards inherently two- or three-dimensional and octupolar
molecules (165). The hyperpolarizabilities of these molecules do not follow the
rules of Kleinman symmetry referred to earlier. The electrons move in at least
two dimensions, allowing for polarization-independent applications (25). A main
advantage of pushing beyond traditional one-dimensional materials is that align-
ment of nondipolar materials enables high density packing arrangements not fea-
sible in the presence of dipolar interactions (166). The scope of materials that can
be utilized is also much increased. Materials studied include tight-packing donor–
acceptor–donor �-shaped molecules, stretchable chains to induce axial nonpolar
alignment (87), and a variety of chiral shapes, including chiral bulk materials
made from achiral molecules arranged in a chiral fashion, such as a threefold
propeller-like arrangement (167).

Second-order studies have also begun to focus on large-scale dendritic struc-
tures for which large β are seen in HRS measurements without the need for bulk
alignment (168,169). Functionalized dendrimers have been also investigated re-
cently for second- and third-order applications. In these large structures, the non-
linear chromophore is placed in the core, along a branch, or at the ends of the
dendrimeric structure depending on the application (170). Phthalocyanines and
organometallics are interesting second- and third-order nonlinear materials, in
part due to their generally high chemical and thermal stability. The π -electron
behavior in the molecule is altered by the presence of a metal in the conjugated
structure. Ligand-metal bonding leads to transfer of electron density between
the metal atom and the ligand systems, causing the electron orbitals of the metal
and the ligands to overlap, leading to large hyperpolarizabilities. This class of
materials includes polysilanes, metalloporphyrin complexes and metallophthal-
locyanines (171).

Polymer Structures for NLO Applications. Polymers with π -electron
conjugated backbones are favored and widely researched candidates for third-
order NLO studies (172–176). The broad categories of π -electron conjugated poly-
mers considered for third-order include linearly conjugated polymers such as
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Table 1. Representative Nonresonant Enhanced χχ3 Values for Prominent Third-Order
ππ-Conjugated Polymeric Materials

Wavelength,
Polymera Structure χ3 (esu) × 10− 12 Technique µm Reference

PDA 1 (R′ = R′′ = H) 1.4 THG 1.907 181,182
PDA-PTS b 160 THG 2.62 59
PDA-4-BCMU c 49 THG 1.064 183
trans-PA 2 1300 THG 1.907 184,185
PAZ 3 8 THG 1.5 186,187
PI 4 1.2 DFWM .602 188,189
PQ 5 2.2 THG 2.38 190,191
PPV 6 7.8 THG 1.85 192,193
PT 7 30 DFWM 1.604 194,195
PBZO 8 8.1 THG 2.4 196,197
PBZT 9 8 DFWM .602 197,198
BBL 10 15 DFWM 1.604 197,199
BBB 11 5.5 DFWM 1.604 197,200
aPDA: polydiacetylene; BMCU: butoxycarbonylmethylurathane group; PTS: para-toluene sul-
fonate; trans-PA: trans-polyacetylene; PAZ: polyazine; PI: poyimide; PQ: polyquinoline; PPV:poly(p-
phenylene vinylene); PT: polythiophene; PBZO: poly(p-phenylene benzobisoxazole); PBZT: poly(p-
phenylene benzobisthiazole); BBL and BBB: benzimidazophenanthroline-type heteroaromatic ladder
polymer.
bPDA structure (1): R′ = R′′ = CH2 O SO2 C6H4CH3
cPDA structure (1): R′ = R′′ = (CH2)3 O CO NH CH2 COO C4H9

polyacetylene (PA), polydiacetylene (PDA), polyazines (PAZ), and linear poly-
imides (PI); polyheterocyclic polymers such as polypyrrole (Ppy) (177), hetero-
cyclic polyimides, polyquinoline (PQ) (178) polythiophene (PT), polyvinylenes
(PV), and polyanilines (PANI) (179); rigid-rod polymers Rigid-Rod Polymers (qv)
such as poly(p-phenylene benzobisoxazole) (PBZO) and poly(p-phenylene benzo-
bisthiazole) (PBZT); and benzimidaxobenzophenanthroline-type (BBB or BBL)
ladder polymers. Though localized σ -bonds in carbon chains generally contribute
little to the nonlinear response, silicon-based polymers, polysilianes (180), have
been studied for their advantages as a third-order material. These polymers are
σ -electron conjugated, and therefore maintain the fundamental electron delocal-
ization required for large third-order NLO response. A short survey of some of the
more widely studied of these basic polymeric structures, follows; see also Table 1.

Polydiacetylene—First NLO Polymer Research. Polydiacetylene (1) was
the first polymer to be investigated for third-order NLO properties. In the
late 1970s, Sauteret and co-workers published the first documentation of a
large third-order NLO response in a single p-toluene sulfate crystal of polydi-
acetylene (63). The crystal displayed a fast response time (10− 14 s), a high NLO
response (on the order of 10− 11 esu), and a high laser damage threshold (50
Gw/cm2 with picosecond response times for a single crystal). Subsequent reports
have given third-order susceptibility values ranging over several orders of mag-
nitude (201–203). Influencing factors are chemical structure, resonance enhance-
ment, and measurement techniques.
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Polydiacetylenes are linear polymers with highly conjugated π -electron
backbones (see DIACETYLENE AND TRIACETYLENE POLYMERS). They can be synthe-
sized via a solid-state polymerization reaction, namely a 1,4-topochemical poly-
merization of diacetylene monomeric units (204–206). This synthesis mechanism
is unique because the polymer product retains the crystalline structure of its
monomeric precursors, whereas most polymers have a predominately amorphous
structure and limited regions of crystallinity. This type of polymerization has
been achieved for polydiacetylene thin films (207,208), Langmuir–Blodgett films
(209–211) monolayers (212), single crystals (62), and solutions (213,214). The
crystalline structure offers enhanced third-order NLO properties due to high lev-
els of anisotropy (215), but preparation of crystals with high optical quality can
be difficult.

One of the most promising of all materials studied for third-order applica-
tions is the polydiacetylene, poly(diacetylene para-toluene-sulfonate), commonly
referred to as PTS. PTS is thermally stable to ∼180◦C, and so less prone to opti-
cally induced thermal effects. It can be processed into waveguide structures for
device applications and is one of the very few materials that have been shown to
meet the standard figures of merit for optical switching devices (38).

Polydiacetylene has been useful in probing third-order phenomena for sev-
eral reasons. Its centrosymmetric structure excludes second-order NLO effects.
Also, polydiacetylenes exhibit chromism in response to such external influences
as temperature and solvents (216). Thermochromic and solvatochromic proper-
ties have been used to probe third-order effects as a function of conjugation
(217). The high degree of structural control that is possible through side-chain
substitution allows a wide variety of polydiacetylene polymers to be synthe-
sized (216). It is common to substitute a long alkyl chain as one side group
and a carboxylic group as the second. Undergoing this type of substitution al-
lows the polymer to be processed as a Langmuir–Blodgett film. Butoxycarbonyl-
methylurathane (BCMU)-type polydiacetylenes (1) have side groups R1 = R2
= (CH2)3 O CO NH CH2 COO CnH2n+1 widely studied due to their high
solubility in aqueous and nonaqueous solvents, the planar structure, and alter-
nation of color observable with change in conjugation (218–220). Many other
polydiactylene-type polymers have been investigated for their third-order NLO
properties (181). Future efforts will likely include methodologies such as engi-
neering diacetylene monomers to obtain polymers with enhanced optical proper-
ties and processability, and synthesizing a polydiacetylene with a ladder polymer
structure (221).

Polyacetylenes. Another widely-studied class of linear conjugated poly-
mer are polyacetylenes, (222) which exist in both the trans and cis isomeric
states. The trans isomer (2) exhibits cubic susceptibility values an order of mag-
nitude greater than the cis isomer, over the entire range of the optical spectrum
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(223). This phenomenon has been attributed to the twofold degenerate ground
state (224). A ground state is degenerate if the single and double bonds along
the chain can be interchanged with no change in corresponding conformational
energy. Soliton formation is unique to structures that have degenerate ground
states (225). Within the class of NLO π -conjugated polymers, soliton formation
is common in trans-polyacetylene and some forms of polyaniline (the reduced
leucoemeraldine-base or LB (226), and the fully oxidized form, polypernigraniline
(227)) In a nondegenerate ground state, exchanging of single and double bonds
results in a higher and a lower energy configuration (228,229). Solitons form on a
chain when the ground state has twofold degeneracy, which means that two ener-
getically equivalent conformations are possible. A region of degeneracy is formed
on the same chain and is separated by a transition region (which is the soliton) in
which the BLA decreases and ultimately becomes zero at the center. One energy
level is formed directly in the center of the band gap. Soliton movement is not
analogous to that of polaron (discussed below under Polyazines) in that a soliton
is a topological defect that cannot pass from chain to chain or through another
soliton on the same chain.

Polyacetylenes have very good mechanical properties and high electrical
conductivity values, as compared to other conducting polymers. (Although elec-
trical conductivity is not directly linked to NLO activity, a polymer with high
electrical conductivity and large NLO response could be a promising candidate
for device applications.) Polyacetylene is an air-sensitive and insoluble polymer
(230). Attempts have been made to alter the polymer to afford increased solubil-
ity and environmental stability (222). A graft copolymer of polyacetylene and poly
(methyl methacrylate), for example, has displayed enhanced solubility and stabil-
ity (231). Substituting a phenyl ring onto polyacetylene offers increased stability.
This polymer, poly(phenyl acetylene), has a lesser NLO response as compared
to polyacetylene. One method used to increase the NLO response of poly(phenyl
acetylene) is further substitution on the phenyl ring itself (232) (see ACETYLENIC

POLYMERS, SUBSTITUTED).

Polyazines. Polyazines (3) are one-dimensional π -conjugated, arylene-
type polymers that are isoelectric to polyacetylene. The differentiating factor is
that polyazines have nitrogen atoms substituted into the backbone structure,
whereas polyacetylene backbone contains carbon atoms exclusively. Polyazine,
like most conjugated polymers, has a nondegenerate ground state, which means
that, unlike trans-polyacetylene, no solitons will be present in the polymer. It is
thought, however, that polyazines contain polaron and bipolaron defects. Polaron-
type excitations are common to π -conjugated chains and can be formed by adding
an electron (or an electron hole) to a conjugated chain, leading to changes in chain
conformation, energy levels, and electron delocalization. (See Reference 233 for a
comprehensive discussion of excited states in conjugated polymers.) Incorporat-
ing nitrogen increases the environmental stability and optical transparency of
polyazine polymers. The chief advantages of polyazines are extreme architectural
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flexibility, environmental stability, and solubility; and the characteristic disad-
vantage is the high optical absorption. Compensation for absorption is possible,
however, through chemical modification.

Polyimides. Polyimides (4) contain carbon–nitrogen double bonds. Lin-
early conjugated polyimides exist as both thermoplastics and thermosets. High
mechanical strength, good insulating properties, processability from a soluble
precursor, long-term chemical and orientational stability, and high thermal sta-
bility are among the characteristics that make polyimides a useful contender for
optical applications (234). Heterocyclic polyimides have also been investigated
due to increase in electron delocalization inherent to the ring structure. Poly-
imides Polyimides (qv) are commonly synthesized under severe reaction condi-
tions which limits the ability to chemically modify the polymer (by either NLO
chromophore addition or other NLO enhancing substituents) (235).

Polyquinolines. The high mechanical strength, solubility in organic sol-
vents, ability to be easily processed into thin films with desirable optical prop-
erties (such as low optical loss), and thermal stability (at temperatures as high
as 600◦C) make polyquinolines good candidates for device application studies.
Polyquinolines (5) are commonly used as the host in guest host polymer sys-
tems, and are therefore the subject of much second-order poling research (236).
They have also been studied as NLO chromophore functionalized polymers (235).
In addition to good end use and processability properties, polyquinolines also
have large third-order susceptibilities because of the electron delocalization oc-
curring between carbon–nitrogen double bonds. One recent study reported off-
resonant χ (3) values as large as 1.1 × 10− 10 esu for a polyquinoline copolymer
with flourene chromophores [the chromophores were incorporated to increase pla-
narity and rigidity of the polymer which enhances the third-order NLO response
(237)].
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Polyvinylenes. Polyvinylenes, particularly poly(p-phenylenevinylene) (qv)
(238,239), have been studied for their large χ (3) values on the order of magnitude
of 10− 11esu (but varying over several orders of magnitude) (240). Polyvinylenes
(6) can be prepared via a soluble precursor, which is of interest for device appli-
cations because the polymer solution can be easily processed and then converted,
via thermal polymerization, to its finalized solid-state form (241). Good optical
quality thin films have been achieved, which exhibit high mechanical strength,
large optical damage thresholds, high electrical conductivity values upon dop-
ing, and a high degree of orientational anisotropy (242). For dipolar polymers, a
high degree of anisotropy increases the third-order NLO response under condi-
tions where the incident polarization is directed parallel to the polymer backbone
(243).

Polythiophenes. Polythiophenes (7) are polyheterocylic polymers that
have a thiophene ring as a repeating backbone unit. Polythiophenes exhibit high
electrical conductivity values, yet offer increased environmental stability (244)
as compared to polyacetylenes (see ELECTRICALLY ACTIVE POLYMERS). Doping poly-
thiophenes changes their electrical conductivity, but the third-order response of
the polymer has been reported to be the same in doped and undoped samples,
suggesting that electrical conductivity and NLO response originate from dissim-
ilar origins (245). They are intensely colored materials due to high optical ab-
sorptions, and have large resonant third-order responses (246). Polythiophenes
are not soluble in organic solvents. Successful efforts to countermand this disad-
vantage include incorporating methyl methacrylate units in the main chain via
copolymerization (247), and substitution of an alkyl chain at the 3-position on the
thiophene ring of the polymer (248).

Rigid Rod Polymers. One class of rigid polymers that has been com-
monly studied for its optical, as well as electrical, properties is poly(p-phenylene-
benzazoles) (PBX). The rigid rod structure of these polymers provides excellent
mechanical strength and thermal and thermo-oxidative stability, and they are
classed as high performance polymers (249). Two PBX-type polymers that have
been of particular interest to NLO applications are poly(p-phenylenebenzobis-
oxazole) (8) (PBZO or PBO) and poly(p-phenylenebenzobisthiazole) (9) (PBZT or
PBT) (251). The backbones of these polymers are uniquely conjugated, collinear,
and coplanar, which makes intramolecular charge mobility possible, and allows
for a large third-order NLO response (see ELECTROOPTICAL APPLICATIONS).
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Heteroaromatic Ladder Polymers. BBB and BBL are benzimida-
zophenanthroline ladder polymers which lend themselves to third-order NLOs
through their planar conformation, quasi-two-dimensional structure, and to end
use applications through their mechanical and thermal stability and electrical
properties (252). BBL and BBB are very similar in their repeat unit structure;
the manner in which the monomer units are linked together, however, is differ-
ent. BBL (10) has a full-ladder structure, which means that the monomeric units
are linked by two covalent bonds, whereas BBB (11) has a semi ladder struc-
ture because its monomer units are linked by a single covalent bond. As a result,
the χ (3) of BBL is about three times larger than that of BBB. BBL has a larger
NLO response due to the increased planarity of the full-ladder structure of the
polymer.

Measurement Techniques and Devices

For every nonlinear optical effect, one would expect that there is a measurement
technique to characterize it. Not all of NLO effects, however, are subject to mea-
surements that are convenient or informative for comparative purposes or device
applications. This section highlights a few of the more common test methods for
NLO organic molecules and polymers, and provides references for more detailed
explanations of these techniques. Significant omissions here are techniques based
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on the linear and quadratic electrooptic effect, which are discussed in the article
ELECTROOPTICAL APPLICATIONS.

Just as there are two broad categories of nonlinear effects, (1) changes in the
frequency of the output, and (2) changes in the refractive index or absorption, so
also there are two types of measurements that are typically performed to quantify
these effects. The first type includes measurements based on frequency mixing
where the input and detected frequencies differ, as in harmonic generation, non-
degenerate four-wave mixing, and hyper-Rayleigh scattering. The second type
measures changes in the refractive index through birefringence, diffraction, or
other methods, as in the optical Kerr effect and degenerate four-wave mixing.
Both types of measurements can be adapted to spectral studies and determina-
tion of the real and the imaginary parts of the nonlinear susceptibilities, and, in
turn, the related hyperpolarizabilities.

The nonlinear susceptibility can be determined either through absolute or
relative methods (253). Absolute measurements are very difficult to implement,
however, because they require an accurate determination of the incident and har-
monic powers. Even for standard reference materials with relatively large non-
linearities, inconsistent reporting and disagreement over the appropriate values
has complicated comparisons (28). Whether the standard values can be agreed
upon or not, determination of the susceptibilities relative to common accepted
standards is the favored approach for reporting nonlinearities of new materials.

Frequency Mixing Techniques: Harmonic Generation, Hyper-
Rayleigh Scattering, and Nondegenerate Four-Wave Mixing. A major ad-
vantage of frequency mixing techniques is their ability to distinguish electronic
contributions to the nonlinear susceptibility from contributions due to vibra-
tional, orientational, and thermal effects, and to distinguish resonant and non-
resonant electronic motions. The price paid for this advantage is the requirement
of very high powered lasers, especially for third harmonic and other third-order
effects, and the need for careful filtering and weak-signal detection of non-phase-
matched outputs.

Harmonic Generation. In a typical relative measurement involving har-
monic generation, the input laser radiation is split into two beams, one inci-
dent upon the sample to be measured and the second on a suitable reference
standard, such as quartz glass for second-harmonic generation or BK-7 glass for
third-harmonic generation, or carbon disulfide for other third-order processes. By
simultaneously measuring the harmonic response of both the sample and the ref-
erence, the effects of laser fluctuations in power are greatly diminished. After
suitable spectral filtering of the output beams to detect only the harmonic (typi-
cally using photomultiplier tubes or avalanche photodiodes), the harmonics from
the previously characterized reference and the sample are compared.

Simply placing the source and reference in the laser’s path is not sufficient,
however, to ensure a useful relative measurement. The magnitude of the har-
monic response is a function of the path length in the material, and harmonic
intensity generated fluctuates through the mismatch in propagation phase be-
tween the fundamental and the harmonic wave. The typical sample is not “phase-
matched” in that the harmonic and fundamental do not propagate at the same
speed through the sample. In second-harmonic generation, the coherence length
is the spatial period of the oscillation in the output and, thus, a measure of the
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effective length in the material for efficiently generating second harmonic. The
coherence length of the output in this case is defined as

�coh = π

	k
	k = 2ω(n2ω − nω)

c
(24)

where nω is the refractive index at ω. The coherence length for a polymer is typ-
ically on the order of 20 µm (254). For samples approaching that thickness or
greater, the optical path length through the material must be systematically al-
tered during measurement either by translating a wedge-shaped sample and ref-
erence through the beam during measurement, or by rotating the sample and
reference each about an axis through and perpendicular to the beam path. The
resulting interference patterns (sometimes called Maker fringes (255)) are then
analyzed in terms of both their magnitudes and their periodicity to determine the
nonlinear susceptibility (256). The second harmonic output, for example, is given
by

I2ω ∝
∣∣χ (2)( −2ω; ω, ω)

∣∣2(Iω)2L2

λ2
2ωn2

ωn2ωε2
0

sin2(2π L/�coh)
2π L/�coh

(25)

where Iω is the incident intensity and L is the interaction length (thickness) in
the sample. The accuracy and interpretation of these measurements depends also
on careful measurements of the linear optical properties and geometries of the
samples and setup, including the effects of multiple reflections at the interfaces
(257). Significant birefringence and/or absorption further complicate the analysis,
(258) but also provide information about the imaginary parts of the nonlinear
susceptibilities.

Phase-Matching. As indicated previously, due to spectral dispersion, n2ω

and nω are generally not equal in an isotropic material. In regions of ordinary
dispersion, for example, the refractive index at the second harmonic is always
greater than the refractive index of the fundamental for two beams of the same
polarization propagating in the same direction. Second-order materials are not
isotropic, however, so that the natural birefringence of these materials (that is,
the different refractive indices for different light polarizations) can be used to
achieve a reasonable degree of phase matching. The nature of the birefringence
of a material depends upon its crystal class. Poled polymers, being cylindrically
symmetric about the polar axis, are classed as ∞mm materials because they have
a unique axis “3” in the poling direction about which there is an infinite-fold
rotation, and an infinity of mirror planes (259,260). In a positive uniaxial crystal,
for example, as well as some poled polymers (261), the index of refraction, n0, for
light polarized perpendicular to the plane of incidence and so also perpendicular
to poling direction (a so-called ordinary ray) is smaller than that for light having a
component parallel to the optic axis or poling direction (an extraordinary ray with
index ne). For a negative uniaxial crystal, the relative values of the extraordinary
indices are smaller than the ordinary index.

For poled polymers, if light is polarized along the poling axis, it will couple
more strongly to the charge-transfer axis, which should have a larger polarizabil-
ity and hence larger refractive index. So ne should be greater than n0 leading to
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Fig. 9. Sample ordinary and extraordinary dispersion curves in the normal dispersion
regime for a negative birefringent material for which the possible extraordinary indices
are smaller than the ordinary indices. For the frequencies shown, the phase-matching
condition is met for the second harmonic when the light propagates at θ2 with respect to
the optic axis.

a positive uniaxial material. For polymers like polyimides, however, it is possible
that the index for the polymer dominates, and polyimides molecules tend to lie
in the plane of the film. So in general, the birefringence of the polymer would
tend to give a larger index in the plane, and the molecule would tend to give a
larger index perpendicular to the plane of the film. Depending on the concentra-
tions and polarizabilities, the overall birefringence could have either sign (K. D.
Singer, private communication).

Because both the extraordinary ray and the optic axis are in the plane of
incidence, the index of refraction seen by the extraordinary ray depends upon the
angle of incidence. Thus, a common method for achieving phase-matching, called
“Type I” phase-matching as shown in Figure 9, is to find the angle at which the
index of refraction of the fundamental extraordinary ray, ne(θ ), at ω equals that of
the harmonic ordinary ray, n0, at 2ω. Another common method, called “Type II,”
is for the fundamental to consist of two orthogonal polarizations that average to
the same index of refraction as that experienced by the harmonic. For further de-
tails, See Reference 262. A significant drawback of these methods is that the dif-
ferent indices of refraction for the orthogonal polarizations also lead to different
angles of refraction for the fundamental and harmonic rays. Thus, the interaction
length is further constrained by the walk-off of the rays from one another due to
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Fig. 10. An example of anomalous dispersion phase-matching in which the dopant
molecule exhibits a strong absorption at frequency ω0 between the fundamental (ω) and
harmonic (2ω), leading to a lower index of refraction at the harmonic. The dopant is added
to a polymer exhibiting normal dispersion resulting in a composite with equal refractive
indices at the fundamental and harmonic, n0.

birefringence. If can arrange that the angle for optimal phase-matching is 90◦ (as
might be seen in a single-mode guided wave), then there will be no walk-off.

Another method for phase-matching, which does not require that the rays
have different polarization directions and so avoids the problem of walk-off, is
to arrange the harmonic conversion frequencies and material properties so that
the device operates in a spectral region where there is an absorption peak at fre-
quencies between the fundamental and the harmonic. In this case, a region of
anomalous dispersion where the index of refraction is a decreasing function of
frequency, accompanies the presence of the intermediate absorption. By carefully
combining materials, so that the resulting composite has the same index of re-
fraction at both the fundamental and harmonic, phase-matching results for that
pair of frequencies (263) (see Fig. 10).

In integrated optics devices, phase matching must occur in a waveguide
structure. The quantized effective indices of refraction vary for different modes
of propagation in the waveguide, and the dispersion in the effective mode
index of refraction is generally greater than that of the bulk index of refraction.
Phase-matching may be achieved by propagating the fundamental in one mode
and polarization and the harmonic in a different mode or different polarization.
The details of this procedure can be found in Reference 264. A major drawback of
phase-matching in different modes in a waveguide is that light rays propagating
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Fig. 11. Variation of second-harmonic intensity as a function of interaction length rep-
resented for (A) a phase-matched system, (B) a periodically poled system for which the
poling field, and therefore the nonlinearity, changes direction every coherence length, and
(C) a non-phase-matched process for which the power flows back from the harmonic com-
pletely back to the fundamental during every other coherence length of interaction. (From
Reference 6, p. 262. Reprinted with permission.)

in different modes do not necessarily overlap well in the waveguide, limiting their
interaction.

Phase-matching in a waveguide is also accomplished by spatial periodic pol-
ing (so-called quasi-phase-matching), where the direction of poling is either re-
versed or polar order is inhibited in the waveguide at regular intervals so that
the length of each interaction region is at or shorter than the coherence length
(the length over which the phase-mismatch begins to decrease the harmonic out-
put.) Figure 11 illustrates this process by showing the growth in second-harmonic
intensity as a function of interaction length. This method has also been applied
to cascaded nonlinearities where it induces effective cubic nonlinearities (265).

Electric-Field-Induced Second Harmonic Generation. As previously dis-
cussed, in almost all cases the bulk NLO second-order response can be understood
through summation over molecular nonlinearities of the constituents. Thus, the
key measurements for optimizing polymeric NLO materials are aimed at charac-
terizing their molecular constituents. The wedged cell technique described above
has been applied to liquids containing dissolved organic chromophores, through
electric-field-induced second harmonic generation. The major additional factor in
this case is that solutions of polar molecules lack the requisite bulk asymmetry
needed for second harmonic generation. To align the dipoles and break the sym-
metry, a large, but usually very short, DC voltage is applied across the solution
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just as the beam passes through it (266). (The relationship between the χ (3) value
obtained through this measurement and the molecular properties of the dipoles
is given by equation 19).

Hyper-Rayleigh Scattering. EFISH cannot be used, however, on ionic or
conductive solutions, due to the need for a large DC field, or on molecules that
have no dipole moment, but only have an octupolar moment. Instead, researchers
often prefer to use hyper-Rayleigh scattering (HRS) to make measurements,
which can be used for all types of molecules, including multidimensional struc-
tures, chiral molecules, and stretched polymers (56,267). In the HRS technique,
the nonlinear response of the sample is measured from the scattered second har-
monic, rather than second harmonic transmitted through the sample, again by
comparison to a known reference. Careful comparisons between the EFISH and
HRS response, including spectral dispersion of each, have shown the consistency
of these two methods (268). Ostroverkhova and co-workers have shown that with
measurements based on just two different polarizations, the full hyper-Rayleigh
scattering tensor can be expressed in terms of its rotationally invariant compo-
nents for β, and that figures of merit corresponding to each of the rotationally
invariant tensors can be determined (269). The range of information that can be
obtained by HRS is expanded by varying the polarization of the detected light,
including circular and elliptical polarizations, (270) and by varying the angle at
which the scattered light is measured to determine the relative tensor compo-
nents to the susceptibility. HRS measurements are complicated by the need to
account for solvent effects and background fluorescence. The β values obtained
are combinations of β-tensor components.

Measuring Nonlinear Refractive Index Changes.
Z-Scan. Z-scan is one of the simpler methods to implement and rapidly

measure both the nonlinear refractive index and the nonlinear absorption in a
solid, liquid, or solution (271). Many different variations on the basic idea behind
z-scan exist and interpretation of the results of a z-scan measurement can be com-
plicated. The most common z-scan technique, illustrated in Figure 12, involves
focusing a laser beam on a point in space and translating the sample through the
focal point for a distance a few times greater than the diffraction length, Z0 =
πw0

2/λ (where w0 is the focal spot half-width at 1/e2 of the maximum irradiance
and λ is the laser wavelength). The detector is placed behind a fixed aperture
on the other side of the sample for measuring the transmitted light in the far-
field. As the location of the sample changes, so does the amount of transmission
through the aperture according to the placement of the sample in the path, the
thickness of the sample and its index of refraction, and, most importantly, the
changes in the sample’s refractive index with intensity. As the sample approaches
the focal point from the far side of the aperture, the light through the aperture
is diminished by a self-focusing nonlinearity (	n > 0). The sample acts so as to
enhance the focusing power of the lens, thus taking the focal point away from the
aperture and reducing transmission through the aperture to the detector. As the
sample passes through the focal point, the situation is reversed and the same pos-
itive 	n in the sample will tend to reduce the divergence of the light, increasing
the transmission through the aperture. For 	n < 0 and self-defocusing, the result
is reversed in that the transmission through the aperture is increased when the
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Fig. 12. Schematic for z-scan technique. By varying the placement of the sample along
the optic axis, the amount of light being detected through the aperture changes due to the
intensity-dependent refractive index of the sample.

sample is on the far side of focal point and decreased on the near side from the
aperture (272).

Interpretation of the resulting normalized transmittance can yield both the
nonlinear refractive index (based on the change in optical path length) and the
nonlinear absorption coefficient (based on the change in absorption by the sam-
ple). The results depend upon knowing the laser beams spatial and temporal
profile, power content, and stability. One disadvantage of the technique is that it
cannot be used to identify the origin of the nonlinearity, as it treats nonlinearities
arising from electronic processes the same as orientational and other processes
by giving only time-averaged results. Thus, the results must be interpreted based
on the theoretical origin of the nonlinearity. Furthermore, the z-scan technique
is more difficult to apply with thick samples where the nonlinearity may cause
changes in the beam profile through diffraction or self-focusing inside the sample.

Many parameters for and variations on z-scan must be omitted here, but
some of the variations include (1) open aperture z-scans, (273) where all the trans-
mitted light is collected in order to determine two-photon absorption effects, (2)
eclipsing z-scan (EZ-scan), (274) which replaces the aperture with a block and
collects the light at the outer edges, (3) excite-probe and two-color z-scans, (275)
which use two collinear beams that differ in either polarization or wavelength
and can be time-resolved, and (4) non-Gaussian beam or top-hat beam z-scans,
(276) which use a beam with a steeper curvature gradient spatial profile to in-
crease the z-scan’s sensitivity.

Optical Kerr Effect. Another important method used to characterize poly-
mers is the optical Kerr effect (OKE). The optical Kerr effect differs from
the quadratic electrooptic effect in that the birefringence effects are induced
solely by an optical field (37). In this measurement, an intense linearly po-
larized pump pulse induces birefringence in the nonlinear sample through an
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intensity-dependent refractive index change. The sample is placed between
crossed polarizers and a weak, typically tunable, continuous wave (cw) probe
laser (usually at a different wavelength and polarized at 45◦ to the pump pulse)
overlaps the pumped region. The increased transmission of the probe beam when
the pump pulse arrives is proportional to (χ (3)

eff )2, a combination of elements of the
χ (1) tensor. Many variations on this technique have been used including (1) use
of a pulsed probe beam to reduce the effects of stray probe light, (277) (2) use
of a nonlinear mixing crystal, after the analyzer in which a portion of the pump
beam is frequency mixed with the probe to enhance the signal to noise ratio by
creating an optical gate for the probe coincident with the pump pulse, (278) (3)
use of an optical heterodyne technique in which a slightly uncrossed analyzer po-
larization allows for interference between the optical Kerr effect signal and the
unaltered probe beam, (279) and (4) use of circularly and elliptically polarized
pump beams tuned near a Raman active vibration in the sample to determine the
Raman spectrum and χ

(3)
eff simultaneously (called the Raman-induced optical Kerr

effect) (280). OKE measurements using pulsed probes and time-domain studies
are especially helpful for characterizing molecular mechanisms contributing to
the effect (281). The optical Kerr effect is especially significant in characterizing
polymers for applications such as ultrafast light gates or optical shutters.

Degenerate Four-Wave Mixing. A slightly more complex configuration for
studying real third-order nonlinearities is one in which a single laser beam is
split into two or more beams, which are then crossed at the sample, leading to
intensity-dependent diffraction. There are two common geometries of this so-
called degenerate four-wave mixing (DFWM) (1) backward or phase conjugate
scattering and (2) forward scattering. In the former case, shown in Figure 13,
two counter propagating pump beams will be incident on the sample with ap-
proximately equal intensities, and a third, probe beam, will cross these at the
sample. The result of the nonlinear interaction is a backward scattering of the
probe beam. The backward scattered beam is the phase conjugate of the probe
and the ratio of the phase conjugate reflectivity to the incident probe intensity
yields χ

(3)
eff , as a function of the sample length, absorption, and field amplitudes

on both sides of the sample (37).
In the forward scattering, or two-wave mixing geometry, two strong pump

beams with wave vectors k1 and k2 cross to generate a diffracted beam that con-
serves momentum with the wave vector direction 2k1 + k2. By varying the de-
lay between the two beams arrival, real-time studies of grating dynamics can
be used to distinguish nonresonant electronic nonlinearities. DFWM is a favored
technique for studying photorefraction in NLO polymers and other materials.

Nonlinear Absorption. In theory, any of the above measurement tech-
niques could be applied to materials in the presence of nonlinear absorption and
interpreted to provide the two-photon absorption coefficient α(2) or the two-photon
cross-section σ (2). The study of multiphoton absorption is, of course, inherently
spectroscopic, probing the multiphoton resonances that impact various nonlinear
phenomena. Third-harmonic generation in thin films has been used to character-
ize the phase of the complex χ (3) and thus α(2), but the experimental technique
requires additional steps and interpretation may be complicated by excited state
absorption and three-photon resonances (282). The presence of an imaginary
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Fig. 13. Schematic for backward scattered (phase conjugate) degenerate four-wave mix-
ing. (BS = beam splitter, M = mirror.) The pump beams (1) and (2) are collinear and
counterpropagating. The probe beam (3) when incident on the sample leads to the creation
of the phase conjugate beam (4), which is detected and compared to a suitable reference.
The delay lines are included so that the timing of pulsed light arriving at the sample via
paths (1), (2), and (3) can be varied.

component of χ (3) significantly complicates DFWM measurements by adding ad-
ditional phase grating components to the phase conjugate beam, including ther-
mal gratings. Separation of the different contributions to the imaginary part of
χ (3) has been accomplished by time-resolved (283) and picosecond time-scale (284)
measurements.

If the primary aim is to characterize the nonlinear absorption, several di-
rect techniques are more easily implemented or interpreted. Conceptually, the
simplest technique is to measure the transmitted intensity as a function of the
incident intensity on the sample. Separating the linear and nonlinear contribu-
tions depends upon the spatial and temporal characteristics of the laser, however,
as well as the thickness L and reflectivity R of the sample surfaces. For example,
if the laser provides a CW beam of uniform spatial intensity, normally incident
on a sample, the transmission T may be expressed as a product T = TLTNL of
the linear transmission TL = (1 − R2) e − α(1) L and a nonlinear factor TNL = 1/(1 +
f ) where

f = α(2)(1 − R)I1
(
1 − e − α(1) L

)
α(1)

(26)



166 NONLINEAR OPTICAL PROPERTIES Vol. 9

Of course, the illumination is more commonly of nonuniform spatial and
temporal quality, leading to more complicated expressions for TNL (44). Instead,
it may be easier to use relative measures of nonlinear absorption by splitting the
beam between the sample and a reference, such as ZnSe (285).

Another technique is to use a z-scan setup with an open aperture so that
the change in collected light as the sample is translated through the focal point
is determined solely by the relative absorption in the sample rather than the
focusing or defocusing effects of the sample. This technique includes both two-
photon effects and excited-state absorption. Van Stryland and co-workers have
shown that the two effects can be separated by comparing the absorption for
equal incident energies, but different powers, by adjusting the pulse duration.
The two-photon absorption depends upon the intensity, whereas the excited-state
absorption depends upon the fluence of the pulse (286).

Many other techniques have been used in addition to those discussed. For
example, additional absorption techniques, generally beyond the scope of this ar-
ticle include two-photon luminescence (287), thermal lensing (288), photoacoustic
techniques (289), and white-light continuum spectroscopy (290). For further in-
formation, the reader is referred particularly to Reference 1.
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NONWOVEN FABRICS, SPUNBONDED

Introduction

In 2001, the global production of spunbonded fabrics reached a record 1,400,000
t with an annual growth rate of between 6 and 8% (1). There are approximately
260 individual production lines in operation throughout the world. Spunbonded
fabrics are distinguished from other nonwoven fabrics in their one-step manufac-
turing process which provides either a complete chemical-to-fabric or polymer-
to-fabric process. Although the use of monomers as part of the in-line process is
no longer in commercial use, in either instance the manufacturing process inte-
grates the spinning, laydown, consolidation, and bonding of continuous filaments
to form a fabric. Commercialization of this process dates to the early 1960s in
the United States and Western Europe (2,3) and in the early 1970s in Japan (4).
Many of the first plants constructed are still in operation attesting to the useful-
ness of the method. New production plants continue to be built (1,5) to supply the
growing demand (Table 1).

The large investment required for a turnkey spunbonded plant ($15–50 mil-
lion, 2002 U.S. dollars) is offset by their high productivity. Spunbonded production
was originally limited to western Europe, the United States, and Japan, but has
since spread to virtually all areas of the world. Production lines, mainly nonpro-
prietary, have been installed throughout Asia, South America, and the Middle
East, areas and countries that previously did not participate in the technology.
Considerable ownership changes occurred in the United States and Europe as
the strategies of companies committed to the technology evolved (6).

Early marketing efforts for spunbonded fabrics centered on their substitu-
tion for existing (ie, woven) textile fabrics. Generally, success was achieved in
areas where only functionality was important. Extremely slow progress has oc-
curred in areas where textile-like aesthetics are required. Only in the area of
disposable protective clothing has success been achieved for the garment market.
Nevertheless, spunbonded fabrics are recognized as a unique class of materials
within the general category of nonwoven fabrics (see NONWOVEN FABRICS, STAPLE

FIBERS).
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Table 1. Spunbond Producers by Region

Company Polymer basea Technology base

North America
Ahlstrom PP Nordson
American Nonwovens PP Ason Neumag
Avgol PP Reifenhauser
BBA Nonwovens PET via DuPontb

PP via duPontc

Self-developed
Reifenhauser

Colbond PET/PA via Akzod

DuPont HDPE, PET Self-developede

First Quality PP Reifenhauser
Freudenberg PET Self-developed f

Johns Manville PET via Hoechstg

Kimberly-Clark PP Self-developed
PGI Nonwovens PP Reifenhauser

STP Impianti
Texbond PP STP Impianti
Western Nonwovens PA via Monsantoh

Europe
BP PP Reifenhauser
BBA Nonwovens PP Reifenhauser

Lurgi
Self-developed

NWI (Cartiere Mirano) PP NWT
Colbond PET, PET/PA via Akzod

Don & Low PP Reifenhauser
DuPont HDPE Self-developede

PP Self-developedc

Fibertex PP Reifenhauser
Freudenberg PET Self-developed f

Johns Manville PET via Hoechstg

Pegas PP Reifenhauser
Politex-Freudenberg PET Self-developed
Polyfelt PP Lurgi
Tenotex PP Self-developed
Texbond PP STP Impianti

Self-developed
Terram BBA PP/PE via ICI

South America
Bidim BBA PET via Rhone Poulenc
Companhia Providencia PP Reifenhauser
Kami PP Reifenhauser
Fitesa PP STP Impianti
PGI PP Reifenhauser

Japan
Asahi PP, PET, Cupra Self-developed
Chisso PP, PP/PE Reifenhauser
Idemitsu PP Reifenhauser
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Table 1. (Continued)

Company Polymer basea Technology base

Futamura Rayon Self-developed
Mitsui PP Self-developed

Reifenhauser
OJI Paper PP Reifenhauser
Teijin PET, PP Self-developed
Toray PET Self-developed
Toyobo PET Self-developed
Unitika PET, PA Self-developed

Other Areas
Avgol (Israel) PP Reifenhauser
Cheil (S. Korea) PP Reifenhauser
Freudenberg (Taiwan) PET Self-developed f

Hanil (S. Korea) PP/PET Kobelco
IndoSyntec (Indonesia) PET NWT
Kaymac Industries PET via Rhone Poulenc
Kimberly-Clark (Australia) PP Self-developed
Kolon (S. Korea) PP/PET Self-developed
Nan Ya (Taiwan) PP Lurgi & Reifenhauser
PGI (China) PP Reifenhauser
SAAF (Saudi Arabia) PP Reifenhauser
Spuntec (S. Africa) PP Reifenhauser
Thai Tusco (Indonesia) PP/PET via Unitika
Yuhan-Kimberly (S. Korea) PP Self-developed

aPP = polypropene; PET = poly(ethylene terephthalate); PA = ; HD PE = high density
polyethylene.
bReemay process.
cTypar process.
dSplit process.
eFlashspun Tyvek process (HDPE).
f Lutradur process.
gBegan with RhonePoulenc license.
hCerex process.

The area of largest growth for spunbonded fabrics continues to be disposable
diaper coverstock, that accounts for approximately 70% of the U.S. coverstock
market. Forecasts for the future growth of spunbonded fabrics continue to be
favorable as consumption in both durable and disposable areas continues to grow.
Growth is forecast to generally exceed the growth of all nonwovens, which itself
is expected to grow at 3–6% per annum (1,6). In addition to diaper coverstock
and hygiene, growth is anticipated in geotextiles, roofing, carpet backing, medical
wrap, and durable paper applications such as envelopes (6).

New plant construction will bring increased capacity to levels of regional
overcapacity, which will force producers to export large quantities of product to
keep supply and demand in balance. Considerable consolidation of ownership
has occurred during the last five years and the investment and output for each
new line has grown enormously. New production lines can produce up to 1 billion
m2 of coverstock per year more than doubling the annual output of lines built
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only 5 years ago. Environmental issues have had relatively little effect on either
production or products. Consumers prefer the convenience of disposable diapers,
and studies have shown that diapers are still a relatively small contributor to
landfill space.

Although producers have benefited from the generally stable prices for crude
oil, a sudden increase in these prices or decrease in availability of resin feedstocks
would adversely impact both profitability and growth. Producers who have not
upgraded to newer, faster, and more efficient lines have experienced low or neg-
ative profitability. There appear to be no new fiber technologies that would radi-
cally change the manner in which spunbonded structures are produced. Any seri-
ous challenges to existing markets will likely come from film, airlay, or advances
in alternative technologies within a specific market segment.

General Characteristics

Spunbonded fabrics are filament sheets made through an integrated process of
spinning, attenuation, deposition, bonding, and winding into roll goods. The fab-
rics are made up to 5.2 m wide and usually not > 3.0 m in order to facilitate
productivity. Fiber sizes range from 0.1 to 50 dtex although a range of 2–20 dtex
is most common. A combination of thickness, fiber fineness (denier), and num-
ber of fibers per unit area determines the fabric basis weight which ranges from
8–800 g/m2; 13–180 g/m2 is typical. Average basis weights in hygiene have fallen
by 20% or more because of improvements in process technology.

Most spunbonded processes yield a sheet having planar–isotropic proper-
ties owing to the random laydown of the fibers (Table 2). Unlike woven fabrics,
spunbonded sheets are generally nondirectional and can be cut and used with-
out concern for higher stretching in the bias direction or unraveling at the edges.
It is possible to produce nonisotropic properties by controlling the orientation of
the fibers in the web during laydown. Although it is not readily apparent, most
sheets are layered or shingled structures with the number of layers increasing
with higher basis weights for a given product. Fabric thickness varies from 0.1
to 4.0 mm; the range 0.15–1.5 mm represents the majority of fabrics in demand.
The method of bonding greatly affects the thickness of the sheets, as well as other
characteristics. Fiber webs bonded by thermal calendering are thinner than the
same web that has been needle-punched, because calendering compresses the
structure through pressure, whereas needle-punching moves fibers from the x–y
plane of the fabric into the z (thickness) direction.

The structure of traditional woven and knit fabrics permits the fibers to
readily move within the fabric when in-plane shear forces are applied, resulting
in a fabric that readily conforms in three dimensions. Because calender bond-
ing of a spun web causes some of the fibers to fuse together, thus giving the
sheet integrity, the structure has a relatively stiff hand or drape compared to
traditional textile fabrics. This is a result of the immobilization of fibers in the
areas of fiber-to-fiber fusion. The immobilization may be moderated by limiting
the bonds to very small areas (points) or by entangling the fibers mechanically
or hydraulically. Saturation bonding of spun webs with chemical binders such
as acrylic emulsions can bond the structure throughout and result in very stiff
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Table 3. Fibers for Spunbonded Nonwoven Fabrics

Breaking Approximate
tenacity, Elongation, Specific Moisture melt

Fiber type N/texa % gravity regain,b % point, ◦C

Polyester 0.17–0.84 12–150 1.38 0.4 248–260
Nylon-6,6 0.26–0.88 12–70 1.14 4.0 248–260
Polypropylene 0.22–0.48 20–100 0.91 ∼0.0 162–171
aTo convert N/tex to gf/den, multiply by 11.3.
bAt 21◦C and 65% rh.

sheets. This technique is used to provide thermal and mechanical dimensional
stability to certain structures whereby the emulsion binder functions as a non-
thermoplastic component within the thermoplastic matrix.

Other approaches include powder bonding, although this method may be
more suitable for bonding nonwoven fabrics made from staple fibers (7,8) (see
NONWOVEN FABRICS, STAPLE FIBERS).

The method of fabric manufacture dictates many of the characteristics of
the sheet, but intrinsic properties are firmly established by the base polymer
selected. Properties such as fiber density, temperature resistance, chemical and
light stability, ease of coloration, surface energies, and others are a function of the
base polymer. Thus, because nylon absorbs more moisture than polypropylene,
spunbonded fabrics made from nylon are more water-absorbent than fabrics of
polypropylene.

The majority of spunbonded fabrics are based on either isotactic polypropy-
lene or polyester (Table 1). Small quantities are made from nylon-6,6 and an
increasing tonnage from (flashspun) high density polyethylene. Table 3 illus-
trates the basic characteristics of fibers made from different base polymers. Al-
though some interest has been seen in the use of linear low density polyethylene
(LLDPE) as a base polymer, largely because of potential increases in the softness
of the final fabric (9), economic factors continue to favor polypropylene (see PROPY-
LENE POLYMERS (PP)). Bicomponent technology will allow polyethylene to be used
in a more economical way by directing it only to the surfaces where it brings a
useful property.

Isotactic polypropylene is the most widely used polymer in spunbonded pro-
duction because it is the least expensive fiber-forming polymer that provides the
highest yield (fiber per weight) and covering power owing to its low density.
Isotactic polypropylene is only ca 70% the density of most types of polyesters,
and thus equivalent yields of fiber require a greater weight of more expensive
polyester. Large advances have been made in the manufacture of polypropylene
resins and additives since the first spunbonded polypropylene fabrics were com-
mercialized in the 1960s. Unstabilized polypropylene fibers are readily degraded
by ultraviolet UV light, but dramatic improvements in additives permit years of
outdoor exposure to occur before fiber properties are significantly affected. Met-
allocene polypropylene resins are the latest major resin improvement available
for spun bonding.

Polypropylene fibers are neither dyeable by conventional methods nor read-
ily stained because dye receptor sites do not naturally exist along the molecular
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backbone. However, some spunbonded polypropylene fabrics are colored by the
addition of a pigment to the polymer melt, wherein the pigment becomes encased
within the fiber interior. Advantages to this method include higher resistance
to fading and bleeding and ease of reproducibility of color shades from lot to lot.
A key disadvantage is the generation of small to large quantities of off-quality
production during the transitions into and out of a particular color, and coloration
normally occurs only on low output lines. A delustering pigment, eg TiO2, is often
added to polypropylene as it almost always is with the manufacture of nylon
fibers.

Most off-quality or scrap polypropylene fibers may be repelletized and
blended in small percentages with virgin polymer to produce first-grade spun-
bonded fabrics. The economics are of great importance in a process where high
yields are required in order to be competitive. Some manufacturing equipment
directly recycles edge-trim back into an extruder, where it is blended back into
the polymer melt (see OLEFIN FIBERS).

Polyester fiber has several performance advantages versus polypropylene,
although it is less economical. Polyester can produce higher tensile strength
and modulus fabrics that are dimensionally stable at higher temperatures than
polypropylene. This is of importance in selected applications such as roofing, au-
tomotive carpet backing, and dryer sheets. Polyester fabrics are easily dyed and
printed with conventional equipment which is of extreme importance in apparel
and face fabrics, although of lesser importance in most spunbonded applications
(see POLYESTERS, FIBERS).

Spunbonded fabrics have been made from both nylon-6 and nylon-6,6 poly-
mers. Because nylon is more costly and highly energy-intensive, it is less econom-
ical than either polyethylene or polypropylene. Although a considerable body of
knowledge exists in the preparation of nylon polymers, such as end group con-
trol, it has been of little advantage in spunbonded fabric production. Historically,
nylon-6,6 spunbonded fabrics have been commercially produced at weights as low
as 10 g/m2 with excellent cover and strength, but recently this has been achieved
with polypropylene as well. Unlike the olefins and polyesters, fabrics made from
nylon absorb water quite readily through hydrogen bonding between the amide
group and water molecules (see POLYAMIDES, FIBERS).

Traditional melt spun methods have not utilized polyethylene as the base
polymer because the resin is more expensive and the physical properties obtained
have been lower compared to those obtained with polypropylene. Advances in
polyethylene technology have resulted in the commercialization of new spun-
bonded structures having characteristics, such as softness, not attainable with
polypropylene. Although fiber-grade polyethylene resin was announced in late
1986, it has seen limited acceptance because of higher costs and continuing im-
provements in polypropylene resin technology (see ETHYLENE POLYMERS).

Flashspun high density polyethylene fabrics have been commercial since
the early 1960s; however, this is a proprietary and radically different process
of manufacturing a spunbonded fabric, more technically challenging to produce,
and highly capital-intensive. Today, there is only one manufacturer of flashspun
fabrics, although they are produced in both Europe and the United States.

Some fabrics are composed of combinations of polymers where a lower melt-
ing polymer functions as the binder element. The binder element may be a



184 NONWOVEN FABRICS, SPUNBONDED Vol. 9

Fig. 1. Microstereo view of the cross-section of skin core filaments.

separate fiber interspersed with higher melting fibers (10), or the two polymers
may be combined in one fiber type (11). In the latter case, the so-called bicom-
ponent fiber may have the lower melting portion as a sheath covering a core
of the higher melting polymer (Fig. 1). Bicomponent fibers can also be spun,
whereby the two polymers are extruded side by side. The polymer composition
of the binder element in such structures may be either polyethylene, nylon-6, and
polyester copolymers typically modified by lowering the terephthalic acid content
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by substitution with isophthalic acid. Great advances have been made in bicom-
ponent spinning and a large variety of intrafiber structures can be easily pro-
duced from turnkey spinbeams (Fig. 2) (12). Bicomponent webs can be subjected
to mechanical stresses such as water jet impact which causes the individual fila-
ment to fracture into its components yielding a new number of filaments equal to
the number of components or segments created in the filament during spinning.
Thus, a single filament containing 16 pie segments will fracture into 16 smaller
wedge-shaped filaments.

Spunbonded fabrics with elastomeric properties are now commercial. One
type of structure has been commercialized in Japan on the basis of thermoplas-
tic polyurethanes, but the process is more similar to melt blowing than spun
bonding (13). This represented the first commercial production of such fabrics,
although spunbonded urethane fabrics have been previously discussed (14). A
more economical approach using polypropylene has recently become commercial
and is used in medical and hygienic applications (15). High costs and inferior per-
formance versus woven fabrics continue to exclude these fabrics from the huge
apparel markets. Elastomeric fabrics may also be created using the meltblown
process for specialty applications.

There is an almost unlimited number of ways to characterize spunbonded
fabrics. Many tests in use were originally developed for the characterization of
textiles and paper products. When taken together, properties such as tensile, tear,
and burst strength; toughness; elongation to break; basis weight; thickness; air
porosity; dimensional stability; and resistance to heat and chemicals are often
sufficient to uniquely describe one product. The reason is that these properties
reflect both the fabric composition and its structure, the latter being defined by
a manufacturing process unique to that fabric. Compare, eg, the differing shapes
of the generic stress–strain curves of thermally bonded and needle-punch bonded
fabrics (Fig. 3). The shape of each curve is largely a function of the freedom of the
filaments to move when the fabric is placed under stress, and is thus a function
of fabric structure.

Diverse applications for the fabric sometimes demand specialized tests, such
as for moisture vapor, liquid transport barrier to fluids, coefficient of friction,
seam strength, resistance to sunlight, oxidation and burning, and/or compara-
tive aesthetic properties. Most properties can be determined using standardized
test procedures that have been published as nonwoven standards. Test methods
adopted in the USA are published by INDA, while those adopted in Europe are
published by EDANA. A comparison of typical physical properties for selected
spunbonded products is shown in Table (2).

Spinning and Web Formation

Spunbonded fabric production couples the fiber spinning operation with the for-
mation and consolidation of the web in order to maximize productivity. It is the
coupling of these processes that distinguishes the spunbonded process from tra-
ditional methods of fabric formation where fiber is first spun and collected, then
formed into a fabric by a separate process such as weaving or carded into a web.
If the bonding device is placed in line with spinning and web formation, the web
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Fig. 2. Bicomponent filament structures. (a) Hollowpie; (b) sheathcore—large. Courtesy
Hills Inc..
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Fig. 3. Typical stress–strain curves of nonwoven fabrics, where (——) is woven; (– – –),
thermally bonded nonwoven; and (- - -), needle-punched nonwoven.

Fig. 4. Typical multibeam spunbonded process (3).

is converted into bonded fabric in one step (Fig. 4). In some arrangements, the
web is bonded off-line in a separate step which appears at first to be less efficient;
however, this offers the advantage of being more flexible if more than one type of
bonding is to be performed on the web being produced. Some specialty processes
also separate the spinning and the laydown steps which adds cost but provides
high control on the fiber properties and ensures few breaks in laydown.
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The basic spinning process is similar to the production of continuous fil-
ament yarns and utilizes similar extruder conditions for a given polymer (16).
Fibers are formed as the molten polymer exits the 500 or more tiny holes (ca 0.2
mm) of each spinnerette, where it is immediately quenched by chilled air. Since
a key objective of the process is to produce a relatively wide (eg, 3–4 m) web,
individual spinnerettes are placed side by side in order that sufficient fibers be
generated across the width. This entire grouping of spinnerettes is often called a
block or bank, and in commercial production it is common for between two and
four blocks, but as many as eight, to be used in tandem in order to increase the
coverage and uniformity of laydown of the fibers in the web.

Most spunbond machinery producers now utilize large rectilinear spinplates
in lieu of multiple small individual spinnerettes. In effect, the spinning plate
is slightly wider than the desired web, and a continuous curtain of filaments
is formed providing uniformity from point to point relative to multiple side by-
side-spinnerettes in a block. Each spinbeam can contain up to 30,000 holes and
it is common for multiple spinbeams to be used in tandem to further improve
uniformity and increase throughput.

Prior to deposition on a moving belt or screen, the molten polymer threads
from a spinnerette must be attenuated to orient the molecular chains of the
fibers in order to increase fiber strength and decrease extendibility. This is ac-
complished by hauling the plastic fibers off immediately after they have exited
the spinnerette. In practice, this is done by accelerating the fibers either mechan-
ically (17) or pneumatically (17–19). In older processes, the fibers are pneumat-
ically accelerated in multiple filament bundles; however, most new installations
accelerate an entire beam or curtain of filaments (20–22).

In traditional textile spinning, some orientation of fibers is achieved by
winding up the filaments at a rate of 3000–5000 m/min to produce the so-called
partially oriented yarns (POYs) (23). The POYs can then be mechanically drawn
in a separate step to achieve maximum strength. In spunbonded production, fila-
ment bundles are partially oriented by being pneumatically accelerated at speeds
of 6000 m/min or greater (19,24). Accelerating the filaments at such great speeds
not only achieves a partial orientation but results in extremely high rates for web
formation, particularly for lightweight structures (eg, 15 g/m2). The formation
of wide webs at high speeds results in a high efficiency of manufacture. Newer
processes have been commercialized, that can accelerate filaments at speeds up
to 8000 m/min and simultaneously create very small fiber deniers with high
throughput (25).

For many applications this partial degree of orientation imparts a sufficient
increase in strength and decrease in extendibility to make the final bonded fab-
ric perfectly functional; eg, diaper coverstock. However, some applications, such
as geotextiles and primary carpet backing, demand that the filaments achieve a
very high tensile strength and low degree of extension. This requires subsequent
additional attenuation, such as the mechanical drawing of filaments, a process
usually accomplished over heated rolls with a typical draw ratio of ca 3.5:1 (17).
After drawing, the filaments are pneumatically deposited onto a moving belt or
screen. Because drawing rolls cannot normally dispatch filaments as fast as pneu-
matic jets, the web-forming process is usually less rapid, although the resulting
web has greater physical strength.
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Fig. 5. Deflector plane for separation of filaments.

The pneumatic deposition of the filament bundles onto the moving belt re-
sults in formation of the web. A pneumatic gun uses high pressure air to move
the filaments through a constricted area of lower pressure but higher velocity,
as in a venturi tube. Pneumatic jets used in spunbonded production have been
described (17,24). Unfortunately, the excellent filament uniformity coming out of
the spinnerette is lost when the filaments are consolidated going through a gun.

In order for the web to achieve maximum uniformity and cover, it is imper-
ative that the individual filaments be separate from each other prior to reaching
the belt. Failure to sufficiently separate individual filaments results in the ap-
pearance of “ropes” in the web. One method used to effect this state of separation
is to induce an electrostatic charge onto the bundle while still under tension and
prior to pneumatic deposition. The charge may be induced either triboelectrically
or more typically by applying a high voltage charge to the filaments (26). The
level of electrostatic charge on the filaments must be at least 30,000 esu/m2 of
filament surface area (16) to be effective. After deposition onto the moving belt, it
is necessary to discharge the filaments; this is usually accomplished by bringing
the filaments in contact with a conductive grounded surface. In some cases, the
deposition belt is made of conductive wire and connected to ground. The electro-
static repulsion method has the advantage of being relatively simple and reliable.
Producing webs by spinning rectilinearly arranged filaments through a so-called
slot jet reduces or eliminates the need for such bundle-separating devices (20,21),
because the filament bundles are not collapsed en route to the belt as they are in
a pneumatic gun.

Other routes to reachieving filament separation have been described and
rely on mechanical or aerodynamic forces to affect separation. Figure 5 illustrates
one method that utilizes a rotating deflector plane to force the filaments apart
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Fig. 6. Web production with predominantly machine and cross-machine direction.

while depositing the opened filaments in overlapping loops (27). After the splayed
filaments fall to the deposition surface or forming screen, a suction from below the
disposition surface holds the fiber mass in place.

For many applications, it is acceptable or desirable to lay down the fila-
ments in a random fashion without orienting the filament bundles with respect
to the direction of the laydown belt (24). However, it is sometimes desirable to
control the directionality of the splayed filaments on the laydown belt in order to
achieve a particular characteristic in the final fabric. Directionality can be con-
trolled by traversing the filament bundles either mechanically (19,27) or aerody-
namically (17,28) as they travel downward toward the collecting belt. The aero-
dynamic method consists of supplying alternating pulses of air on either side of
the filaments as they emerge from the pneumatic jet. By properly arranging the
spinnerette blocks and the directing jets, laydown can be achieved predominately
in the desired direction. Figure 6 illustrates the production of a web with predom-
inately machine and cross-machine direction filament laydown (17). It is possible
to generate highly ordered laydown patterns by oscillating filament bundles be-
tween closely spaced plates to achieve a high degree of parallelism.
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Fig. 7. Laydown pattern diagram.

If the laydown belt is moving and filaments are rapidly traversed across
this direction of motion, the filaments are deposited in a zigzag or sine wave
pattern on the surface of the moving belt. The effect of the traverse motion on the
coverage and uniformity of the web have been described mathematically (29). The
relationships between the collecting belt speed, period of traverse, and the width
of filament curtain being traversed determine the appearance of the formed web
upon the laydown belt. Figure 7 illustrates the laydown for a process where the
collecting belt travels a distance equal to the width of the filament curtain, x,
during one complete period of traverse across a belt width y. If the belt speed is
vb and the traverse speed is vt, the number of layers deposited, z, is calculated by
the formula, z = (x · vt)(y · vb). It can be seen that if the traverse speed is twice
the belt speed and if x and y are equal, then a double coverage will occur over all
areas of the belt.

The alternative to the use of multiple spinnerettes per bank, and now the
most widely utilized process, is the so-called curtain spin process, which utilizes a
single plate of the width of the desired web which has been drilled with holes for
fiber formation. The advantage to this approach is that it results in a uniform dis-
tribution of filaments within the curtain of continuous fibers produced from the
spinning plate. The use of the single uniform distribution of filaments within the
curtain of continuous fibers is produced from the spinning plate. The use of the
single spinning plate automatically places the fibers in a uniformly distributed
array and thereby presents a curtain of high uniformity filaments to the fiber
attenuation mechanism. Care must be taken to keep individual filaments from
sticking while they are still plastic, which is normally in the quench or cooling
area between the spin plate and the laydown jet.

By comparison, the multiple spinnerette per bank process requires addi-
tional effort prior to laydown in order to compensate for the gaps between the
individual spinnerettes. Failure to present a uniformly distributed filament ar-
ray to the laydown screen will result in spot-to-spot variations in fiber density
and a web that has the appearance of blotch.

In general, once the curtain of filaments has been produced, it is necessary
to attenuate the filaments in order to provide strength and resistance to deforma-
tion. The most commonly practiced approach is to utilize a single slot, which is at
least the width of the curtain, at a point below the spinning plate and above the
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Fig. 8. Curtain spinning process (22).

laydown screen. There are three practical approaches taken. The first utilizes the
injection of low pressure air at a point above the slot so that the fibers attain suf-
ficient acceleration in the slot to provide adequate draw (21) (Fig. 8). The second
utilizes a low pressure vacuum below a venturi to provide the pressure differen-
tial required for sufficient acceleration and resulting attenuation (30). The third
utilizes an acceleration slot immediately below the spin plate with little or no
quench or cooling of the filaments (25).
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One of the limitations of the curtain–slot draw process has been that the
amount of fiber attenuation is constrained because of the short distance generally
allowed between the spinnerette and the venturi slot, and the use of relatively
low pressure air for drawing so as not to induce high turbulence in the area of the
laydown. In order to adapt this concept for the production of polyester fabrics that
inherently require much higher fiber acceleration to attain the desired polyester
fiber properties, a new process has been commercialized (25).

Bonding

Many methods can be used to bind the fibers in the spun web. Although most
procedures were originally developed for use with nonwoven staple fibers, three
were adapted for use with continuous filaments: mechanical needling, thermal,
and chemical/binder. Thermal and chemical–binder methods may bond the web
by fusion or adhesion of fibers using either large or small regions, generally re-
ferred to as area bonding and point bonding, respectively. Point bonding results
in the fusion of fibers at discrete points with fibers remaining relatively free in
between the point bonds. Other methods that are used with staple fiber webs,
but which are not routinely used with continuous filament webs, are stitchbond-
ing (29,31), ultrasonic fusing (8,32), and hydraulic entanglement (33). Hydraulic
entanglement is currently being developed as a high speed bonding process for
spunlaid webs as a way to achieve superior softness. It has the potential to pro-
duce the most radically different continuous filament structures; however, it has
the disadvantage of being a more costly and complex bonding process.

Of the three standard bonding methods used in spunbonded manufactur-
ing, mechanical needling, also called needle punching or needle bonding, is the
simplest and least expensive. Although it is the oldest process, it continues to
be widely used. Significant improvements in throughput and flexibility have re-
sulted in the sales growth of needle-bonded fabrics, particularly for geotextiles
(qv) and roofing. An excellent review of mechanical needling technology has been
published (29).

In the needle-punching process, a continuous filament web is subjected to
barbed needles which are rapidly passed through the plane of the moving spun
web (see NONWOVEN FABRICS, STAPLE FIBERS). The needles pass in and out of the
web at frequencies exceeding 3,000 strokes/min that can result in as many as 500
penetrations/cm2 depending on the needle density and the line speed, which can
be as high as 150 m/min (34). The effect of this operation is to interlace the fibers
and thus bond the structure together, relying only on the mechanical entangle-
ment and fiber-to-fiber friction. The fabric produced tends to be more conformable
and bulky than fabrics bonded by thermal or chemical/binder methods. Because
the fibers have freedom to move over each other, the fabric is easily deformed and
exhibits a low initial modulus (Fig. 2).

The principal variables in needle-punching are the needle design, punch
density, and depth of punch. Considerable research has been conducted on the
shape and design of the needles and how this affects the interlacing of the fibers
(29). Needling produces a fabric that is 100% fiber with no points or areas of
fusion or melting, thus it is easily adapted to most fiber webs and requires less
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precise control than thermal bonding. In addition it is the only bonding method
suitable for the production of spunbonded fabrics of very high basis weights, eg,
800 g/m2. It is, however, only suitable for the production of uniform fabrics greater
than ca 80 g/m2 because needling tends to concentrate fibers in areas resulting
in loss of visual uniformity at lower weights.

Unlike mechanical needling, both thermal and chemical/binder bonding de-
pend on fiber-to-fiber attachment as the means of establishing fabric integrity. It
is the degree and extent of attachment that determines many of the fabric qual-
ities, most notably the hand or softness. Because point bonding can be accom-
plished using as little as 10% bonding area, (ie, 90% unbonded area), such fabrics
are considerably softer than area-bonded structures. Fiber mobility is retained,
in part or in total, outside the areas of the point bonds. Thermal bonding is far
more common than chemical–binder bonding and is generally more economical
because the latter method adds the cost of resin and still requires a thermal cur-
ing treatment as the final step. Both area and point thermal bonding are rapid
processes having line speeds in excess of 300 m/min and up to 800 m/min during
production of lightweight fabrics.

Area thermal bonding can be accomplished by passing the spun web through
a source of heat, usually steam or hot air. Prior to entering the bonding area,
the spun web may be consolidated by passing it under compressional restraint
through a heated prebonding area which adds integrity to the web (10). While in
the bonder, the consolidated web is exposed to hot air or pressurized steam that
causes fusion to occur between some, but not all, of the fiber crossover points.
Complete fusion leads to a paper-like structure with low resistance to tearing.
The spun web may contain small percentages, typically 5–30%, of a lower melting
fiber (10), or the filaments may contain undrawn segments that are lower melt-
ing than the drawn or matrix segment (28). Heterofilament structures utilize a
lower melting covering (sheath) on the outside of the filaments to effect fusion.
Both polyethylene and nylon-6 have been used as the lower melting sheath in
commercial spunbonded products.

The use of steam is generally limited to polypropylene and polyethylene fu-
sion because impractical pressures are required to reach the temperature levels
(eg, >200◦C) required for bonding polyesters. In general, greater temperature
control is required for area bonding polypropylene than for other polymers be-
cause the temperature difference between the matrix and binder fibers can be
only 3◦C (28).

Whereas thermal area bonding uses temperature as the variable to a great
degree and relies on sophisticated web structures containing binder fibers, ther-
mal point bonding utilizes both temperature and pressure to affect fiber-to-fiber
fusion. Thus it is a simpler approach to bonding because it does not require the
web to contain lower melting fibers or segments and is less demanding of the
technology required to produce the web. Point bonding is usually accomplished
by passing a web, previously consolidated or compacted with either heated or
unheated press rolls, through heated nip rolls, one of which contains a raised
pattern on its surface (Fig. 9). When bonding, polypropylene roll temperatures
generally do not exceed 170◦C; however, pressures on the raised points are quite
high, preferably 138–310 MPa (20,000–45,000 psi) (35). The degree of bonding
between the points can be controlled by varying the ratio of heights of the raised
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Fig. 9. Pattern bonding roll at the end of a spun bonding line.

points to the depth of the web (36). Typically only 10–25% of the surface available
for bonding is converted to fused, compacted areas of bonding.

Optimum conditions of pressure and temperature are dependent on many
variables including, but not limited to, the nature of the web, line speed, and
engraved pattern. Optimized conditions are best obtained through detailed in-
vestigations and much experience. Even subtle changes in any of these variables
can result in significant changes in the properties of the finished fabric (7,8). New
designs for bonding calenders continue to refine the process (37).

Because engraved point bonding rolls can be as wide as 5 m, the problem of
maintaining uniform pressure across the width must be addressed. Small differ-
ences in pressure across the width can produce an unacceptably variable product.
Hydraulic pressure is applied at the ends to the roll causing a slight deflection
that results in less pressure being applied in the center compared to the ends.
A number of solutions to this problem have been devised (37), including camber-
ing wherein the roll diameter decreases slightly from the center to the ends and
mechanical means such as pressurizing the external shell of one of the two nip
rollers.

Chemical–binder bonding is used less frequently than thermal bonding in
the production of spunbonded fabrics, and in a shift over the past decade the
same is also true for staple fiber nonwovens. Resin binders are occasionally used
with spunbonded webs to achieve special characteristics that are unattainable
thermally (38). In a typical case, acrylic resin(s) are applied to saturate the web,
excess resin is removed by nip rolls, and the wet web is passed through a drying
oven to remove excess water and cure the resin which tends to concentrate at
fiber–fiber junctions. By curing the resin, a thermoset binder conveys high ther-
mal dimensional stability to the web for applications such as roofing.
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Resin binders may alternatively be applied in discreet points in a pattern so
as to immobilize fewer fibers and produce a softer fabric; however, it is difficult
to accurately control the diffusion of the resin, and the drying step requirements
make it less attractive than thermal bonding.

Chemical bonding with hydrogen chloride gas has been used with spun webs
of nylon-6,6 to commercially produce spunbonded nylon fabrics (39). In this bond-
ing process, the activating hydrogen chloride gas is passed over web fibers held
in close contact by tension. The hydrogen chloride disrupts hydrogen bonds be-
tween the polymer chains and forms a complex with the amide group. When the
gas is desorbed the process reverses, this time with new hydrogen bonds formed
between polymer chains in different fibers. This basic method has been further
refined to permit only the formation of pattern bonds, whereby fiber mobility is
retained between the bonded areas yielding a softer hand to the bonded fabric
(40).

Bonding a web by any means allows for certain generalizations. If the web
is highly bonded, most of the fibers are bonded to another fiber. The result-
ing structure is relatively stiff, paper-like, and has higher tensile and modulus
but lower resistance to tear propagation. On the other hand, if the web is only
slightly bonded fewer fiber-to-fiber bonds are present and the structure is more
conformable with lower tensile and modulus but higher resistance to tear prop-
agation due to bunching of filaments. Additionally, webs that are only slightly
bonded exhibit low surface abrasion resistance. In comparing area to point bond-
ing, greater varieties of structures are achievable through point bonding because
of the various bonding roll patterns available. The expense associated with the
manufacture of the pattern roll generally dictates the careful selection of the pat-
tern, however.

Meltblown Fabrics

Meltblown fabrics differ from the traditional spunbonded fabrics by having lower
fiber denier (fineness) and by usually being composed of discontinuous filaments.
Although meltblown fabrics are not generally referred to as spunbonded, the inte-
gration of spinning, attenuation (although slight), laydown, and bonding during
the production of meltblown webs describes a process traditionally defined as
spun bonding. The inherent fiber entanglement often makes additional bonding
unnecessary, however. Fibers produced by melt blowing are very fine, having typ-
ical diameters of 3 µm (41,42), smaller by nearly an order of magnitude than tra-
ditional spunbonded fibers. The fibers are extremely fine and largely unoriented,
causing the webs to be quite weak and easily distorted. Most thermoplastic poly-
mers have been meltblown, but the majority of commercial products are produced
from high melt flow grade polypropylene.

In the manufacture of meltblown fabrics, a special die is used in which
heated, pressurized air attenuates the molten polymer filament as it exits the
orifice of the dye or nozzle (Fig. 10). Air temperatures range from 260 to 480◦C
with sonic velocity flow rates (43).

The rapidly moving hot air greatly attenuates the fibers as they exit from
the orifices to create their small diameters. The fibers are relatively weak and
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Fig. 10. Schematic of the meltdown process.

deposited on the forming screen as a random entangled web that may be ther-
mally point bonded to improve strength and appearance. The web may also be
deposited onto a conventional spun web, then thermally bonded. Sandwich struc-
tures, called SMS, are routinely created with the meltblown web in the middle
between two conventional spunbonded webs (44). Other materials, eg, cellulosics,
have been blended into the meltblown filament stream to yield a meltblown struc-
ture with a unique combination of properties (45). Mixtures of meltblown and
crimped bulking fibers have been sold as thin thermal insulation for use in out-
door clothing and gear (46). Meltblown technology has also been adapted to pro-
duce nontraditional spunbonded fabrics, such as elastomeric webs (47).

The great quantity of very fine fibers in a meltblown web creates several
unique properties such as large surface areas and small (<1 µm) pore sizes.
These have been used in creating new structures for hospital gowns, sterile wrap,
incontinence devices, oil spill absorbers, battery separators, and special require-
ment filters. During the last decade, meltblown technology has experienced large
growth mainly in the form of SMS or SMMS sandwich structures in hygiene (6).

Flashspun Fabrics

The process of producing spunbonded webs by flash spinning is a radical depar-
ture from the conventional melt spinning approach. In melt spinning, a molten
polymer is typically extruded through a spin plate containing ∼20,000 tiny holes.
This produces a fiber curtain containing ∼20,000 fibers, each typically 15–50 µm
in diameter. The fibers are kept separate from each other until the bonding oper-
ation connects some or all of them.

By contrast, flash spinning begins with a 10–15% polymer solution pre-
pared by dissolving a solid polymer, such as high density polyethylene, with a
suitable solvent, such as pentane, trichlorofluoromethane, or methylene chloride
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(48). The solution is heated to approximately 200◦C, pressurized to ∼4.5 MPa
(653 psi), and the pressurized vessel is connected to a spinnerette containing a
single hole. When the pressurized solution is permitted to expand rapidly through
the hole, the low boiling solvent is instantaneously flashed off leaving behind a
three-dimensional film–fibril network referred to as a plexifilament. The three-
dimensionality results from the cross-linking interconnection of the fine fibers
which produces a film thickness of 4 µm or less (48). Thus many individual but
interconnected fibers are created from a single-hole spinnerette.

It is believed that bubbles form rapidly as the pressurized solution under-
goes depressurization during spinning and the bubbles may grow and rupture,
thus forming the plexifilamental network (48). Gases that are effectively insolu-
ble in the solvent may be added to the pressurized solution in order to facilitate
high rates of bubble nucleation.

When a multiplicity of single-hole spinnerettes are assembled across a
width, the plexifilaments produced can form a wide web that can be thermally
bonded to produce a flat sheet structure (49). The web-forming procedure is ame-
liorated by use of a baffle that deflects the stream of plexifilaments after exiting
the spinnerette.

Unlike fine fibers prepared by melt blowing, the plexifilaments from flash
spinning are substantially oriented and possess relatively high tenacities [0.08
N/tex (>1g · f/den)]. The plexifilaments scatter light effectively as a result of high
surface areas (ca 2 m2/g) and thus form opaque webs. In addition, the fineness
of the plexifilament fibrils also results in a web structure of exceptional softness.
Webs are either area or point bonded to yield paper- or cloth-like aesthetics, re-
spectively. The paper-like sheets are used as durable papers and may be printed
using conventional inks (qv) and printing equipment, whereas the point-bonded
structures are very soft and find use in disposable protective clothing.

Flash spinning is the most complex and sophisticated method for manufac-
turing spunbonded fabrics. A single production line can require an investment of
nearly $200 million, and serious safety issues must be addressed in the plant’s
design and operation. Although the process has been in use since 1962, the need
to spin heated and pressurized solutions under precise conditions has resulted in
only one company (DuPont) practicing the technology as a route to these unique
spunbonded products. A second producer (Asahi) stopped producing in Japan
some years ago after forming a marketing joint venture with Du Pont. Hydro-
carbon solvents are now being used for the process since chlorofluorocarbons, the
traditional solvents, are restricted because of environmental regulations (50).

The physical properties of flashspun fabrics are unique and not attainable
via the melt-spun spunbond process. Even bicomponent melt spinning cannot
produce similar structures. As a result the profitability of a flashspun operation
is very high when the capacity of a line is fully utilized.

Test Methods

Spunbonded fabrics are characterized by standardized test procedures originally
developed for textile fabrics and paper products. The Association of the Nonwo-
ven Fabrics Industry (INDA) has published a list of test procedures (Table 4)
(51) which are routinely used in determining specific physical characteristics of
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spunbonded and other nonwoven fabrics. Analogous test methods are published
in Europe by EDANA, the European Association of Nonwoven Fabrics. INDA and
EDANA are working together to develop and publish harmonized international
test procedures. Many tests are established for the evaluation of nonstrength-
related properties such as washability, stiffness, and softness. Great strides have
been made in the test methodology used to evaluate the hand of materials for
textile applications such as clothing. A methodology and equipment, permitting
quantitative evaluation of fabric hand, have been developed (52).

As applications are developed, the need for new end use specific test meth-
ods grows. Geotextile uses are a good example of how a large new application
requires the design of new test methods (54). In addition to break, stretch, tear,
and burst resistances described in Table 4, geotextile fabrics are tested for punc-
ture, maximum opening size, permittivity, and asphalt retention, according to
IST 180.1−9. The puncture test notes the resistance to being punctured by a
probe with either a flat or spherical tip. Maximum opening measures the largest
size glass beads that can pass through a fabric, thereby reflecting the size of soil
particles that can be stopped by a geotextile. Permittivity is how fast water, at a
given pressure, passes through a geotextile. Asphalt retention is judged by how
much asphalt cement is left in a geotextile after it is dipped in the cement and
allowed to drain, and what change in area the geotextile undergoes.

Long-term applications also demand test methodology on the aging charac-
teristics of spunbonded fabrics. Roofing applications, for example, require that
the saturated fabrics retain their strength for many years despite a hostile en-
vironment. By heating the fabric at several different temperatures higher than
the expected nominal conditions, and measuring the time it takes to observe a
significant property change, for instance loss of 50% tensile strength, effects can
be plotted to permit some extrapolation back to expected nominal conditions (55).
The importance of aging tests will increase as more long-term applications are de-
veloped for synthetic fabrics. The Swedish Building Institute has developed heat
aging tests and standards for films and fabrics used in building construction.
Canada has established a number of longevity and performance test procedures
for construction fabrics, such as housewrap.

In medical applications, many test procedures have been developed for
screening the efficiency of fabrics to block the passage of viruses, blood-borne
pathogens, etc. Spunbonded SMS sandwich fabrics are widely used as protective
gowns in hospital operating rooms because of their combination of barrier and
comfort.

Overall, the test methods published by INDA (Table (4)) continue to be the
general tests used to characterize fabrics; however, specific market applications
often generate special test procedures to fulfill unique needs.

Applications for Spunbonded Fabrics

Uses for spunbonded fabrics have traditionally been segmented into durable and
disposable categories. In the early 1970s, consumption of spunbondeds was pre-
dominately for durable uses such as carpet backing, furniture, bedding, and geo-
textiles. By 1980, however, disposable applications accounted for an increasingly
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large percentage because of the acceptance of lightweight (eg, 17 g/m2) spun-
bonded polypropylene fabrics as a coverstock for diapers and incontinence devices
(6). In the 1990s, the use of new diaper and training pants designs have increased
the demand for lightweight fabrics far beyond earlier predictions.

Both the durable and disposable markets for spunbondeds have experienced
dramatic growth (∼6% per year). Disposable applications utilize the vast majority
of the yardage produced although only ∼50% on a tonnage basis (56). Significant
areas of durable growth have been in the building and construction industries
where spunbondeds are used in geotextiles, roofing membranes, and Housewrap.
Growth has also been achieved in primary carpet backing in automotive carpets
and carpet tiles, where moldability and high dimensional stability, respectively,
were achieved through the use of polyester spunbonds.

With the possible exception of Housewrap, however, there have been vir-
tually no new markets established as a result of the special characteristics of
spunbonded fabrics. Growth has come about in an evolutionary fashion where
spunbonded fabrics were substituted for woven fabrics, other nonwoven fabrics
(including knits), paper or film in previously existing applications, or where the
cost–property relationship has permitted an extension of an existing application,
such as the redesign of diapers. The principal contributions that spunbondeds
have made in these markets generally have been attractive economics, or im-
proved processibility and performance in the final product. This combination
has greatly accelerated the use of the products within an application and con-
sequently contributed to the growth of specific markets. General market oppor-
tunities for nonwovens have been reviewed (6,7,56).

Of the four basic polymer types available in spunbonded form (ie, polypropy-
lene, polyethylene, polyester, and nylon), both polyester and nylon are more costly
polymer forms than either of the olefins. It is possible for this cost advantage to
be offset by other factors, such as production of the fabric in lighter unit weight,
but in general olefin-based products have an economic advantage for an equiv-
alent weight fabric. In addition, the lower density of olefinic polymers provides
a greater “yield” of more fibers per unit area, which provides better cover and
performance. In some applications, however, this advantage is moot if the olefin-
based product cannot perform properly. An example of this is in roofing mem-
branes where a key requirement is dimensional stability to hot bitumen at tem-
peratures approaching 200◦C, which is above the melting point of both polypropy-
lene and polyethylene but well within the performance limits of polyester. To a
great extent this one property, ie, higher temperature resistance, largely differen-
tiates the opportunities for polyester spunbondeds versus olefinic counterparts.
Although polyester fibers exhibit higher modulus and more flexible dyeing, these
properties seem to be of little advantage in the markets for spunbonded fabrics.

Spunbonded Markets: Durable Applications. A summary of late
1990s markets for nonwoven fabrics in the United States and western Europe
is shown in Figures 11, 12, and 13. Approximately 37% of total global nonwoven
production for 2001 was estimated as being spunbonded (1). In North America
this represents 550,000 t of spunbonded production with volume growth of 8.5%
per year for the period 1996–2001 (1). The principal durable applications cen-
ter around construction and automotive applications although there are other
smaller areas.
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Fig. 11. Global demand forcost for nonwoven fabrics. 1988; 1996; 2001 (57).

One of the first durable applications was the use of spunbonded polypropy-
lene in primary carpet backing. First introduced in the mid-1960s as a replace-
ment for woven jute, it is still used in specialty carpets and holds a unique posi-
tion in applications that require isotropic planar properties for dimensional sta-
bility such as printed or patterned carpets. The finer fiber versus woven ribbons
or jute also allows tufting needles to penetrate with little deflection where fine-
gauge tufting is desired. Finally, because the spunbonded backing is bonded at
many fiber junctions, it offers the advantage of maintaining clean edges after
cutting or trimming, making it attractive for use in small rugs where the unrav-
eling feature of woven ribbon backings can be a concern. Although the first spun-
bonded primary carpet backing was made from polypropylene, other spunbonded
products based on polyester and polyester–nylon were later commercialized as
tuftable carpet backing products, mainly for automotive uses.

An extremely successful application for spunbonded fabrics is in the area
of furniture, bedding, and home furnishings. In furniture construction the use of
lower cost spunbonded fabrics has become routine, whereas in the 1970s woven
sheeting dominated the market. Spunbondeds are used in hidden areas requiring
high strength and support in chairs, sofas, and other seating. The bottoms of
chairs are often covered with dust covers made of spunbonded fabrics because
of the nonfraying characteristics, high porosity, excellent cover, and low cost. An
inherent resistance to rot and mildew versus natural fabrics also adds to the
popularity of spunbonded fabrics in home uses.

In bedding, spunbondeds are used as spring insulators, spring wrapping
in mattress construction, dust covers under box springs, and facing cloth for
quilting. Home furnishing uses include mattress pad covers where the spun-
bonded fabric serves as the top and bottom of a sandwich structure with a middle
layer of fiberfill and fastened by ultrasonic quilting. Draperies also have used
spunbonded fabrics wherein the lightweight fabric serves as a stitching medium
for use with stitchbonding equipment. Spunbonded fabrics are also used in
blinds, both vertical and horizontal, wherein the fabric, which must be extremely
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Fig. 12. Durable nonwovens market demand by applications and region (58).

uniform, may be saturated with colored resins to form opaque and optionally
pleatable blinds.

A high growth application for spunbonded fabrics is the air infiltration
barrier whereby the penultimate vertical surfaces of old or newly constructed
houses are covered with a layer of spunbonded fabric followed by the application
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Fig. 13. Disposable nonwovens market demand by applications and region (59).

of the ultimate external sheathing such as siding or masonry. The objective is to
construct a barrier to the infiltration of air into the wall cavity and to the insides
of homes, thus lowering the cost of heating and cooling. Tests conducted by the
National Bureau of Standards and the National Association of Homebuilders
confirmed the effectiveness of the air infiltration barrier concept as a means
of lowering the cost of heating a home (60). Certain spunbonded fabrics are
well suited for this application because they possess a unique combination of



Vol. 9 NONWOVEN FABRICS, SPUNBONDED 205

properties required for functionality. These include resistance to the penetration
of liquid water and low porosity to air currents, but with a simultaneously high
transport of moisture vapor. In a winter climate, warm moist air from inside
the house can penetrate through the wall cavity and to the outside. If the air
barrier material is not sufficiently permeable to moisture vapor, condensation
can occur inside the wall cavity where damage from moisture can occur. In
addition, the effective R-value of the insulation (eg, fiber glass) inside the wall
cavity is diminished by the presence of liquid and solid water. Trapped moisture
in wall cavities provides an opportunity for the growth of molds, a growing
concern in warm moist climates. The combination of water and air current
resistance combined with breathability to moisture vapor and high tensile and
tear strength is a difficult combination of properties to assemble. Spunbonded
technology can provide these characteristics in economical form.

Uses for nonwovens in automobiles have grown from a rather modest be-
ginning in the 1970s to a position of significance (58). Although needle-punched
nonwoven fabrics have been used in large-area applications, such as backing for
vinyl seats and landau tops, spunbonded fabrics have, historically, been utilized
in lower volume applications such as labels for seat belts, spring insulators, list-
ings in seats, and as coated fabrics for ducting. Spunbonded polyester has become
accepted as a tuftable backing in molded carpets where the use of spunbonded
backing allows for greater molding precision, improved dimensional stability, and
resistance to puncture. Newer applications include headliners, which are often
complex composites that can be molded into sophisticated shapes. Lightweight
spunbonds are used as sound insulators in between dashboard components, and
as the base fabric in interior door panels and sun visors.

Material acceptance in roofing applications has changed significantly since
the mid-1970s, particularly for spunbonded fabrics. The market opportunity is
extremely large and is thought to exceed 1.86 × 108 m2 for commercial buildings
(flat roofing) in the United States alone. Much of the development for roofing ap-
plications was done in Europe and slowly became accepted in the United States.
Although fiber glass fabrics have been the largest volume nonwoven consumed in
roofing, spunbonded polyester and polypropylene have made considerable pene-
tration (61). A significant difference between glass and polyester is the ability of
polyester to flex and stretch without damage to the filaments. Because rooftops
are known to expand and contract with seasonal changes, fabrics of polyester are
less susceptible to damage from sudden temperature fluctuations which induce
rapid dimensional changes.

Spunbonded polyester is basically a carrier for bituminous waterproofing
membrane. Here spunbonded fabric is saturated with bitumen and serves to pro-
vide integrity and dimensional stability to the bitumen. As bitumen coatings
modified with elastomeric polymers, such as atatic polypropylene (APP) or se-
quenced butadiene–styrene (SBS), became accepted as improvements over un-
modified bitumen, changes occurred in the installation and manufacture of mem-
branes. Historically, built-up roofs were made in situ by mopping hot bitumen into
organic felts that had been placed on the roof decking. In the 1990s, the roof mem-
brane was manufactured under tightly controlled conditions in a factory distant
from the site of application. The spunbonded fabric is typically saturated with
modified bitumen by dipping into tanks of hot bitumen which are heated up to
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200◦C. Excess bitumen is metered off and the cooled surfaces are coated with a
release material such as talc to prevent blocking together on the roll. The com-
posite is packaged into rolls approximately 1 m wide and 50 m long. The rolls
are then shipped to the job site and applied to the flat roof surface by slowly un-
rolling while heating the underside to tackiness with a propane torch to enable it
to adhere to the roof deck. Adjacent rolls are lap seamed to provide for watertight-
ness across the roll width of the roof. Spunbonded polyester is also used in the
so-called cold roof method, typically used for roof maintenance. In this method,
a cold mastic is applied over a fiber glass base sheet, followed by more mastic,
another layer of polyester, more mastic, and a final topcoat.

In Europe, particularly France and Germany, bitumen-coated spunbonded
polypropylene fabrics are widely accepted as rooflinings under concrete, clay, or
ceramic tiles for pitched-roof construction. In this use, the spunbonded fabric is
a critical element of the membrane because the rooflining is draped between roof
rafters and depends on the strength of the spunbonded for self-support during
the life of the roof. The bitumen coating renders the spunbonded waterproof and
allows it to shed any water that might leak between the tiles during snow and
rainstorms. Spunbonded fabrics coated with nonbituminous materials such as
acrylics have also been used in Europe. Rooflinings represent a considerable op-
portunity for spunbonded fabrics in Europe and in the sunbelt areas of the United
States.

Nonwoven fabrics have played an important part in the development of geo-
textile applications. Needle-punch fabrics manufactured from either staple fibers
or spunbonded continuous filaments have found worldwide acceptance on the ba-
sis of field performance. In 2000, it is estimated that North America consumed
approximately 300 million m2 of geotextiles (62).

Many fabric manufacturers have dedicated considerable effort to the mar-
keting of their products in order to participate in this growth area. Geotextile
fabrics function by being porous to water but not to the fines of the soil, thereby
permitting them to effectively separate or partition soil fines from other elements.
The net effect is keeping the soil from eroding or moving position. For example,
in the construction of a new road the geotextile can separate the subsoil from the
gravel or aggregate. By maintaining this separation, the aggregate is not driven
into the subsoil base by the weight of vehicles nor are soil fines pumped up into
the aggregate since the geotextile filters out their passage. However, water is
freely transported through the fabric, enabling proper drainage without buildup
of hydrostatic pressures. Thus the road resists rutting and sustains the weight
of traffic more effectively while permitting proper drainage of water through the
fabric. In drainage ditches, perforated drainage pipes are often wrapped with a
geotextile prior to installation to prevent them from becoming clogged.

Spunbonded fabrics are effective filters in that they are layered structures
of relatively fine fibers, the three-dimensional structure of which creates a tor-
turous path. Even relatively thin spunbonded fabrics (eg, 0.2–0.25 mm) present a
significant challenge to the passage of soil fines and are suitable for use in some
filtration applications. The porosity of geotextile fabrics is classified by means of
several procedures such as flux (volume flow/area per time) and equivalent open-
ing size (EOS), which is a measure of the apparent pore size of the openings in
the fabric. The flux measures the porosity to liquid water, and the EOS measures
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the porosity to solid particles of a known diameter. Literature is available on lim-
itations of particular styles of fabrics within an application.

Growing university research ensures that users and specifiers will continue
to become more sophisticated in their methodology and more demanding of man-
ufacturers. Excellent textbooks are available for both students and practicing
engineers (53,63).

A growing use for spunbond fabrics is in landscaping where lightweight (eg,
70–100 gsm) fabrics are sold as landscape fabrics for weed control. Typically these
fabrics are placed in landscape beds over the soil and covered with stones or
mulch where they resist the emergence of weeds from the soil while allowing
water to drain through into the soil. They will not, however, prevent seed germi-
nation in the mulch, and they should be viewed as only a partial solution for weed
control.

Other durable applications such as interlinings and coating/laminating sub-
strates do not appear to offer much near-term opportunity for growth for spun-
bonded fabrics. In interlinings, however, spunlaced nonwovens have received
wider acceptance because of the outstanding drape and softness, previously un-
available from any other fabric.

Spunbonded fabrics have a relatively small percentage of the coated fabric
market which is dominated by other nonwovens. Needle-punched nonwovens of-
fer more of the bulk and resiliency required for functionality in automotive and
furniture seating.

Many filtration requirements are fulfilled by spunbonded structures, and
a growing but technically complex market has developed since the 1970s (64).
Applications include pool and spa, air particulate, coolant, milk, and sediment
for household water.

A recent development is the automatic shaping of heavyweight spun-
bonded and needlepunched fabrics into three-dimensional honeycomb-shaped
structures that allows, for the first time, the use of spunbonded fabrics as a
three-dimensional solid object (65). This platform process opens up vast new ap-
plications previously unreachable by the two dimensional nature of these fabrics.
Spunbond fabrics can be automatically converted into products as diverse as ma-
tresses, sandwich panels, air-flow straighteners, sand walls for temporary dikes,
and drainage containment blocks. There is high interest in third world areas for
the very inexpensive mattresses that can be produced from spunbond lines al-
ready in place in these areas. This process holds promise to open up large new
markets for existing spunbonded fabrics.

Spunbonded Markets: Disposable Applications. The outlook for
spunbonded disposable applications indicates a 5–7% compounded annual
growth forecast (1,6). Spunbonded plant capacity installed or announced since
the 1980s has been aimed at satisfying increased demand largely for disposable
applications. Key markets are components for baby diapers, training pants, in-
continence devices, surgical gowns and drapes, medical sterilization wrap, pro-
tective clothing, and envelopes (see Fig 13, Ref. 69).

The use of spunbonded fabrics as coverstock for diapers and incontinence
devices has grown dramatically since 1980, and by 1995 consumption exceeded
2 billion m2 in the United States and is forecast to reach 3.5 billion within five
years (67). A coverstock functions as a one-way medium through which urine is
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Fig. 14. Components of a modern disposable diaper (56).

transported into the absorbent core. The laminar structural feature of the cov-
erstock helps keep the skin of the user dry and comfortable. Figure 14 shows
the uses of nonwovens in a premium price diaper (68). Although 17 g/m2 spun-
bonded polyester was originally used in diaper coverstock, it has been supplanted
entirely by 15–17 gsm weight spunbonded polypropylene.

Changes in diaper design have made disposable diapers among the most
highly engineered disposable products in the world, and involve not only cover-
stock but the nature of the absorbent layer and design of the diaper itself. The use
of form-fitting legs with leg cuffs for leak protection, as well as refastenable clo-
sures, has accelerated the acceptance of disposable diapers for both infants and
adults. Spunbonded fabrics are used in several major components of the diaper,
including coverstock, leg cuffs, and backsheet (68). Spunbonded coverstock is also
widely used in feminine napkins and, to a limited extent, in tampons. The con-
version of eastern European countries to market economies has created increas-
ing demand for disposable diapers and consequently spunbonded polypropylene
coverstock. Other areas of the world showing higher penetration of disposable
diapers are South America and China.

The uses of spunbonded fabrics as fabrics in diapers and other personal
absorbent devices will most likely remain unchallenged for the near term.
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Virtually any other nonwoven production method appears to be at a cost dis-
advantage opposite spunbonded polypropylene. Perforated films lack tactile feel
and are largely limited to use in femine napkins. There have been composite prod-
ucts developed from meltblown and spunbonded combinations, generally where
improved hydrophobicity is desired. These products can be produced on-line at
relatively low additional cost and offer high value to diaper manufacturers.

In medical applications, great progress has been made in the substitution of
traditional reuseable woven materials with higher performing spunbondeds (69).
Historically, flashspunbonded polyethylene was the first 100% spunbonded to find
limited acceptance in medical uses such as disposable operating room gowns, shoe
covers, and sterilizable packaging. Other spunbonded fabrics of polypropylene
or nylon found some acceptance as cellulosic composites with the lightweight
spunbonded serving to add physical strength to the composite. Over the last
decade, composite structures of spunbond-meltblown-spunbond polypropylene
(SMS) have gained wide acceptance in operating room gowns and sterilizable
(CSR) wrap. Structures made of spunlaced polyester–cellulose are also widely
used but have lost market share to SMS because of the higher barrier of SMS.

Operating room gowns worn by members of the surgical team place very
high demands on fabric properties. Key requirements include breathability for
comfort, low noise, absolute barrier to fluid penetration, low particle generation
(linting), sterilizability, and impermeability to bacteria and viral particles. Wo-
ven cotton fabric gowns were worn for many years but had to be reused because
of high cost. This required the added expense of laundering the garments and the
need to decide when each garment was no longer suitable for use in the operating
room. Several studies comparing disposable and reusable fabrics have been con-
ducted in an attempt to correlate the effect of fabric linting with post-operative
infections. Although no correlation has yet been established, some studies have
demonstrated that single-use fabrics generate significantly fewer particles than
cotton fabrics (70). Other studies have indicated that the rate of postoperative
wound infection is reduced with the use of high barrier spunbonded olefin gowns
and drapes. Concern for viral transmission (eg, AIDS) has increased the demand
for disposable, higher barrier fabrics without loss of comfort.

Medical devices or trays of devices are often sterilized after the nonster-
ile device is sealed in a package. A part of this package, such as the lid, is
made from flashspun or spunbonded/meltblown fabric because it possesses the
unique property of permitting the sterilizing gas of ethylene oxide to pass through
while remaining impenetrable to bacteria. These fabrics are manufactured to
tightly controlled standards to ensure the highest resistance to bacterial/viral
penetration. The superiority of a spunbonded fabric to the alternative coated pa-
pers has been reviewed (71).

Spunbonded fabrics have been utilized as shoe covers in the operating room.
The covers are usually sewn with an elastic band at the top to allow them to be
held snugly in place. The fabric requirements are toughness, some porosity for
comfort, nonlinting, resistance to slippage, and a nonstatic characteristic. In or-
der to achieve the last property, the fabric is usually treated with an antistatic
coating. Failure to use a nonstatic fabric may cause sparks to be generated in
the operating room environment, which could damage sensitive electronic de-
vices or lead to fire. Other medical applications for spunbonded fabrics include
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head covers, face masks, drapes, and other uses requiring breathable/barrier
properties.

A large-volume area for spunbonded fabrics is the disposable protective
clothing market (72). To a great extent the demand for high performance dispos-
able protective clothing has tracked high technology manufacturing, environmen-
tal demands, and more recently the concern from biological or chemical terrorism.
The manufacture of particulate sensitive electronic components, such as silicon
chip integrated circuits, resulted in the construction of clean rooms where the
generation of any particulate was in part controlled through the use of nonlint-
ing yet comfortable clothing made from spunbonded fabrics. Because the spun-
bonded fabrics are made of continuous filaments, practically no linting results. At
the same time the structure allows the passage of moisture and air, thus helping
the wearer to remain comfortable. The spunbonded garment is worn over other
clothing; therefore the maximum pore size must be sufficiently small to prevent
the passage of lint and other particles through the garment and into the clean
room.

The 1980s saw the beginning of the removal of large quantities of asbestos
(qv) from schools and buildings, creating the need for clothing which could
not be penetrated by small asbestos fibrils, yet inexpensive enough to permit
daily disposal. Certain spunbonded and spunbond/meltblown laminate fabrics
demonstrate excellent resistance to asbestos penetration from particles as small
as 0.5 µm.

Similarly the handling of hazardous materials has prompted the need for af-
fordable, disposable protective clothing. Once exposed to toxic waste, pesticides,
or radioactive materials, the clothing itself is transformed into a hazardous ma-
terial and must be disposed of to prevent spreading of contamination. Garments
that demand the utmost in protection at the lowest price are often made by ex-
trusion coating, laminating spunbonded fabrics with polyethylene, or laminating
the fabric to poly(vinylidene chloride) film.

Packaging applications for spunbonded fabrics are for the most part a spe-
cialty area in which paper products or plastic films do not adequately perform.
One of the largest packaging applications for spunbonded fabric is high perfor-
mance envelopes. Although lightweight tear- and puncture-resistant envelopes
are not in demand by individual consumers, both large and small businesses have
found spunbonded envelopes to outperform those made from conventional paper
products. The lighter weight of the spunbonded envelope allows for postal sav-
ings, and some corporations specializing in overnight delivery have successfully
used spunbonded envelopes with excellent results. Coated spunbonded fabrics
are used as the outerwrap of coils of steel and aluminum where they outperform
alternative materials such as films and papers.

A significant percentage of U.S. synthetic staple fiber production is packaged
in bales of extrusion coated spunbonded fabrics, so treated to render the fabric
impervious. Synthetic fibers have been shipped worldwide in this manner with
great success.

Although other nonwoven processes such as spunlacing have experienced
large growth in disposable wipes, spunbonded fabrics have not participated in
this segment generally because some cellulosic fibers are required in the wipe
and spun bonding cannot readily utilize such fibers.
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A reverse-wipe application is seen in the clothes dryer fabric softener sheet
wherein the spunbonded fabric is coated with a complex combination of wax, sur-
factants, and perfumes which are released into the environment of a hot clothes
dryer to soften and perfume the clothes, as well as provide an antistatic quality.
The spunbonded sheet, which must be made of polyester or nylon for temperature
resistance, provides a simple and cost-effective medium to store the chemical
compounds prior to release in the dryer.

There are many other smaller specialty disposable applications for spun-
bonded fabrics which vary widely from country to country. These applications
include candy wrapping, agricultural coverings, wall covering, and packaging.
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NONWOVEN FABRICS, STAPLE FIBERS

Introduction

A nonwoven fabric is a textile structure made from fibers, without a yarn being
first made; knitted and woven fabrics, require yarns. A nonwoven fabric normally
comprises a network of fibers or continuous filament yarns strengthened by me-
chanical, chemical, or thermally interlocking processes. Examples are bonding
with binders such as latex polymers, needling, hydroentanglement, and stitch-
bonding.

History. Johnson and Johnson became involved in nonwovens in the
1930s (1). After 10 years of experimentation its nonwovens department became
part of Chicopee Manufacturing Corp. Viscose rayon was used to make a wide
range of products including bedpads, surgical towels, disposable diapers, sani-
tary napkins, and wiping cloths. In the 1970s water jets were being used to bond
fibers together to make surgical gauze.

Other companies with an early involvement in developing nonwovens to re-
place textiles include Avondale Mills, Kimberly-Clark, The Kendall Co., and the
West Point Manufacturing Co. Freudenberg started trying to make a leather sub-
stitute in the 1930s (2).

The spunbond process transforms polymer directly to fabric by extruding
filaments, orienting them as bundles or groupings, layering them on a convey-
ing screen, and interlocking them by thermal fusion, mechanical entanglement,
chemical binders, or combinations of these. The technology was developed by
Freudenberg and DuPont in the 1950s (see NONWOVEN FABRICS, SPUNBONDED).

Meltblown fabrics are also made directly from thermoplastic resins. Poly-
mer granules are melted and extruded. As soon as the melt passes through the
extrusion orifice, it is blown with air at high temperature. The airstreams attenu-
ate the molten polymer and solidify it into a random array of very fine fibers. The
fibers are then separated from the air stream as a randomly entangled web and
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compressed between heated rolls. The combination of fine-diameter fibers, ran-
dom entanglement, and close packing results in a fabric structure with a large
surface area and many small pores.

After the development of spunbonded and meltblown processes, combined
systems such as SMS (spunbonded/meltblown/spunbonded) were developed to
combine the benefits of each fabric type. In the late 1990s bicomponent spun-
bonded technology was introduced.

Definitions. The Textile Institute defines nonwovens as “textile struc-
tures made directly from fibre rather than yarn. These fabrics are normally made
from continuous filaments or from fibre webs or batts strengthened by bonding
using various techniques: these include adhesive bonding, mechanical interlock-
ing by needling or fluid jet entanglement, thermal bonding and stitch bonding.”

The ISO 9092 definition is as follows: “A manufactured sheet, web or batt
of directionally or randomly orientated fibres, bonded by friction, and/or cohesion
and/or adhesion, excluding paper and products which are woven, knitted, tufted,
stitch-bonded incorporating binding yarns or filaments, or felted by wet-milling,
whether or not additionally needled. The fibres may be of natural or manufac-
tured origin. They may be staple or continuous filaments or be formed in situ.”
Various notes are included in this definition including clarification on the differ-
ence between a wet-laid nonwoven and a wet-laid paper—in essence, the differ-
ence depends on the presence of a substantial proportion of fibers.

Nonwoven structures need not be considered as substitutes for knitted or
woven fabrics—they are a class in their own, enabling a unique range of engi-
neered properties and aesthetics to be achieved.

Nonwoven Processes

The basic concept employed in making a nonwoven fabric is to transform fiber-
based materials into two-dimensional sheet structures with fabric-like proper-
ties. These are flexibility, porosity, and mechanical integrity. Their manufactur-
ing processes can be split into four groups: dry-laid webs, extrusion-formed webs,
wet-laid webs, and web-bonding.

Dry-Laid Processes. These include mechanical, eg carded, and aerody-
namic, eg air-laid routes. Dry-laid nonwovens are made with staple fiber pro-
cessing machinery such as cards and garnetts, which are designed to manipulate
staple fibers in the dry state. Also included in this category are nonwovens made
from filaments in the form of tow, and fabrics composed of staple fibers and stitch-
ing filaments or yarns, ie, stitchbonded nonwovens.

Extrusion-Formed Webs. Examples include spunbonded and melt-
blown. Extrusion technology is used to produce spunbond, meltblown and porous-
film nonwovens. These fabrics are made with machinery associated with polymer
extrusion methods such as melt-spinning, film casting and extrusion coating
(see EXTRUSION).

Wet-Laid Processes. Papermaking technology is used to process wood
pulp fibers, synthetic fibers longer than wood pulp, and other fibers that differ
in other ways from pulps. Included in this category are methods for producing
dry-laid pulp and wet-laid nonwovens. These fabrics are made with machinery
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associated with pulp fiberizing, such as hammer mills, and paperforming, ie
slurry pumping onto continuous screens which are designed to manipulate short
fibers in a fluid.

Web-Bonding Processes. These can be split into chemical and physical.
Chemical bonding refers to the use of water-based and solvent-based polymers
to bind together the fibrous webs. These binders can be applied by saturation
(impregnation), spraying, printing, or application as a foam. Physical bonding
processes include thermal processes such as calendering and hot air bonding,
and mechanical processes such as needling and hydroentangling.

The various nonwoven processes and the fabrics made from each have a
number of common characteristics. In general, textile technology-based processes
provide maximum product versatility, because most textile fibers and bonding
systems can be utilized and conventional textile web processing equipment can
be readily adapted at minimal cost. Extrusion technology-based processes provide
somewhat less versatility in product properties, but yield fabric structures with
exceptional strength-to-weight ratios, as is the case with spunbonds; high surface
area-to-weight characteristics, a benefit of using meltblown technology; or high
property uniformity per unit weight, as is the case with textured films, at modest
cost.

Paper technology-based nonwoven processes provide the least product ver-
satility and require a high investment at the outset, but yield outstandingly uni-
form products at exceptional speeds. Hybrid processes provide combined techno-
logical advantages for specific applications.

Fibers for Nonwovens

Nonwoven fabrics made directly from polymers are discussed elsewhere. The
properties of nonwoven fabrics are highly influenced by the properties of their
constituent fibers.

Technically, a fiber is a material characterized by fineness, flexibility, and
by having a high ratio of length to thickness. Textile fibers also exhibit sufficient
strength and extensibility, elasticity, flexibility, and temperature stability to en-
dure the environments in which they are to be used. They can be divided into
continuous filaments or staple forms. Staple fibers range in length from about
2 to 20 mm. Fibers with thicknesses greater than about 100 µm are generally
considered coarse bristles; fibers with lengths less than a centimeter are gener-
ally not processed on textile-based processing machinery.

Typical textile fibers used, for example, in a needle-punched filter fabric, are
a blend of 3.3 and 6.6 dtex polyester staple fibers. These are about 5 cm long, have
diameters ranging from 18 to 25 µm, linear density of 350–650 mg per 1000 m
and length-to-width ratios in the order of 1000 to 1.

Virtually all fibers (an important exception is glass fibers) are composed
of long-chain molecules or polymers arranged along the fiber axis. Essential re-
quirements for fiber formation include long-chain molecules with no bulky side
groups, strong main-chain bonding, parallel arrangement of polymer chains, and
chain-to-chain attraction or bonding. Basic phases in the fiber formation process
are obtaining a suitable polymeric material, converting the material to liquid
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Table 1. Properties of Some Commercially Available Textile Fibers

Density, Modulus, Tenacity, Elongation, Regain, Tm,
Fiber g/mL N/texa N/texa % % ◦C

Cotton 1.52 4.85 0.26–0.44 7 7
Jute 1.52 17.2 044–052 2 12
Wool 1.31 2.38 0.08–0.17 40 13
Rayon 1.54 4.85–7.5 0.8–0.44 8–20 11 177
Acetate 1.32 3.53 0.11 25–45 6.5 260
Nylon 1.14 2.65 0.44–0.79 15–50 3–5 260
Polyester 1.38 4.41–8.38 0.35–0.71 15–50 0.4 254
Acrylic 1.16 6.44 0.17–0.26 20–30 1–1.5
Polypropylene 0.91 7.76 0.26–2.64 20 0.01–0.1 177
Nomexb 1.38 8.83 0.35–0.44 20–30 4 371
Kevlarb 1.44 42.34 0.79–1.14 1.5–4 5 482
Sulfur 1.37 2.65–3.53 0.26–0.35 25–35 0.6 285
Glass 2.56 30.89 0.79–1.76 2–5 0 1482
aTo covert N/tex to g/den, multiply by 11.33.
bPolyamides.

form, solidifying the material into fiber dimensions, and treating the fiber to bring
about desired properties. These four phases are present in the formation of nat-
ural as well as manufactured synthetic fibers, the principal differences being the
amount of time and energy required.

A selection of fiber properties is given in Table 1. In general, fiber diame-
ters range from 5 to over 40 µm for natural fibers, and from less than 10 µm
(microfibers) upwards for manufactured fibers.

Almost all the fibers used in nonwovens are synthetic. The split is ap-
proximately as follows: Polypropylene 63%; polyester 23%; viscose rayon 7%;
acrylic 2%; polyamide 2%; other 3%; (see PROPYLENE POLYMERS (PP); OLEFIN

FIBERS; POLYESTERS, FIBERS; CELLULOSE FIBERS, REGENERATED; ACRYLIC FIBERS;
POLYAMIDES, FIBERS).

With the increasing need to reduce cost and achieve sustainability, there
has been a growth in interest in using recycled fibers, eg, from polyester bottles.

Web Formation

Web formation, the second phase in manufacturing nonwoven fabrics, transforms
fibers or filaments from linear elements into planar arrays in the form of prefer-
entially arranged layers of lofty and loosely held fiber networks termed webs,
batts, or sheets. Mechanical and fluid means are used to achieve the fiber ar-
rangement. Basic fabric parameters established at web formation, in addition to
fiber orientation, are the unfinished product weight per unit area and the man-
ufactured width. In all nonwoven manufacturing systems, the fiber material is
deposited or laid on a forming or conveying surface. The physical environment at
this phase is dry when textile technology is used, wet when papermaking tech-
nology is used, and molten when extrusion technology is used.
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Webs are prepared by opening, blending, and carding.
Opening and Blending. A bale of fibers needs to be broken apart and

the closely packed fibers in the tufts need separating before further processing
can be carried out. This is an important first stage to forming a web—once the
web has been formed it cannot be made more even by further processing, and any
irregularities will adversely affect product performance. So it is important to open
the fiber tufts, remove any contamination, and even out bale-to-bale variation
before further processing.

Textile Carding. Carding is the process of disentangling, cleaning, and
intermixing fibers to make a web for further processing into a nonwoven. The
aim is to take a mass of fiber tufts and produce a uniform, clean web. The process
predominantly aligns the fibers which are held together as a web by slight me-
chanical entanglement and fiber–fiber friction. The main type of card is a roller
card. The carding action is the combing or working of fibers between the points
of saw-tooth wire clothing on a series of interworking card rollers. Short fibers
and foreign bodies are removed, the fiber tufts are opened, and the fibers are ar-
ranged more or less parallel. The carding or parallelization of fibers occurs when
one of the surfaces moves at a speed greater than the other. Fibers are removed,
or “stripped,” when the points are arranged in the same direction and the more
quickly moving surface removes or transfers the fibers from the more slowly mov-
ing surface.

Woollen cards, for example, were designed to process a rather wide range of
fiber lengths (<1–20 cm) and diameters (<20–50 µm) with additional objectives of
removing contaminants, mixing fibers, preserving fiber length, extracting as few
fibers as possible, and delivering as many as 100 slivers. Conventional woollen
cards, consequently, consist of a series of relatively wide and large cylinders to
achieve productivity and accommodate fiber length requirements; multiple rolls
to work and mix fibers on the large cylinders; and smaller cylinders and rolls to
take fibers to and transfer them from each working area.

Cotton cards, on the other hand, were designed to process shorter fibers
(15–30 mm) and a more narrow range of fiber diameters (15–30 µms). Additional
requirements include eliminating very short fiber segments and extracting
nonfibrous material such as seed coat particles and leaf fragments. A traditional
cotton card consists of a roll-to-plate mat feeding assembly, a fiber-from-mat
separating roll (lickerin), one large cylinder and several curvilinear surfaces
(revolving flats) between which the carding action takes place, a smaller cylinder
which removes fibers (doffs) from the carding cylinder, and a web-condensing
and sliver-coiling assembly.

When short (35–50 mm) synthetic fibers are processed on cotton cards, the
flats are often replaced with stationary granular surfaces in order to minimize
the fiber extraction and damage. Fibers up to 150 mm in length are processed on
cotton cards with workers and strippers (Fig. 1).

Garnetts were designed to thoroughly disentangle textile fibers which were
reclaimed from various fiber or textile manufacturing operations or regenerated
from threads and rags. Garnetts are compact, versatile, and highly productive.
Most have a feeding section, a gentle opening section, a working section consist-
ing of one to four cylinders with or without a worker and stripper rolls, and one
to four doffers.
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Fig. 1. Cotton card with workers and strippers (doffers).

The choice between using a cotton card, a woollen card, or a garnett de-
pended on fiber dimensions. Woollen cards were used for long, coarse fibers, cot-
ton cards for finer, shorter fibers, and garnetts for fibers having a wide range of
dimensions.

Nonwoven Cards. Modern, high speed cards designed to produce nonwo-
ven webs show evidence of either a cotton or wool fiber-processing heritage and
have processing rate capabilities comparable to those of garnetts. Contemporary
nonwoven cards are available up to 5 m and are configured with one or more main
cylinders, roller or stationary tops, one or two doffers, or various combinations of
these principal components.

Single-cylinder cards are usually used for products requiring machine-
direction or parallel-fiber orientation. Double-cylinder cards, frequently called
tandem cards, are basically two single-cylinder cards linked together by a section
of stripper and feed rolls to transport and feed the web from the first working area
to the second. The coupling of two carding units in tandem distributes the work-
ing area and permits greater fiber throughput at web quality levels comparable
to slower single-cylinder machines.

Roller-top cards have five to seven sets of workers and strippers to mix and
card the fibers carried on the cylinder. The multiple transferring action and re-
introduction of new groupings of fibers to the carding zones provides a doubling
effect which enhances web uniformity. Stationary-top cards have strips of metallic
clothing mounted on plates positioned concavely around the upper periphery of
the cylinder. The additional carding surfaces thus established provide expanded
fiber alignment with minimum fiber extraction.

Double-doffer cards are generally used to conserve manufacturing space or
optimize throughput while maintaining web quality. The double-doffer configura-
tion splits the web, which essentially doubles the output of lightweight structures
or yields an additional doubling action for heavier ones (Fig. 2).

Web Layering

Forming fibers into a web on a carding or garnetting machine takes place at
the doffer. The web forms as the doffer strips and accumulates fibers from the
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Fig. 2. Contemporary nonwoven card configuration.

cylinder. The number of fibers accumulated and the mass of each fiber determine
the weight of the web. For a given fiber orientation, web weight per unit area is
limited by the ratio of the surface speed of the cylinder to the surface speed of the
doffer. This is typically 10–15. The result is that cotton cards give up to 10 g/m2

per doffer, woollen cards up to 25 g/m2, and garnetts up to 50 g/m2.
Nonwoven fabrics are made in weights ranging from less than 10 to several

hundred grams per square meter, and fiber orientations ranging from parallel to
random. Webs can be built up or layered to achieve the desired weight. This can
be done by folding from one machine, collection from multiple forming machines,
or cross-lapping.

Web folders or straight plaiters are used with cotton cards to produce
surgical waddings, and with woollen cards and garnetts to produce padding and
cushion filler. The resulting batt is limited in width to the width of the forming
machine. Delivery is in the form of individual stacks of parallel fiber layers.
Layering of webs from two or more cards or garnetts arranged in tandem onto
a conveying apron or screen provides continuous delivery. Tandemly arranged,
roller-top cotton carding lines are used to form webs for diaper and feminine
pad facings, interlinings, and wipes. In this instance, web weight is controlled
by the number of cards included and finite adjustment of cylinder or doffer
speed ratios. Density gradient and multifiber laminate webs can be formed by
processing fibers of different sizes and chemical types on individual cards in
the line. Web characteristics include a high degree of fiber parallelization and
increased uniformity due to the doubling effect of layering.

Parallel laid webs can only be the width of the card web and they remain
anisotropic; cross-laid webs can be wider and more uniform.

Cross-lapping is essentially the plaiting or folding of a fiber web onto a con-
veying device placed at an angle of 90◦ to the forming unit. Delivery is continu-
ous and fiber orientation is biaxial. In addition to being a means of determining
a range of product weights, cross-lapping is also a means of determining a range
of product widths. Additives, such as binder and particulate matter, can also be
deposited onto individual web layers at the lapping stage.
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Cross-lapping can be achieved by doffing webs onto reciprocating floor
aprons, inclined aprons (camel back) reciprocating onto stationary floor aprons or
conveyors, or runout (horizontal) apron folders reciprocating onto stationary floor
aprons or conveyors. Cross-lapped web widths may range from several centime-
ters to several meters. Cross-lapped webs are used in the production of highloft
and needled structures.

Web Spreading and Web Drafting. Spreading layers of parallel fiber
webs is a means of simultaneously increasing web width, decreasing web weight,
and altering fiber orientation. Controlled stretching or drafting web layers is a
means of simultaneously increasing web throughput, decreasing web weight, and
altering fiber orientation.

Spreading devices typically consist of modules of bowed rolls of increasingly
wider widths operating at speeds slightly greater than the conveying speed of the
input web. Fibers move longitudinally but mostly horizontally past one another,
resulting in a lateral stretching or drafting of the web and overall repositioning of
individual fibers. Width increases of 50–250% are common. Web-drafting devices
consist of a series of top-and-bottom roll sets of the same width operating at suc-
cessively increasing speeds. When heavy cross-lapped layers are drafted, a more
isotropic arrangement of fibers is achieved. Draft ratios of six and higher are
practiced in some nonwoven operations. Web drafters are also used as a means
for in-line weight control.

Random Cards. Fiber orientation ratios as low as 3:1 can be achieved
on cards by expanding the condensing action at doffing through the addition of
scrambling or randomizing rolls operating at successively slower surface speeds.
Proper selection of clothing wire and speed ratios can yield webs with increased
z-direction fiber orientation, resulting in increased thickness and loft; throughput
speed, however, is decreased. Cards specifically designed to produce random webs
at contemporary throughputs are configured with several small cylinders that
hurl the fibers onto adjacent doffers or cylinders, which in turn transfer the fibers
centrifugally onto subsequent cylinders. Figure 3a shows the roll arrangement for
lightweight nonwovens and Figure 3b for heavier weight nonwovens.

Aerodynamic Web Formation. Heavy webs, especially of coarse fibers,
cannot easily be made on a mechanical system such as carding. Air-laying is the
preferred manufacturing route. By this means it is possible to make a heavy fab-
ric as a single layer, unlike carding or folding for which the layers can split. The
principle is that the fibers are well-opened before being directed by air currents
onto a collector which can be a flat conveyor or a drum. In principle a better
balance of properties in the CD and MD directions should be possible, with a
significant proportion of fiber elements in the thickness direction.

Air-laid nonwovens can be grouped into two categories: those formed from
natural or synthetic textile fibers and those formed from natural or synthetic
pulps. The basic elements are a preformed feed mat, a feeding arrangement, a
fiber separation device, an air-generating means, an air-regulation means, and a
fiber collection or condensing means.

As fibers in the feed mat pass between the feed roll and feed plate, they
are separated by metallic wire teeth on the lickerin roll and carried to an air
venturi where they are stripped and tumbled until they strike a moving, per-
forated collection surface (Fig. 4). At the collection surface, the airborne fibers
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Fig. 3. Random card roll arrangements designed for (a) lightweight nonwovens and (b)
highloft nonwovens.

follow paths of least resistance and accumulate in a self-levelling manner while
the air passes through perforations. Fiber orientation in the web is isotropic in
layers corresponding to the number of fibers transferred from the wire teeth to
the air-transportation zone, the intensity of the air, and the speed of the collection
surface.

Other configurations include a standard roller card with a series of workers
and clearers to open the fiber, with various arrangements of air distribution, eg
overpressure or under pressure to direct the fibers and lay them on the perforated
collector.

Three-dimensional webs can be made on air-forming machines, provided the
fibers used are relatively short and stiff and the webs made are of relatively low
density. Air-forming machines allow for production of web thicknesses up to sev-
eral centimeters, and weights ranging from 30 to 3000 g/m2 at widths from one
to several meters.

Textile fibers can be air-formed directly into end-use configuration by in-
cluding a shaped condensing surface or, as in the production of pillows, an air-
permeable screen drum or belt. Aerodynamic web formation is a suitable means
of processing brittle fibers such as glass and ceramics.

Fibers of different diameters, lengths, shapes, and densities break up when
processed together in air streams. This fractionation results in the formation of
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Fig. 4. Aerodynamic web formation.

webs with different top and bottom surface characteristics, as well as varying
density and porosity gradients. Such structures have been used in filtration.

Short Fiber Systems. The web formation phase of the papermaking pro-
cess occurs between the headbox and the forming wire. In this area, the fibers,
suspended in a dilute water slurry, are deposited on a moving screen which per-
mits the water to pass and the fibers to collect. Traditional papers use a variety
of wood pulps or other short cellulosic fibers which pack together to form rela-
tively dense, nonporous, self-adhered sheets. The use of textile fibers, instead of
cellulose-based materials, with papermaking machinery distinguishes wet-laid
nonwoven manufacturing from traditional paper manufacturing. Both manufac-
turing methods, however, transport the fibers in a water slurry. The use of pa-
permaking fibers on air-laid nonwoven machinery bridges a gap between textile
and paper systems. In both technologies, the transport medium is a fluid: water
in wet-laid nonwovens and air in dry-laid pulps.

Dry-Laid Pulp. A principal objective of using air to form webs from natu-
ral and synthetic fiber pulps is to produce relatively lofty, porous structures from
short fibers, without using water. Air or dry-laid pulp machinery can be imagined
as a series of forming-unit modules. Each module consists of two to four perfo-
rated drums through which airborne fibers are circulated and further agitated by
mechanical beaters placed in close proximity to the inner drum surfaces. As the
fibers circulate and separate by the force of the air and the sweeping action of
the beaters, they are pulled through the drum perforations by a vacuum onto a
condensing conveyor.

Air-laid pulp-forming lines generally consist of three or more forming heads
in tandem. Web weights range 70–2000 g/m2 at throughputs of about 1000 kg/h.

Wet-Laid Web Formation. In the wet-lay or wet-forming process, fibers
are suspended in water, brought to a forming unit where the water is drained
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off through a forming screen, and the fibers are deposited on the screen wire.
A principal objective of wet-laid nonwoven manufacture is to produce structures
with textile characteristics, primarily flexibility and strength, at papermaking
speeds. This can be done by incorporating textile fibers at web formation.

In general, however, it is difficult to incorporate textile fibers because they
do not readily wet out, are difficult to disperse, and tend to tangle with one an-
other. Consequently, large amounts of water are needed to keep the fibers in sus-
pension. Also, if the slurry is not handled properly, the fibers tangle and cause
poor sheet formation. This can be overcome by increasing the slurry dilution and
controlling fiber orientation.

Forming machine designs that have been commercially successful include
the inclined-wire fourdrinier and the cylinder former. Inclining the forming wire
and suction boxes on a fourdrinier machine to an angle of 5◦–30◦ expands the
forming area, which in turn decreases the flow requirements for web formation,
increases drainage, and aligns fibers along the machine direction. The cylinder
former configuration also provides an expanded forming area. Another benefit of
this design is that higher vacuum pressures can be used, which results in the
ability to produce both heavy and dense as well as light and relatively imperme-
able structures.

Web Consolidation

Nonwoven bonding processes interlock webs or layers of fibers, filaments, or yarns
by mechanical, chemical, or thermal means. The extent of bonding is a significant
factor in determining fabric strength, flexibility, porosity, density, loft, and thick-
ness. Bonding is normally a sequential operation performed in tandem with web
formation but it is also carried out as a separate and distinct operation.

In some fabric constructions, more than one bonding process is used, for
example, sometimes a needled fabric is thermally bonded and then chemically
bonded with the aim of achieving high stiffness.

Needle-Punching. In this method, fiber webs are mechanically inter-
locked by physically moving some of the fibers or elements of the length of some
fibers from a near-horizontal to a near-vertical position. This is achieved by in-
termittently passing an array of barbed needles into the web to move groups
of fibers, and then withdrawing the needles without significantly disturbing the
newly-positioned fibers. The degree of interlocking depends on the extent to which
the needles penetrate the web (depth of penetration), the needling density (pen-
etrations per unit area of fabric), and the number of groups of fibers or fiber ele-
ments which are repositioned per penetration. The latter depends on the design
of the needles used.

The basic parts of a needleloom are the web-feeding mechanism, the needle
beam which comprises a needleboard which holds the needles, a stripper plate, a
bed plate, and a fabric take-up mechanism. (Fig. 5).

The fiber web, sometimes carried or reinforced by a scrim or other fabric,
is guided between bed and stripper plates, which have openings corresponding
to the arrangement of needles in the needle board. During the downstroke of
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Fig. 5. Basic elements of a needle-punch machine.

the needle beam, each barb carries groups of fibers, corresponding in number
to the number of needles and number of barbs per needle, into subsequent web
layers to a distance corresponding to the penetration depth. During the upstroke
of the needle beam, the fibers are released from the barbs, and interlocking is
accomplished. At the end of the upstroke, the fabric is advanced by the take-up,
and the cycle is repeated. Needling density is determined by both the distance
advanced and the number of penetrations per stroke.

The development of a mechanical process for producing felt is dated to 1820
and has been attributed to J.R. Williams (3). The transition from interlocking
fibers by working the scales on adjacent fiber surfaces against one another to
working the fibers by a scaled external member in the form of a barbed pene-
trating device took place during the last quarter of the nineteenth century. This
transition was made possible by the development of the mechanisms and machin-
ery to produce needled nonwovens in a factory environment.

Needle looms are produced in widths ranging from several centimeters to
several meters. Virtually all needle looms employ reciprocating motion to provide
the penetration action. The most common needle loom configuration is the sin-
gle upper-board, downstroke arrangement. Other arrangements include double
upper-board, single upper- and lower-board, and double upper- and lower-board.
To achieve high penetration densities on both sides of a fabric, needle looms of
differing configurations are often placed in tandem.

Needle looms with low density boards are used to lightly consolidate webs
and are termed pre-needlers or tackers. Machines with multiple or high density
needle capabilities are referred to as consolidation or finishing needle looms. Ma-
chines designed to produce patterned or raised surfaces are termed structuring
looms and are used as a mechanical finishing process.
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Fabric weights range from 50 to 5000 g/m2, and needling densities range
from fewer than a hundred to several thousand penetrations per square centime-
ter.

Most needled fabric is made in flat form; however, tubular fabric, ranging in
diameter from a few millimeters to papermakers’ felt dimensions, can be made
on some machines.

Needled nonwovens are sometimes mistaken for fabrics which have been
felted or fabrics made directly from fibers which have been interlocked by a
combination of mechanical work, chemical action, moisture, and heat. Fabrics
which have been felted are generally composed of yarns spun from wool fibers
and have undergone a controlled shrinkage by subjection to the fulling process, a
mechanical beating in the presence of lubricating agents. Fabrics made directly
from fibers which have been interlocked by a combination of mechanical work,
chemical action, moisture, and heat are felts. Felts are generally composed of
wool or fur fibers and are physically held together by the interlocking of scales
on individual fibers. Fiber interlocking in a felt is achieved by a process called
hardening, which consists of passing fiber webs between oscillating and vibrat-
ing plates in the presence of steam. Following hardening, the felt is subjected to a
fulling process. Felt density, stiffness, and tenacity are dependent on web weight
and extent of hardening and fulling.

On the other hand, a needled felt is a fabric composed of natural, synthetic,
or a combination of natural and synthetic fibers physically interlocked by the ac-
tion of a needle loom with or without combination of other textile fabrics and with
or without suitable combination of mechanical work, chemical action, moisture,
and heat, but without weaving, knitting, stitching, thermal bonding, or adhesives
(4).

Early needle-punched nonwovens were made from coarse animal hair and
vegetable fibers and were used as carpet underlays and padding for mattresses
and furniture. By the late 1950s needled synthetic products were being intro-
duced for home furnishings and apparel. Several attempts were made to make
synthetic leather in the 1960s, with the needled fabric as a substrate.

The main applications of needle-punched fabrics are automotive, geotextiles,
footwear components, insulation, and roofing substrates.

Stitchbonding. This is a mechanical bonding method that uses knit-
ting elements, with or without yarn, to interlock fiber webs. Sometimes called
stitchthrough or web knitting, this technology was developed in eastern Europe in
the late 1940s. Maliwatt and Arachne machines use yarn; Malivlies and Arabeva
machines use modified knitting needles to interlock the fibers. Both families of
machines operate essentially on the same principle, but differ in the positioning
of the knitting elements, direction of web passage, and type of needles used.

The sequence of operations for a web-consolidation cycle on an Arachne ma-
chine is as follows. The web is guided upward and positioned between the web-
holder table and knock-over table and penetrated by the needle. After passing
through the web, the hook of the needle is provided with a yarn properly placed by
the closing motion of the yarn guide. When the needle reaches the end of the up-
ward stroke, the yarn is pulled through the previously formed loop, the loop is cast
off, the fabric is advanced, and the cycle is repeated. Similar functions are served
by the Arachne web-holder table and the needle loom bed plate, the Arachne
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knock-over table and the needle loom stripper plate, and the Arachne knitting
needle and the needle loom needle. Thus, when yarn is eliminated, stitchbonding
and needle-felting methods interlock fibers similarly.

Stitchbonded fabrics are used in home furnishings, footwear, filtration, and
coating.

Hydroentanglement. This is a generic term for a nonwoven process that
can be used for web consolidation, fabric surface-texturing purposes, or both.
The mechanism is one of fiber rearrangement within a preformed web by means
of fluid forces. When used for bonding, hydroentanglement repositions individ-
ual fibers into configurations that result in frictional interlocking. When used
as a surface-texturing means, hydroentanglement repositions fibers into open-
patterned arrangements.

Also termed spunlaced or jet-laced nonwovens, fabrics of this type have
been sold commercially since the early 1970s and have been successfully used
in applications such as interlinings, wipes, wound dressings, and surgical gowns.
The earliest hydroentangled fabrics were lightweight but now weights of up to
400 g/m2 are possible.

The hydroentanglement process, as illustrated by DuPont patent drawings
(5), involves subjecting the web and its conveying device to increasingly higher
pressure jets of water. When the water jet strikes the web, it moves individual
fibers away from the high points of the conveying means and is deflected by the
conveying surface. As a result, voids are created in the web, and fibers intermin-
gle. Whether the fabric surface is visibly smooth or openly patterned depends
on the wire design or surface geometry. When highly interlocked, mechanically
bonded (spunlace) structures are desired, high water pressure and plain mesh
wire are used. The resulting fabric surface is comparatively smooth and the over-
all structure is relatively strong because of a large amount of individual fiber en-
tanglement. When open-surface (apertured) structures are desired, lower water
pressure and conveying wire combinations or surfaces with preferred patterning
configurations and depths are used, and a fabric surface with an overall aperture
geometry reflective of wire or surface contour is established. A wide variety of
aperture shapes and lines are possible. Individual aperture shape or hole clarity
is a function of fiber dimensions, jetting pressure, and wire interlacing or emboss-
ment shape and height.

Chemical Bonding. Sometimes called resin bonding, chemical bonding
is a general term describing the technologies employed to interlock fibers by the
application and curing of a chemical binder. The chemical binder most frequently
used to bond nonwovens is waterborne latex. Most latex binders are made from
vinyl polymers, such as vinyl acetate, vinyl chloride, styrene, butadiene, acrylic,
or combinations thereof. The monomer is polymerized in water, and the polymeric
material takes the form of suspended (emulsified) particles. Thus the emulsion
polymerization of vinyl acetate yields a vinyl acetate polymer binder and the
copolymerization of styrene and butadiene yields styrene–butadiene copolymer
(qv) or styrene-butadiene rubber (SBR) binder.

Latexes (or latices) are widely used as nonwoven binders because they are
versatile, can be easily applied, and are effective adhesives. The chemical com-
position of the monomer determines stiffness and softness properties, strength,
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water affinity, elasticity, and durability. The type and nature of functional side
groups determine solvent resistance, adhesive characteristics, and cross-linking
nature. The type and quantity of surfactant used influence the polymerization
process and application method. The ability to incorporate additives such as col-
orants, water repellents, bacteriastats, flame retardants, wetting agents, and lu-
bricants expands this versatility even further (see LATEX TECHNOLOGY).

Chemical binders are applied to webs in amounts ranging from about 5 to
60 wt%. In some instances when clays or other weight additives are included, add-
on levels can approach or even exceed the weight of the web. Waterborne binders
are applied by spray, saturation, print, and foam methods. A general objective of
each method is to apply the binder material in a manner sufficient to interlock the
fibers and provide chemical and mechanical properties sufficient for the intended
use of the fabric.

Spray bonding is used for fabric applications which require the maintenance
of high loft or bulk, such as fiberfill. The binder is atomized by air pressure, hy-
draulic pressure, or centrifugal force, and is applied to the upper surfaces of the
web in droplet form using a system of nozzles. To apply binder to the lower sur-
face, the web direction is reversed on a second conveyor and the web passes under
a second spray station. After each spraying, the web is passed through a heating
zone to remove water. The binder is cured, or cross-linked, upon passage through
a third heating zone. Drying and curing is frequently done in a three-pass oven.
Binder addition levels commonly range from 30 to 60% of the fiber weight.

Saturation bonding (sometimes simply called “impregnation”) is used in con-
junction with processes that require rapid binder addition, such as card-bond
systems, and for fabric applications that require strength and maximum fiber en-
capsulation, such as carrier fabrics or some shoe stiffeners. Fiber encapsulation is
achieved by totally immersing the web in a binder bath or by flooding the web as
it enters the nip point of a set of pressure rolls. Excess binder is removed by vac-
uum or roll pressure. There are three variations of saturation bonding: screen,
dip-squeeze, and size-press. Screen saturation is used for medium weight non-
wovens, such as interlinings. Dip-squeeze saturation is used for web structures
with sufficient strength to withstand immersion without support. Size-press sat-
uration is used in high speed processes, such as wet-laid nonwovens. Through-air
ovens or perforated drum dryers are used to remove water and cure the resin.
Binder addition levels range from 20 to 60% of fiber weight.

In print bonding, binder is applied in predetermined areas or patterns. This
method is used for fabric applications that require some areas of the fabric to
be binder-free, such as wipes and coverstocks. Many lightweight nonwovens are
print-bonded. Printing patterns are designed to enhance strength, fluid trans-
port, softness, hand, and drape. Print bonding is most often carried out with
gravure rolls arranged as shown in Figure 6a. Binder addition levels are depen-
dent on both engraved area and depth, and the binder-solids level. Increased pat-
tern versatility can be achieved by using rotary-screen rolls arranged as shown
in Figure 6b. Drying and curing are carried out on heated drums or steam-heated
cans.

Foam bonding is used when low water and high binder-solids concentration
levels are desired. The basic concept involves using air as well as water as the
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Fig. 6. Print bonding methods where (a) is gravure and (b) is rotary-screen printing.

binder carrier medium. Foam-bonded nonwovens generally require less drying
and curing energy because less water is used. The foam is generated by concur-
rently aerating and mechanically agitating the binder compound. Air/binder di-
lutions (blow ratios) range from 5 to 25. The addition of a stabilizing agent to the
binder solution causes the foam to resist collapse during application and curing,
and yields a fabric with enhanced loft, hand, and resilience.

Nonstabilized foams are referred to as froths; froth-bonded fabrics are sim-
ilar in properties to some saturation-bonded nonwovens. Typical foams used as
nonwoven binder solutions have a consistency similar to shaving cream. Applica-
tion methods include knife-edge layering onto a horizontal web surface followed
by vacuum penetration, and saturation and penetration of a vertical web surface
using a horizontal-nip pad. Drying and curing are carried out in ovens, drum
dryers, or steam cans.

Thermal Bonding. In thermal bonding, heat energy is used to activate an
adhesive, which in turn flows to fiber intersections and interlocks the fibers upon
cooling. The adhesive may be individual fibers, portions of individual fibers, or
powders. Advantages of thermal bonding include low cost and the wide availabil-
ity of binder materials and machines. The use of thermal bonding is increasing
and replacing chemical bonding in medium weight nonwovens.
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Thermal bonding is achieved as the result of a sequence of three events:
heating, flowing, and cooling. The adhesive component, distributed in a nonwoven
web in the form of a unicomponent fiber, bicomponent fiber, or powder particle, is
subjected to heat. For binder fibers and powders, initial heat softens the binder
surface and expands its contact area with other fibers; additional heat induces
binder flow, resulting in molten binder–fiber wetting and broader binder-to-fiber
contact. As the adhesive approaches its melting point, its surface softens, and
contact areas with more stable fibers expand further to form potential bonding
sites. Upon melting, the adhesive, now in liquid form, becomes attached to a net-
work fiber. It then flows along the network fiber into a crossing of two or more
fibers, or forms an adhesive bead. Upon cooling, the adhesive solidifies and forms
a bond at each fiber contact.

In addition to the melt-flow properties of the adhesive, bond strength is a
function of the percentage of fiber surface area joined or shared at fiber intersec-
tions, the heating and cooling times, and bonding temperature. Bond effective-
ness is also dependent on binder distribution and binder concentration. Fabric
strength, resilience, softness, and drape are affected by bond strength, bond po-
sition, and total bonded area. A properly produced thermal-bonded nonwoven
can approach the idealized nonwoven structure, namely, one in which individual
fibers are connected at crossings with each other.

Three basic methods of heating are used for thermal bonding: conduction,
radiation, and convection. Conduction technologies include fixed contact with a
heated surface and ultrasonic welding. Direct contact heating is done with heated
calender rolls. For area or surface glazing, smooth rolls are used. For point bond-
ing, patterned or embossed rolls are used. Thermal calendering is most efficient
in terms of heat loss, but heavy roll pressures tend to destroy fabric loft.

For fabrics containing a significant proportion of thermoplastic material
which is usually thermoplastic fibers but could be powder, bonding, including
in patterns, can be done ultrasonically. An illustration of the basic elements of
an ultrasonic bonding unit is given in Figure 7. In this bonding method, a web
is placed between a high frequency oscillator or horn, and a patterned roll. As
the waves pass through the web and are concentrated on the raised points of the
patterned roll, sound energy heats the fibers. If they are thermoplastic, they will
soften and start to melt, bonding the fabric together in patterns corresponding to
those on the surface of the roll.

Radiation heating concentrates fiber bonding on the surface. For lofty or
thick structures, this effect yields a bond intensity gradient throughout the fab-
ric thickness. Radiant heating systems are used mostly for applications which re-
quire instant heating and concentrated heating zones. Convection heating meth-
ods pass heated air through the nonwoven web and are used to bond many
medium and heavy weight nonwovens. Two common commercial configurations
are multizone through-air ovens and compact through-air ovens. Multizone ovens
transport the nonwoven web through heating and cooling zones on a flat conveyor,
with production speed and dwell time requirements being accommodated by in-
creasing oven length. Compact through-air ovens use felt or perforated belts to
guide the webs around perforated drums. In these systems, hot air is recirculated
through the fabric, drum, and heat exchanger by low speed radial fans. The belt
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Fig. 7. Basic elements of ultrasonic bonding.

guide conveyor serves to stabilize the nonwoven batt during heating, and also
controls fabric loft and shrinkage.

From an energy standpoint, modern thermal bonding, ie web consolidation
with no heat requirement for water removal, is very efficient. Manufacturing
lines for thermal-bonded nonwovens also require less floor space and operate
at higher production rates. Thermal-bonded nonwovens are generally softer and
drier, have greater strength per unit weight, and are absorbent and porous be-
cause of smaller bonding points.

Thermal bonding also provides the opportunity to design fabrics which are
more easily recyclable than chemically bonded fabrics.

Finishing

Commercial nonwoven fabrics are transported from the manufacturing plant to
the customer in the form of rolls of varying dimensions to accommodate the fab-
ric end-use application or subsequent conversion processes. Slitting and winding
are finishing processes common to all nonwoven manufacturing methods. Roll
width is determined at the slitting operation, and roll length is determined at the
winding operation.

The fabric may also be given one or more of a number of other finish-
ing treatments, either in tandem with web formation and bonding or off-line
as a separate operation, as a means of enhancing fabric performance or aes-
thetic properties. Performance properties include functional characteristics such
as moisture transport, absorbency, or repellency, flame retardancy, electrical
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conductivity, abrasion resistance, and frictional behavior. Aesthetic properties in-
clude appearance, surface texture, and smell.

Generally, nonwoven finishing processes can be categorized as either chem-
ical, mechanical, or thermomechanical. Chemical finishing involves the applica-
tion of chemical coatings to fabric surfaces or the impregnation of fabrics with
chemical additives or fillers. Mechanical finishing involves altering the texture
of fabric surfaces by physically reorienting or shaping fibers on or near the fab-
ric surface. Thermomechanical finishing involves altering fabric dimensions or
physical properties through the use of heat and pressure.

Finishing may also be viewed as another means for providing nonwovens
with additional application-dependent chemical and/or physical properties. Fin-
ishing processes bring about value-added fabrics with technically sophisticated
properties for specific end-use applications.

Chemical Finishing. For many nonwovens, chemical finishing is an ex-
tension of the binder application process through the use of technology associated
with fabric coating. In most instances, the coating process is applied to enhance
the properties of the nonwoven; however, in some applications, the nonwoven is
used as a carrier to transmit the properties of the coating material. The coating
may be applied as a continuous covering or as a pattern; it is most frequently
applied in aqueous solution form. With many nonwoven substrates, special care
must be taken because of the delicate nature of the structure itself or the ar-
rangement of fibers on or near the fabric surface.

A number of different methods are used to coat nonwovens depending on
the viscosity requirements of the coating material and the amount and location
of coating desired. Knife-over-roll (blade coating), reverse-roll, air-knife, wire-
wound rod, transfer-roll, rotary screen, and slot-die methods are used to apply
continuous coatings to single surfaces. Double-surface coating of relatively non-
porous nonwovens with high viscosity materials can be achieved by using dip sat-
urators or size presses with gapped or low pressure squeeze rolls. Impregnation of
substantially porous nonwovens can be achieved by using the same equipment at
higher roll pressures. Patterned coatings or decorative printing can be achieved
with the use of gravure rolls or rotary screens. Likewise, fabrics can be impreg-
nated with different impregnants either side, using rotary screens followed by a
pair of nip rolls.

Transfer roll, rotary screen, saturation, size press, and gravure apparatus
are similar to those used for resin bonding. Reverse-roll coaters are similar in
configuration to gravure print-bonding apparatus, but differ in the surface pat-
terning and direction of rotation of the applicator roll. The amount of material
applied when using this method is controlled by adjusting the relative speeds of
the applicator roll and the rate of fabric passage through the coating system.

In knife-over-roll or blade coating, the coating material is placed on the fab-
ric surface behind a knife, or doctor blade, and metered according to the gap set
between the blade and the fabric surface. This method is used to apply thick coat-
ings of highly viscous materials such as pastes, plastisols, or foams.

Air-knife coating is a high speed process used to apply continuous coatings
of relatively low viscosity materials onto nonwovens with irregular surfaces. The
principal components of this system are illustrated in Figure 8. Following an
initial application, the coating material is metered by air impingement.
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Fig. 8. Components of an air-knife coating apparatus.

Wire-bar (Mayer) coating is used to uniformly coat lightweight material
applications. As in air-knife coating, the material is applied initially at a first
station, but in this system, the coating material is metered and levelled by a
wire-wound rod. Coating weight and uniformity are controlled by changing wire
thickness and pitch on the metering rod.

Transfer-roll or flexographic coating is used to apply continuous coatings
of low or medium viscosity materials at high speeds. This system is particularly
suitable for coating stiff or irregularly surfaced nonwovens and for applying abra-
sives. With high viscosity materials and appropriately designed gravure rolls,
flexographic coaters can be used as pattern applicators for decorative prints.

Rotary-screen coating is also used to apply either continuous or discontinu-
ous coatings to nonwovens. The screen is a sleeve, perforated according to a mesh
size which corresponds to the size and number of hole per unit area of surface. A
material supply tube and squeegee blade are fitted inside the screen. The coating
material, in the form of a paste or foam, is forced by the blade through the per-
forations of the rotating screen onto the nonwoven. For a given coating material,
coating weight and penetration are controlled by varying mesh size and squeegee
pressure. Patterned coatings or printed designs can be achieved by blocking out
selected perforations.

Slot-die or extrusion coating involves the application of molten polymer
resin through a slot die directly onto the surface of a nonwoven. Upon extrusion,
the resin is smoothed and quenched by a cooling roll. Coating weight is controlled
by slot size and extrusion rate. In a variant of this method, nonwoven fabrics are
combined with an extruded film just after the die and before the roll-stack. The
fabrics can be subsequently chemically bonded to give a sandwich structure. Such
products are used as waterproof insales in shoes.

Various chemical finishes can be applied by impregnation, spraying,
etc. These include softeners, flame retardants, and antistatic, antisoil, water-
repellent, and antibacteria finishes.
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Finally dyeing and printing can be included as examples of chemical finish-
ing of nonwovens.

Mechanical and Thermomechanical Methods. These methods pro-
vide nonwovens with patterned surface structures, enhance the surface texture
of nonwovens, or both. Patterned surfaces may be established by embossing, by
compressive shrinkage, and for needle-felted nonwovens, by creating loops or pile.
Surface textures, ranging from flat and smooth to raised and levelled, may be cre-
ated or altered by calendering, sueding, napping, polishing, brushing, or shear-
ing. In general, mechanical finishing processes operate at speeds slower than
web-consolidation processes and, consequently, are carried out off-line or as a
separate batch process.

Smooth surfaces are normally established by calendering, a process which
subjects the fabric at the nip point(s) of two or more rolls to the influence
of controlled time, temperature and pressure. When calendering is used as a
thermal-bonding process, the rolls are of the same dimension and composition
and are independently driven. However, when calendering is used as a fabric fin-
ishing operation, the rolls are frequently of different dimensions and composition
and are not always independently driven.

Specific terms have been designated according to the function and composi-
tion of various rolls. Steel rolls that impose pressure, transmit heat, and emboss
a pattern onto the fabric are known as pattern rolls. Flexible surface rolls that
transport the fabric and permit pressure transmission to the fabric are termed
bowl rolls or bowls. Bowl rolls are usually larger in diameter than pattern rolls.
The material used to make these types of rolls is chosen according to the depth
of surface smoothness to be placed on the fabric being calendered, and must be
compatible with the pattern roll.

Calender designations include embossing calenders, friction calenders, and
compaction calenders. Most embossing calenders are fitted with a main pattern
roll and either one or two bowl rolls which are positively driven by the pattern
roll through interconnecting gearing. In friction calendering, the rubbing action
is accomplished by operating the pattern rolls at higher rates than their bowl
counterparts. Compaction calendering establishes desired fabric thicknesses or
calliper through adjustable gapping or roll spacing.

Sueding is a mechanical finishing process in which fibers on the surface of
a fabric are cut by the abrasive action of a sanding roll operating at relatively
high speed. The cut fibers are oriented in the direction of the sand roll rotation
and protrude about a millimeter from the surface. The primary components of
a sueding machine are the guiding system, sanding roll, support roll, and roll
spacing structure and control. Sueding is sometimes used to reduce the gauge
and raise the surface of synthetic leather materials.

The napping process mechanically raises fibers to the surface of a lubri-
cated fabric by withdrawing the fibers from the interior of the fabric. A planetary
napping machine configuration is shown in Figure 9; basic components include
a series of working rolls wound with hooked wire and a fabric guiding system.
The working rolls are operated in a direction opposite the fabric and at surface
speeds greater than the fabric passage speed. The napping action takes place as
the wires of the working rolls penetrate the fabric, withdraw fibers, and form a
nap of raised fibers on the surface of the fabric. Depending on wire design, wire
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Fig. 9. Planetary napping machine configuration.

wrapping pattern, roll arrangement, number of rolls, and relative roll rotation
and direction, nappers can be used to produce a wide range of either loop or velour
surface effects.

Polishing is a thermomechanical process that aligns the pile of a raised fab-
ric surface. Polishing machine components include a guiding system consisting
of a tension blanket and a spirally grooved heated cylinder. The mechanical ac-
tion of the rotating edge of the roll groove against the tensioned fabric surface
results in a static charging of the pile fibers, which in turn aligns the fibers in a
parallel orientation. Rotation of the spiral roll in the direction that momentarily
entraps fibers in the grooves results in a raised, parallel pile surface. Rotation of
the spiral roll in the opposite direction results in a flat, parallel pile surface.

Brushing is a mechanical finishing process that lifts fibers to the fabric sur-
face and aligns the raised fibers along the machine direction of the fabric. Brush-
ing machinery is similar in configuration to both sueding and napping machinery,
but the composition of the working roll is different. Straight-wire clothing is used
in brushing machine rolls. As the working roll rotates against the fabric surface,
the straight wire withdraws and orients the fibers along the direction of fabric
passage through the machine. The length of fiber withdrawn is determined by
the gap adjustment between the working and support rolls.

Shearing cuts raised fibers to uniform heights. Fabric shearing generally fol-
lows a brushing operation and consists of subjecting the fabric surface to a series
of spirally wound shearing blades rotating over a stationary ledger blade. The
working elements of a shearing machine are similar in configuration to a reel-
type lawn mower. In operation, the fabric is guided under the shear blades while
the pile is held in a raised position by vacuum. As the fabric passes a shearing
point, the raised fibers strike the ledger blade and are cut by the rotating shear
blades. Cut pile height is controlled by adjustment of the distance between the
fabric guide and the rotating blades.

Tumbling can be used to soften chemically bonded fabrics—this technology
was developed for leather and involves breaking of internal bonds in the structure
to provide increased softness and suppleness.
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The addition of some shrinkage fibers enables the fabric to be shrunk by
heating to an appropriate temperature. This technique is often used to increase
the density of a needled fabric and is employed in the manufacture of synthetic
leather—after needling, the fabric is shrunk and then chemically bonded.

Another process commonly used in synthetic leather manufacture is split-
ting. A thick and dense, chemically bonded needlefelt is split up to six times to
provide material for shoe-linings, handbags, etc.

Production

Total consumption of nonwovens in 2001 was around 3 million tons and was
thought to be growing to about 4 million tons by 2005. Ninetynine percent of all
nonwovens are made from synthetic fibers. Polypropylene predominates (63%),
with polyester being second (23%) and viscose rayon third (7%).

The United States continues to be the major nonwoven producer (37%), then
Western Europe (29%), followed by Japan (8%) and China (6%). Production in
China is growing quickly—especially in spunbonded and spunlace fabrics.

Production according to manufacturing technology is approximately as fol-
lows: highloft 26%, spunbonded 17%, needlepunched 10%, bonded pulp 8%,
thermal-bonded carded webs 7%, hybrids 7%, resin-bonded carded webs 6%,
spunlace 5%, wet-laid 5%, meltblown 4%, and the rest 5%.

The majority of card-resin-bonded and card-thermal-bonded fabrics are used
as coverstock; interlinings, wipes, and carrier sheets account for most of the re-
mainder. More than half the highloft volume is used in furniture and sleeping ap-
plications; filtration, apparel, insulation, healthcare, with geotextiles accounting
for most of the remainder. Stitchbonded fabrics are used in bedding, shoe linings,
and a variety of coated products. Needlepunch fabrics are used in automotive,
geotextiles, filtration, bedding, and home furnishing applications.

The major use for spunlace fabrics is in medical products; other applications
include wipes, industrial apparel, interlinings, absorbent components, filtration,
and coating. Medical applications account for about a third of all wet-laid nonwo-
vens. Most bonded pulp fabrics are used as wipes or as absorbent components.

Spunbondeds are commonly used for coverstock, geotextiles, roofing sub-
strates, carpet-backing, medical products, filtration, furniture, and packaging.
Meltblown fabrics, because of their relatively fine fiber structure, is commonly
used in filtration, sorbents, wipes, and sanitary products.

Applications

Nonwoven goods applications split into disposables and durables, with dispos-
ables being the major share.

Coverstock is the nonwoven fabric placed on the user’s side of sanitary ab-
sorbent products such as baby diapers, nappy liners, adult diapers, incontinence
products, and feminine hygiene products. Medical and surgical products include
protective wrap for hospital items which are distributed through the central sup-
ply room; surgical drapes, packs, and gowns; other protective products such as



236 NONWOVEN FABRICS, STAPLE FIBERS Vol. 9

face masks, caps, aprons, bibs, and shoe covers; absorbent products such as sur-
gical dressings and sponges; and other hospital products such as isolation gowns,
examination gowns, sheets, shrouds, underpads, and bedding.

Nonwoven wipes includes products for babies and adults, the food service
and electronics industries, medical and clean room applications, dusters, shoe
cleaning cloths and hand towels. Nonwoven fabrics are used to filter air, water,
petroleum, food, and beverages. Nonwovens loaded with abrasives, cleansers, or
finishes are used in a wide range of products for cleaning and scouring. Also,
many protective garments are made from nonwoven fabrics.

Durable products include geotextiles, for example, to stabilize earth works,
roads, landscaping, etc. In agriculture, nonwovens are used as protective or cap-
illary mats, shading, and windbreaks.

In aircraft, nonwovens are used as reinforcement media in composites and
lightweight insulation. In electronic components, nonwovens are used as bat-
tery separators, and in cable insulation—nonwovens of superabsorbent fiber have
been used as cablewrap to protect the core from the ingress of water. Vehicle ap-
plications include moldable carpet backings, headlinings, and interior trim. In
building construction, nonwovens are used for roofing, insulation, and water-
impermeable wrappings. In furniture and bedding, nonwovens are used as deck-
ing and ticking, quilt backings, carpet backings, underlays, wallcoverings, and
padding. In shoes, chemically bonded nonwovens are used as shoe stiffeners and
insoles. Uppers and linings are made from synthetic leather which comprises
chemically bonded nonwovens made from microfibers.
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NUCLEAR MAGNETIC RESONANCE

Introduction

An important objective in materials science is the establishment of rela-
tionships between the microscopic structure or molecular dynamics and the
resulting macroscopic properties. Once established, this knowledge then allows
the design of improved materials. Thus, the availability of powerful analytical
tools such as NMR spectroscopy (1–13) is one of the key issues in polymer science.
Its unique chemical selectivity and high flexibility allows one to study structure,
chain conformation and molecular dynamics in much detail and depth. NMR in
its different variants provides information from the molecular to the macroscopic
length scale and on molecular motions from 1 to 1010 Hz. It can be applied to
crystalline as well as to amorphous samples which is of particular importance
for the study of polymers. Moreover, NMR can be conveniently applied to poly-
mers since they contain predominantly nuclei that are NMR sensitive such as
1H and 13C.

Although well established for liquid-like samples such as macromolecules in
solutions (14,15), the applications of NMR to solid or solid-like polymers is more
demanding because of the presence of anisotropic interactions that complicate
the analysis of the results. Several techniques for the removal of these interac-
tions have thus been developed and are nowadays in a state where they could be
routinely applied. Nonaveraged anisotropic interactions on the other hand pro-
vide valuable information that is lost in the solution state. Thus, while it is often
necessary to remove the anisotropic interactions, in many cases one would simul-
taneously like to preserve them in order to exploit their information content.

This is where two-dimensional (2D) spectroscopy comes into play (1), for
instance, by correlating one-dimension where the anisotropic interactions are
preserved with a (high resolution) dimension where they are removed. Mul-
tidimensional NMR spectroscopy proves to be a powerful method to reveal
structural and dynamical information at the molecular level in elastomers (16).
Residual dipolar couplings can be measured site-selectively and correlated with
the cross-link density and mechanical stress. The local segmental order and infor-
mation on local molecular motions can also be obtained with newly developed 2D
NMR methods (16). The information at the molecular level can be correlated with
macroscopic properties of elastomers and provides the basis for a better design of
material properties for specific applications.

From the viewpoint of NMR, elastomers, and other viscoelastic polymers
above their glass-transition temperature exhibit both, solid-like and liquid-like
features (12). Whereas the segmental motions give rise to the liquid-like behavior,
the presence of permanent or nonpermanent cross-links leads to residual dipolar
couplings, that is responsible for the solid-like properties. This promises that both
properties can be exploited, but the application of 2D techniques to viscoelas-
tic materials has to deal with the difficulties related to both, rigid and mobile
samples (16). Compared with the wealth of applications in solution and in the
solid state, NMR has not been widely applied to viscoelastic polymers, although it
can provide information on such important areas as the chain dynamics in elas-
tomers, the local structure, residual couplings (induced by chemical cross-links
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and topological constraints), dynamic order parameters, internuclear distances,
intermolecular interactions (which are important for instance for the miscibil-
ity), the effects of fillers on molecular motions, and segmental orientation under
mechanical stress and others.

NMR imaging finds most of its applications in medical diagnostics of hu-
mans and pathology studies of animal models (17–22). The success of the method
is based on noninvasiveness of the nuclear magnetic resonance and the unsur-
passed soft-matter contrast, which is hard to achieve with competitive methods
like X-ray or computer tomography. The same advantages can be exploited in
imaging studies related to materials science (19,22). Here, an important class
of soft-matter materials is given by synthetic polymers above the glass transi-
tion temperature. Apart from Semicrystalline Polymers (qv) like polyethylene,
polypropylene, some polyamides, and polymer melts, elastomers constitute the
most striking class of synthetic soft matter with a modulus similar to many bio-
logical tissues. Applications of imaging for which nondestructiveness or contrast
are essential, are competitive with other imaging techniques in the information
gained and the cost of the experiment. Such applications to elastomers concern
distributions in temperature, stress, cross-link density, modulus, and the dynam-
ics of fluid absorption and swelling.

The nucleus imaged most often is the proton. The reason is not only sensi-
tivity but also the weak dipolar couplings between protons in a chemical group
and between different chemical groups which dominate the signal decay by re-
laxation. These dipolar couplings are motionally averaged by the often fast but
nearly always anisotropic motion of intercross-link chains. This motion and con-
sequently the value of the residual dipolar couplings are affected by chain stiff-
ness, cross-link density, chain orientation, temperature, and additives, etc. Given
that the residual dipolar interactions are too strong to obtain chemical-shift res-
olution without sample spinning or multipulse techniques, relaxation techniques
that probe different time regimes of molecular motion provide the primary access
to contrast in imaging of elastomers.

After a brief introduction of the basic principles of NMR, the one-
dimensional (1D) and two-dimensional (2D) methods that have been applied to
viscoelastic materials will be reviewed. NMR imaging which can be considered as
a special form of multidimensional NMR will be introduced by discussing prin-
ciples and image contrast. Illustrative examples of NMR imaging to elastomer
materials are given.

Basic Principles of NMR

Magnetic Resonance Phenomenon. Magnetic resonance is a branch
of spectroscopy that detects the quantum-mechanical transitions induced by elec-
tromagnetic radiation in a system of discrete energy levels of electron or nuclei
placed in a static magnetic field. Nuclear magnetic resonance (NMR) employs
electromagnetic waves in the radio-frequency range between 900 MHz and 2 kHz.

Nuclear magnetic resonance is one of the most powerful method for struc-
tural and dynamics investigation on matter in different states of aggregation.
This is due to the following features: (1) The interaction of nuclear magnetic
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moments are very weak compared with the thermal energy, therefore, we deal
with nuclear paramagnetism. Moreover, the energy delivered by the radio-
frequency generator are much larger compared with the strength of these inter-
nuclear couplings. That leads to the possibility to manipulate these interactions
in a specific way and to simplify the spectral response. (2) The radio-frequency
photons have much lower energy compared with the energy of chemical bonds.
Therefore, the interaction of electromagnetic radiation with the matter, espe-
cially, biomolecules is nonionising. (3) The number of radio-frequency photons
with a specific frequency is very large. Hence, the phase of the associated elec-
tromagnetic wave is very well defined. The high degree of coherence of radio-
frequency radiation is essential for implementation of NMR experiments includ-
ing magnetic resonance imaging (MRI).

The appearance of NMR spectra, and consequently the molecular structure
they are able to provide, arises from the discrete nature of the energy levels per-
taining to a nuclear spin system. The energy levels are mainly a result of the
Zeeman interaction −�µ· �B0 between the static magnetic field of induction �B0 and
nuclear magnetic moment �µ. The quantum-mechanical quantity called spin mo-
mentum �I is related to magnetic moment by �µ = γ ��I, where γ is the magnetogyric
ratio and � is the Planck constant divided by 2π .

In the absence of the magnetic field the nuclear spin states are degenerated
(see Fig. 1a). The application of a static magnetic field �B0 induces a magnetic in-
teraction described by the Zeeman Hamiltonian H = −�µ· �B0. Taking the magnetic
field orientation to be along the z-direction we get

H = − γ �B0 Iz (1)

The eigenvalues Em of this Hamiltonian can be evaluated from the Schrödinger
equation

H|m〉= − γ �B0m|m〉 (2)

where |m〉 is the eigenstate corresponding to the eigenvalue Em = −γ �B0m. The
magnetic quantum number is m where m = I, I − 1, . . . , −I. Therefore, the
equidistant energy differences are for the single-quantum transitions 	m = ±1
given by

	E= �ω0 (3)

where the Larmor frequency is ν0 = νL = ω0/2π . Energy level diagrams of a spin
I = 1/2 and I = 1 are shown in Figure 1.

Another important ingredient for a magnetic resonance experiment is rep-
resented by the presence of the radio-frequency (rf) field. Only the magnetic com-
ponent of the electromagnetic field, ie, �B1(t) = �B10cos(2πνt) interacts with the
magnetic moment of the nuclei. The amplitude of the rf field is �B10 and ν is the
carrier frequency. This field is produced by a rf coil and leads to a perturbation
Hamiltonian

Hp = − γ � �B10 · �Icos(2πνt) (4)
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Fig. 1. (a) Energy levels diagram and allowed transitions of an ensemble of spins with
I = 1/2 in the absence and the presence of �B0. The small arrows indicate the orientation of
nuclear spins relative to �B0. (b) Energy diagram and allowed single-quantum transitions
for spins with I = 1.

From time-dependent perturbation theory of quantum-mechanics, it can be
stated that a transition between two states |ψ 〉 and |φ〉 is allowed provided that
〈ψ |Hp|φ〉 = 0. This takes place if ν ≈ ν0 (ie, the resonance condition) and the
alternative magnetic field �B1(t) is polarized perpendicularly to the static mag-
netic field �B0. Concerning a spin I = 1 (Fig. 1b), similar calculations show that
only the single-quantum transitions |0〉 → |1〉 and |−1〉 → |0〉 (and those in the
opposite directions) are allowed in the first approximation and occur at the same
frequency, given by equation 3.

Quantitative spin system evolution in the presence of the interspin cou-
plings has to be described in the language of quantum-mechanics. This is a re-
flection of the quantum-mechanical nature of the spins and the fact that the
spin couplings via propagator operators encode NMR observables. Neverthe-
less, the description of nuclear magnetization relaxation processes is done by a
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Fig. 2. (a) At thermal equilibrium, the nuclear magnetization �M is collinear with �B0.
(b) Under the action of an electromagnetic perturbation �M is displaced from equilibrium
position. It starts undergoes precessional motion around �B0 at the Larmor frequency νL =
ν0. (c) After the action of a 90◦ rf pulse the magnetization �M is brought in a transverse
plane to �B0.

semiclassical approach where the thermal bath is described classically and the
spin system by a quantum-mechanical formalism.

In general, the NMR experiments are performed at high temperatures em-
ploying a large number of spins. These features lead to the possibility to treat
classically some aspects of the experiments. The excess of spins oriented along
the static magnetic field �B0 with respect of those oriented in the opposite direc-
tion (cf Fig. 1a) results in a macroscopic nuclear magnetization �M aligned along
the static magnetic field, which is called equilibrium magnetization (cf Fig. 2a).
It can be displaced from this equilibrium by an appropriate perturbation, for in-
stance, by a rf excitation. It is then subject to a precessional motion around �B0
with the Larmor frequency νL (Fig. 2b). The electromagnetic perturbation which
brings �M into a plane perpendicular to �B0 allows the observation of the Larmor
precession through an electromotive force which occurs in a coil whose axis is
contained in that plane (Fig. 2c). This can be done by rotation of the nuclear
magnetization using a resonant 90◦ rf pulse. The nuclear magnetization M can
be oriented antiparallel to �B0 by the action of 180◦ pulse. The majority of NMR
experiments used pulse sequences composed of 90◦ and 180◦ rf pulses.

Magnetic and Electric Spin Interactions. The nuclear spins can ex-
perience various external and internal interactions. These interactions can have
magnetic or electric origin. The external interactions are, in general, represented
by the Zeeman interactions with static and rf magnetic fields and the gradients
of these fields.

The chemical shielding, dipole–dipole, spin–spin indirect coupling or
J-coupling, spin-rotation, and hyperfine couplings represent the major internal
magnetic interactions. The quadrupolar interaction has an electrostatic charac-
ter. All these interactions have a tensorial character, ie, are function on the orien-
tation of the principal axes of the tensor relative to the direction of �B0. They are
relevant for solid polymers below and around the glass transition temperatures.
For polymer in solution or for soft polymers fast molecular motions average these
anisotropic interactions to isotropic or residual values which can be zero. Detailed
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description of the properties of these spin interactions can be found in References
1–9.

In the studies of elastomers by NMR experiments dipolar and quadrupolar
interactions have been mainly used. The presence of the high magnetic field al-
ready imposes a manipulation of the spin system which separates certain parts
of the spin interaction Hamiltonian. This process is called truncation and the
secular dipolar Hamiltonian of two spins I and S has the general form

H(0)
d = −

(µ0

4π

) γIγS

r3

1
2

(3 cos2θIS − 1)(3IzSz − �I· �S) (5)

The factor µ0/4π , where µ0 is the magnetic susceptibility of vacuum has been
introduced in conformity with MKSA units. The magnetogyric ratios are γ I and
γ S. The spin operators are denoted by �I and �S. The space encoded part of the
dipolar Hamiltonian depends on the distance r of spins I and S and the angle θ IS
between �r and �B0. The anisotropic segmental motions average the space part of
Hd

(0) to a residual value.
Finally, the truncated form of the axially symmetric quadrupolar

Hamiltonian for nuclei with spin I larger than 1/2 can be expressed as

H(0)
Q = CQ

[
3I2

z − �I2] (6)

The quadrupolar coupling CQ is defined by

CQ = eQVZZ

4hI(2I − 1)
(7)

where eQ is the quadrupolar moment of a specific isotope and VZZ is the Z com-
ponent of the electric field tensor at the position of the nucleus. In the presence
of anisotropic molecular motions, the electric field gradient tensor is averaged to
a residual value.

The spin interactions can be classified as inhomogeneous and homogeneous
(4). The NMR spectrum generated by the inhomogeneous spin interaction which
is linear in the spin operator Iz, is a sum of independent individual lines. A se-
lective rf irradiation can saturate only a group of spins producing a hole in the
spectrum. For homogeneous lines the NMR spectrum is a sum of individual lines
with no shift with respect to each other. The spin interactions bilinear in the spin
operators generate these spectra. The excitation of the spectrum with a selective
pulse will affect all the spectral frequencies.

Magnetization Relaxation. One of the important sources of information
about molecular motions is related to the relaxation of the longitudinal (Mz) and
transverse (Mx and My) components of the macroscopic nuclear magnetization.
The molecular motions modulate the spin interactions that lead to the exchange
of energy between the nuclear energy levels and the lattice or thermal bath
represented by the molecular degree of freedom. This process is described by a
time constant T1 the so-called longitudinal relaxation time. The dephasing of the
transverse magnetization components Mx and My, which is related to the increase
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of the entropy of the spin system is described by the transverse relaxation time
T2.

The molecular motions responsible for the relaxation include: (1) overall
translational or rotational motions, (2) local motions such as internal rotations
around C C bonds or molecular axis of symmetry or segmental motions of poly-
mer chains, and (3) exchange between two different distinct chemical sites within
the same molecule or different molecules.

In the simplest assumption, the time evolution of the nuclear magnetization
under relaxation processes can be described by the Bloch equations (see (19), and
references therein)

dMx,y(t)
dt

= Mx,y(t)
T2

(8)

dMz(t)
dt

= − Mz(t) − M0

T1

where M0 is the magnetization of the spin system in the thermodynamic equi-
librium. The time evolution of �M(t) vector under relaxation processes described
by equation 8 is given by exponential functions. This approximation is not valid
in many cases for polymer or other macromolecular systems where complex
relaxation mechanisms are present (23,24). In such cases, a complete treat-
ment requires additional relaxation parameters such as cross-relaxation or cross-
correlation rates (1,23–25). Such a situation occurs whenever two spins A and X
interact by a random fluctuating spin interactions. For this cross-relaxation pro-
cess A spins magnetizations induces a modification of X magnetization which add
up to the specific evolution of X magnetization. More formally, this coupling can
be expressed via the Solomon equations (see for instance, Reference 25) which
contain besides the longitudinal relaxation rates of spins A and X also cross-
relaxation rate which reflects the coupling between the A and X spin magne-
tizations. Several two-dimensional NMR experiments (see below) can measure
cross-relaxation rates that enhance our knowledge about molecular motions in
complex systems (1,25).

The longitudinal magnetization relaxation can be measured using different
methods (5,18,19,25) based on the scheme:

Initial perturbation − Evolution (τ ) − Detection

The initial perturbation brings the spin system in a state on nonequilibrium
and can be represented by an inversion pulse of 180◦ (ie, Mz(0) → −M0) or a
saturation train of 90◦ pulses (ie, Mz(0) = 0). The detection is performed by a
standard 90◦ pulse under low or high resolution conditions.

The transverse relaxation measurements are performed using a Hahn echo
(see below) or Carr–Purcell–Meiboom–Gill (CPMG) pulse sequences (18,19). The
first method uses the pulse scheme: 90x

◦ – τ – 180◦
x,y – τ – Hahn echo and measure

the time evolution of the amplitude of the Hahn echo as a function of echo time2τ .
CPMG scheme, 90x

◦ –[τ – 180◦
y – τ – Hahn echo]N allows measuring the transverse

magnetization decay in a single scan using a train of N Hahn echoes.
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The mechanisms of relaxation are produced by local magnetic fields orig-
inating from randomly fluctuating spin interactions like homonuclear or het-
eronuclear dipolar, quadrupolar or chemical shielding interactions. They would
induce quantum-mechanical transitions in the Zeeman energy levels manifold
whose effect would be to take the nuclear magnetization back to the equilibrium
configuration. When performing a spectra decomposition of these fluctuating lo-
cal fields �h(t) (which are in general, tensorial quantities), we can find a nonzero
component frequencies equal to those of the various transitions which can exist
within the Zeeman energy level diagram. Efficiency of the local magnetic fields to
induce transitions can be appreciated by the quantities named spectral densities
of the form

Ji(ω) =
∫ ∞

0
hi(t)hi(0) exp( − iωt) dt (9)

where hi(t) is the random fluctuating i component of local fields. The bar denotes
an average over the ensemble of spin systems. On the other hand, a quantum-
mechanical transition can be induced by a fluctuating local field at the condi-
tion that a certain degree of coherence is present. The autocorrelation function
C(t) = hi(t)hi(0) is indicative of this coherence that essentially persists for a time
equal with the correlation time τ c. A more general correlation function is repre-
sented by space–time autocorrelation function C (�x, t), where �x is a general spatial
coordinate meant to represent translational or rotational coordinates. These cor-
relation functions will turn out to be necessary in the context of characterization
of two-dimensional (2D) exchange spectra (2). Moreover, a three-dimensional (3D)
spectrum, being a three-time distribution, contains information that cannot be di-
rectly retrieved from the 2D spectrum. The detailed information on the nature of
the nonexponential loss of correlation in polymers obtained from reduced four-
dimensional (4D) exchange spectrum is also not accessible in the corresponding
one-dimensional relaxation measurements and the 2D exchange spectrum (2).

Molecular processes with a single correlation time are rarely found in par-
tially or strongly disordered solids like semicrystalline or amorphous polymers. A
distribution of the correlation times g(τ ) has to be introduced in order to evaluate
the correlation function (2), ie,

C(t) =
∫ ∞

0
exp

{
− t

τ

}
g(τ )dτ (10)

Such distribution has been shown to span several orders of magnitude for in-
stance in the case of local motions in the glassy state. Instead of the distribution
function, other fitting functions for correlation function C (t) are considered. One
of these functions is the stretched exponential Kohlraush–Williams–Watts func-
tion exp{−(t/τkww)β} that has been found to fit the data quite universally (2).

Spin Coherences. In all NMR experiments the spin system evolves un-
der internal and external spin interactions. For isolated spins, the spin dynamics
can be described in terms of the motion of classical magnetization vectors. Many
structural and molecular dynamics problems in NMR involve couples spins. In
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this case, it is necessary to recourse to a quantum—mechanical formalism where
a density operator describes the state of the system (1).

The density operator ρ(t) is a generalized wave function which describes
a so-called mixed state. This state corresponds to a statistical ensemble of
quantum-mechanical objects, which in our case is a collection of nuclei with mag-
netic moments. Therefore, the statistics specific of these objects and the statistics
of an ensemble are simultaneously present.

The equation of motion for the density operator is given by Liouville–von-
Neumann equation

i
∂ρ(t)
∂t

= [H(t),ρ(t)] (11)

where H(t) is the Hamiltonian or total energy operator of the system expressed in
angular frequency units, which may itself be time dependent. In general, equa-
tion 11 does not have an exact solution. Several mathematical methods have been
applied to obtain an approximate solution for ρ(t) one of the most efficient and ac-
curate being the Floquet technique (1). The dynamics of the spin system detected
via an observable 〈O(t)〉 described by a quantum-mechanical operator O can be
evaluated by

〈O(t)〉 = Tr{Oρ(t)} (12)

Thus, the expectation value is found by evaluating the trace of the product of the
observable operator and the density operator.

A particularly simple interpretation of the density matrix is possible in the
eigenbase of the Hamiltonian H. The diagonal element ρrr is equal to the proba-
bility that the spin system is found in the eingenstate |r〉. The population of state
|r〉 is Pr and therefore, ρrr = Pr. The off-diagonal element is defined by

ρrs = 〈r|ρ(t)|s〉 = cr(t)c∗
s (t) (13)

where the bar indicates an ensemble average. These elements describe a “co-
herent superposition” of eigenstates cr(t)|r〉 + cs(t)|s〉 in the sense that the time
dependence and the phase of the various members of the ensemble are corre-
lated with respect to |r〉 and |s〉. Such a coherent superposition is simply called
“coherences”. A spin coherence can be associated with a transition between two
eigenvalues specified by the eigenstates |r〉 and |s〉. If the two states span an al-
lowed transitions with a difference in magnetic quantum numbers 	Mrs = Mr −
Ms = ±1, the coherences ρrs is related to the NMR observables represented by
the transverse magnetization components Mx

(rs) ± iMy
(rs). In general, a matrix

element of the density operator ρrs represents p-quantum coherence for which
p = Mr − Ms, which, for p = ±1, does not lead to observable magnetization and
can only be detected indirectly by two-dimensional spectroscopy (1,26).

The density operator ρ(t) has been formulated for the entire quantum-
mechanical system. For magnetic resonance applications, it is usually sufficient
to calculate expectation values of a restricted set of operators which act exclu-
sively on nuclear variables. The remaining degrees of freedom are referred to
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as “lattice”. The reduced spin density operator is defined by σ (t) = Tr1{ρ(t)},
where Tr1 denotes a partial trace over the lattice variables. The reduced density
operator can be represented as a vector in a Liouville space of dimension n2, ie,

σ (t) =
1,n2∑

r

br(t)Br (14)

where n is the dimension of the Hilbert space of all admissible state functions
and {Br} is a complete set of orthogonal base operators. A proper selection of this
base is often essential to ease the solution of a particular spin dynamics problem.
For instance, for systems with spins Ik = 1/2 the product of the Cartesian spin
operators is a convenient base operators (1,27). As an example, the complete set
of product operators {Br} for two J or dipolar coupled nuclei with spin I = 1/2
consists of 22×2 = 16 operators, ie,

1
2

E (E is the unity operator), Iix,Iiy,Iiz

2Iix Ijx,2Iiy Ijy,2IizIjz,2Iix Ijy,2Iix Ijz, for i, j = 1,2 (15)

The spin modes described by the product operators of equation 15 are the
matrix elements of the density operator

ρ =

⎛
⎜⎜⎝

P1 SQ SQ DQ
SQ P2 ZQ SQ
SQ ZQ P3 SQ
DQ SQ SQ P4

⎞
⎟⎟⎠ (16)

The above product operators can be detected by a proper design NMR experi-
ment (1,26) and reflect different features of the spin systems related to the struc-
ture, spin interaction topology, and molecular dynamics. The most popular spin
modes are represented by single-quantum coherences (SQ) of spin i, Iix and Iiy
that are related to x- and y-magnetizations, respectively. Two-spin coherences of
spin i and j consist of superposition of p = 0 (zero-quantum (ZQ)) and p = ±2
(double-quantum (DQ)) quantum coherences. The former is insensitive to the in-
homogeneity of the magnetic field and the latter is reflecting the existence of spin
couplings. Not only the existence of J- or dipolar couplings can be detected by
editing DQ coherences but also the strength of these couplings can be measured
including internuclear distances and dihedral angles (27–29).

Spin-Echoes. The evolution of spin coherences under nonfluctuating
spin interactions is a reversible process. The strength and sign of the spin Hamil-
tonians can be manipulated by rf pulses and/or sample rotation such that the
evolution of the spin system during a period of time is refocused during the spin
system evolution at a latter time.

The spin interactions described by inhomogeneous or homogeneous spin
Hamiltonians lead to inhomogeneous and homogeneous spin-echoes. If a linear
superposition of both types of spin Hamiltonians is present, a mixed spin-echo
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Fig. 3. Evolution of the quantum-mechanical state of a spin system in a Liouville space.
The evolution from the initial time t = 0 to an intermediate time t = τ takes place under
a Hamiltonian Hint which describes internal and external spin interactions. At this time,
a pulse sequence change the sign of the spin Hamiltonian. The spin system evolves on
the same generalized trajectory and after total evolution time t = 2τ the initial state is
refocused under a spin echo.

can be generated. The most common used inhomogeneous echoes are: Hahn (30),
stimulated (30), and gradient echoes (5,18). Solid (31) and magic (32–34) echoes
are the most familiar types of homogeneous echoes.

In order to understand how a spin echo can be produced, we shall consider
a spin system composed of N nuclei, which interact, or not between themselves.
The quantum-mechanical state of such a system can be described by a linear
superposition of spin coherences represented by a vector evolving in a Liouville
space of dimension 22N (cf Fig. 3). In this abstract space, the state of the spin
system at time t = 0 is represented by a configurational point. This state cor-
responds in many cases to the single-quantum coherences excited after a 90◦ rf
pulse. The spin system evolves in laboratory or rotating reference frames for a
time τ , evolution described by the propagator operator Eevolution = exp{−iHintτ},
where Hint is the spin-interaction Hamiltonian. At the end of this evolution pe-
riod, a pulse or a complex pulse sequence is applied which change the sign of the
Hamiltonian Hint. During the refocusing period of duration τ the evolution oper-
ator is now Erefocusing = exp{−i(−Hint)τ}. This is formally equivalent with a time
reversal, ie, τ → −τ . For the full evolution period 2τ , the propagator is Eevolution
Erefocusing = E, where E is the unity operator and the spin system is reaching the
initial state. Hence, a spin echo was generated with an amplitude identical with
the free induction decay as long as the magnetization relaxation processes are
neglected.
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The pulse sequence used for generation of inhomogeneous spin-echo of the
Hahn type is shown in Fig. 4a. The spin systems for which this echo can be pro-
duced are characterized by the Hamiltonian Hint = −δIz, where δ describes the
inhomogeneity of the magnetic fields or chemical shift distributions. By the ac-
tion of refocusing 180◦

y pulses, the spin operator Iz becomes −Iz and the spin
Hamiltonian changes the sign, ie, Hint = −Hint. If the transverse magnetiza-
tion relaxation is neglected, the amplitude of the Hahn echo is equal with the
amplitude of the free induction decay generated after 90◦

x preparation pulse (cf
Fig. 4a). The relaxation encoding is given by the factor exp{−2τ /T2}, where T2 is
the transverse relaxation time. The Hahn echo represents an important tool for
measuring residual dipolar couplings, correlation function of molecular motions,
and encoding of spatial information and mass transport. If the 180◦

x pulse is split
in two 90x

◦ pulses separated by a time τ 2 (cf Fig. 4b), a stimulated echo is pro-
duced at time τ 1 after the action of the last pulse. This spin-echo has under ideal
conditions the amplitude half of the amplitude of FID and the lifetime is much
longer compared with that of the Hahn echo. Therefore, it is an ideal instrument
for measuring self-diffusion coefficients.

The scheme used for gradient echo is presented in Figure 4c. The evolution
of the single-quantum excited by a preparation 90x

◦ pulse under a field gradient
Gz is refocused by the filed gradient with the opposite direction −Gz. The ampli-
tude of the echo is affected by the presence of the magnetic field gradients inside
the sample. This effect is exploited for enhancement of the contrast in MRI.

In many rigid or soft polymers, the protons are dipolar coupled in a complex
network. The dipolar Hamiltonian is bilinear in spin operators representing a
homogenous interaction. Pulse sequences can be designed that change the sign
of the dipolar Hamiltonian Hd, ie, Hd → −kHd, where k is a scaling factor. An
example of such a homogeneous spin-echo is given by magic echo for which k =
1/2 (cf Fig. 5b). The most simple homogeneous spin echo is represented by solid
echo (Fig. 5a). For a spin system composed of spin-1/2 pairs the spin evolution is
fully refocused by the solid echo. This is not the case for a multispin dipolar net-
work. These echoes can be used for high resolution NMR spectroscopy of solids,
measurement of residual spin interactions, and NMR imaging of rigid polymers.

Two-dimensional Fourier Spectroscopy. Two-dimensional (2D) spec-
troscopy is a general concept that can be applied to different brunches of spec-
troscopy which make it possible to acquire more detailed information about the
molecular system under investigation. Since the first proposal in the 1971 (35)
and the first experimental realization in the 1974 (36–38) a large number of 2D
NMR methods have been invented and applied (1) to solve structural and dynam-
ical problems in physics, chemistry, biology, and medicine.

Several strategies can be employed for obtaining a 2D spectrum, which is a
signal function S(ω1, ω2) of two independent frequency variables (ω1, ω2) (1). The
most popular one is based on the 2D time-domain experiments. In this approach,
a time-domain signal s(t1, t2) is obtained by incrementing the time interval t1
parametrically from experiment to experiment, and recording the free induction
signal as a function of t2. In a general case, for a 2D experiment, we distinguish
four intervals:

[Preparation (tp)] − [Evolution (t1)] − [Mixing (tm)] − [Detection (t2)].
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Fig. 4. Pulse sequences used for Hahn echo (a), stimulated echo (b), and gradient echo
(c) are shown.

The four basic intervals have the following qualitative features: (1) Prepara-
tion period: In the course of this period of fixed length the spin system is prepared
in a coherent nonequilibrium state. In the simplest experiments, the preparation
periods consists of a single rf pulse. However, this period can involve more so-
phisticated procedures like cross-polarization (39,40) and excitation of multiple-
quantum coherences (1,41). (2) Evolution period: During this period, in general,
the spin system evolves under a spin Hamiltonian, which may be modified by het-
eronuclear decoupling (42), sample spinning (43,44), or homonuclear decoupling
pulse sequences (45,46). The evolution during this indirect dimension of the 2D
experiment determines the frequencies in the ω1-domain. (3) Mixing period: This
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Fig. 5. Pulse sequences used for solid echo (a) and magic echo (b) are shown.

period may consists of one or more rf pulses, separated by intervals with fixed or
variable durations. During the mixing period, transfer of coherences or polariza-
tion can take place. For instance, mixing process transforms single (SQ)-, multiple
(MQ)- or zero-quantum (ZQ) coherences into observable transverse magnetiza-
tion. In many cases, the 2D spectrum may be regarded as a visual representation
of the pathways of the mixing process. (4) Detection period: In the course of the
detection period, the SQ coherences evolution is measured as a function of time-
domain variable t2. The spin system can be manipulated by the action of coherent
averaging pulse sequences and/or sample spinning, or by polarization transfer to
nuclei with higher sensitivity. Finally, a complex 2D spectrum is obtain for the
time-domain data by a complex 2D Fourier transformation defined by

S(ω1, ω2) =
∫ ∞

− ∞
dt1 exp{ − iω1t1}

∫ ∞

−∞
dt2 exp{ − iω2t2}s(t1,t2) (17)

The major advantages of 2D NMR spectroscopy are related to the assign-
ment of complex spectra, of revealing the correlated transitions to establish J-
or dipolar coupling topologies or for studying complex dynamic processes. These
features lead to a classification of 2D spectroscopic experiments in three groups
(1).

The interpretation of NMR spectra is often impeded by the complexity
of overlapping resonances. When the interactions responsible for the multiplet
structure are different such as chemical shielding, dipolar, or scalar couplings,
it is often possible to render spectra more intelligible by separating various
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interactions in orthogonal frequency domains. In the course of 2D separation ex-
periments the number of peaks is conserved.

The second group of 2D experiments is represented by 2D correlation meth-
ods based on coherence transfer. These experiments allow interpretation of NMR
spectra of networks of coupled spins by establishing the connectivities of nuclear
spins coupled by J or dipolar interactions. The appearance of cross-peaks in 2D
correlation spectra constitutes a proof of the existence of resolved scalar or dipo-
lar couplings, and allows one to correlate the chemical shifts of coupled partners.
These experiments are designed to correlate transitions of coupled spins by trans-
ferring magnetization of MQ coherences from one transition to another in the
course of a suitable designed mixing process.

A third class of 2D time-domain experiments is concerned with studying
dynamic processes such as cross-relaxation, nuclear Overhauser effects, chemi-
cal exchange, and magnetization exchange including spin diffusion (1,2). These
methods have a number of advantages particularly when the system comprises
an extended network of exchange processes that occur simultaneously. Moreover,
the 2D methods are most useful for studying slow dynamic processes with rates
that are two low to affect the lineshapes. The basic idea of 2D exchange spec-
troscopy is the “frequency labeling” of the longitudinal magnetization of various
chemical sites before chemical or magnetization exchange takes place, such that
after exchange the pathways of the magnetization can be traced back to their
origins.

The magnetic resonance imaging (MRI) techniques used most frequently for
applications to soft polymers are directly related to the multidimensional Fourier
transform (5,18,19,47). Just like in 2D spectroscopy, the phase of the signal ac-
quired during the detection period (time domain t2) is modulated by the coherence
phases present in the evolution period (t1). The idea is that the accumulated sig-
nal phase is primarily a result of the applied gradient which induces a position
encoding. A 2D Fourier transformation then produces a 2D image of the object.

One-Dimensional NMR Studies of Molecular Motions and
Dynamic Order

NMR methods can probe molecular dynamics in polymers on various time scales
from relatively fast segmental motions (with correlation times of the order of
10− 10 s) down to slow motions in the 10− 3 s range or even slower (2–6,48). Dy-
namics in the range of around 10− 10 s can be investigated by T1 measurements
that are sensitive to motions around the Larmor frequency. Particularly useful
for such investigations is the field cycling technique, where the magnetic field
and thus also the Larmor frequency ω can be varied over several orders of mag-
nitudes down to the 10 kHz regime. By acquiring T1(ω), molecular dynamics can
be probed over the corresponding range ((5), and references therein).

Slow motions can be studied using so-called longitudinal relaxation in the
rotating frame (T1ρ) (5). In these experiments, a radio-frequency field (“spin-lock
pulse”) with field strength of around 10–100 kHz plays the same role as the main
magnetic field does for T1. For instance, the changes in the phase structure under
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mechanical deformation of thermoplastic elastomers have been investigated by
T1ρ measurements of 13C nuclei under MAS (49).

Transverse relaxation (T2) and lineshape analysis has also been the topic
of many studies of molecular dynamics in viscoelastic media ((12,13,50,51), and
references therein). It was found to be indicative of heterogeneities of molecu-
lar motions (12,13). Transverse relaxation curves therefore often turn out to be
composed of a superposition of multiexponential and the Gaussian decays. Mea-
surement of residual dipolar couplings, molecular motions, and other parameters
have been performed by this relaxation technique on different nuclei like 1H, 13C,
15N, 31P, and 29Si and could be related to material properties such as the cross-
link density (12,13). In order to separate the liquid-like and solid-like contribu-
tions of the T2 decay, a linear combination of Hahn echoes and solid echoes have
been used (52,53). While Hahn spin-echo amplitudes are encoded by irreversible
dephasing due to molecular motions and by reversible residual dipolar couplings,
only the first effect encodes the amplitudes of solid echo (actually mixed echo) to
first approximation. The appropriate combination of these spin-echoes thus gives
access to residual dipolar couplings and the fluctuation rate (52,53). The method
was applied to measure the degree of segmental order induced in natural rubber
upon stretching (53).

A powerful technique for the study of orientation and dynamics in viscoelas-
tic media is lineshape analysis in deuteron NMR spectroscopy (2,50,51,53). Re-
cent reviews on this topic were published (50,51). For instance, the average ori-
entation of chain segments in elastomer networks upon macroscopic strain can
be determined by this technique (54–60). For a nondeformed rubber, a single res-
onance line in the deuterium NMR spectrum is observed (57) while the spectrum
splits into a well-defined doublet structure under uniaxial deformation. It was
shown that the usual network constraint on the end-to-end vector determines the
deuterium lineshape under deformation, while the interchain (excluded volume)
interactions lead to splitting (57–60). Deuterium NMR is thus able to monitor the
average segmental orientation due to the cross-links and mean field separately
(60).

The network structure of unfilled and filled elastomers was probed by
the analysis of the quadrupolar splitting in 2H solid echo spectra of uniaxially
strained samples (55) (see Fig. 6). The local chain order at a given elongation is
larger by a factor of 1.5–2 in the filled system. A decrease of local chain mobility
in the absorption layer is observed under stress. The same method was applied
to investigate molecular dynamic in thermoplastic elastomer based on hydrogen
bonding complexes (61,62).

The 1D NMR techniques described above already allow a detailed investi-
gation of polymer dynamics but they are mostly not selective in the sense that
they do not provide information on the averaging of particular couplings. For the
interpretation of some of the above results therefore a representative spin pair
along the chain was assumed, thus neglecting local site-specific motions as well
as the geometry of the bonds. This is where multidimensional NMR techniques
come into play.

Residual van Vleck Moments. The difficulties related to these measure-
ments are due to the small values of the residual spin couplings compared to those
of other spin interactions, the many-body character of the dipolar couplings and
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Fig. 6. Deuterium solid echo spectra of unfilled (a) and filled (b) poly[dimethylsiloxane]
networks at 305 K with and without mechanical stress as given by the parameter λ. Re-
produced from Ref. 55, with permission from Wiley-VCH.

the presence of molecular motions which produce a supplementary encoding of
the spin system response.

One-dimensional (1D) NMR methods based on the dipolar correlation effect
in combination with the Hahn and solid echoes (52,63), the stimulated echo (5),
the magic echo (64), magnetization-exchange (65), and cross-relaxation dynam-
ics (66) provide access only to the second van Vleck moment via a model which
takes into account the solid-like and liquid-like contributions to the spin system
response (67). Model free access is given by the analysis of multiple-quantum
builtup (68) and decay (69) curves recorded in the initial regime of the excita-
tion/reconversion periods.

In the following, we discuss a method to measure model free the residual
dipolar van Vleck moments without contributions from inhomogeneous spin in-
teractions originating from static magnetic field inhomogeneities, local suscepti-
bility effects, and heteronuclear dipolar interactions (70). Moreover, in the first
approximation this method is insensitive to the transverse relaxation produced
by the fluctuating dipolar interactions.

Principles of the Method. The method is based on the mixed echo com-
posed of the Hahn and the magic echo (33,71,72). The Hahn echo explores the
magic echo shape generated by an accordion magic sandwich (cf Fig. 7).

One possibility to have the amplitude of the Hahn echo encoded by the
homonuclear dipolar interactions is to employ a mismatched magic sandwich
(MS), ie, 90◦

x – (τ + n	) – 90◦
y – Burst Pulsex (2τ – n	) – Burst Pulsex (2τ –n	) –

90◦
y – (τ + n	) – Mixed Echo (see Fig. 7), where n is a positive and negative inte-

ger number and 	 is the time decrement and increment, respectively. We call this
mismatched MS composite pulse with variable n the accordion magic sandwich
(hereafter the method will be called AIMS).
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Fig. 7. AIMS pulse sequence used for generation of a mixed echo composed of a magic and
a Hahn echo. A dephasing gradient pulse is applied at the end of the sequence. Reproduced
from Ref. 70, with permission from Elsevier.

The spin system response to the AIMS sequence was evaluated in Refer-
ence 70 for a multispin dipolar network characteristic to elastomers and other
soft polymers. It was shown that the normalized amplitude of the Hahn echo
measured at time t = 6 τ is encoded only by the homonuclear dipolar couplings
and relaxation, ie,
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=
Tr
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Iy exp
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}
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where T2
∗ and T2ρ

∗ are the effective transverse relaxation times in the laboratory
and rotating frames, respectively. It is easy to see from the above equation that a
combination of signals taken with +|n| and −|n| is given by

S(3|n|	)S( − 3|n|	)

S(0)2 = G(3|n|	)2 (19)

This composite NMR signal is not encoded by the transverse relaxation. The func-
tion G(t) describes the magic echo shape and is given by (4)
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}
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}
Tr
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y
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In the short-time limit, ie, for 3|n|	ωd � 1, we obtain from the above equations,

S(3|n|	)S( − 3|n|	)

S(0)2
∼= 1 − M̄2(3|n|	)2+ 1

12
M̄4(3|n|	)4 − · · · (21)

where M̄2 and M̄4 are the residual second and forth van Vleck moments, respec-
tively (4).

In conclusion, the AIMS pulse sequence produces a disentanglement of the
magic and Hahn echoes in time. The dipolar encoding of the signal occurs because
the Hahn echo samples the magic echo shape.

1H Residual van Vleck Second Moments of Cross-Linked Series of Nat-
ural Rubber. Proton residual second and fourth van Vleck moments were mea-
sured by AIMS for the samples of cross-linked series of natural rubber (NR). The
residual van Vleck moments M̄2 and M̄4 can be evaluated by the best fits of the
composite signals with equation 21 and these results are shown in Figures 8a
and 8b, respectively, for the whole NR series.

The measured values of M̄2 are in good agreement with the values mea-
sured on the same series using the model dependent dipolar correlation function
(64). The best fit of the dependence of M̄2 and M̄4 on shear modulus G is given by
continuous lines in figures 9a and 9b. These are described, in general, by a poly-
nomial

∑m
1 ( − 1)papGp up to the powers four and eight in G, respectively. This

polynomial dependence can be justified by considering high order corrections to a
Gaussian distribution of the end-to-end vectors (68). The classical Gaussian dis-
tribution will lead only to dependences of powers two and four in G which are
shown by the dashed lines in these figures. Nevertheless, in the case of samples
with low values of the cross-link density the Gaussian approximation is able to
describe the experimental data sufficiently well (see the insets of figures 8a and
8b). These results also show that high order van Vleck moments are more sen-
sitive to cross-link density compared to the second van Vleck moment which is
usually used.

The value of the ratio M̄4/M̄2
2 on shear modulus is shown in figure 8c. The

1H NMR absorption lineshape is quasi-Lorentzian for all samples but starts to
deviate towards a Gaussian lineshape for higher values of the cross-link density.

Residual Dipolar Couplings by 1H Multiple-Quantum NMR. The
measurements of residual dipolar couplings in elastomer system is desir-
able, because they reflect the hindrance to molecular motions by the cross-
linking, topological constraints, and the external factors like mechanical stress.
Dipolar-encoded longitudinal magnetization (DELM) NMR decay curves, double-
quantum (DQ) and triple-quantum (TQ) NMR buildup intensities for measur-
ing the residual dipolar couplings and the associated dynamic order parameters
were discussed in Reference 68. These methods allow measuring residual dipolar
couplings model free and in the limit of short excitation time regime the effective
dipolar network is simplified.

Principles of the Method. One of the important features of the MQ spec-
troscopy is the possibility to edit the strongest dipolar couplings. This feature is
based on the fact that the efficiency of MQ pumping is a nonlinear function of
the dipolar coupling strength. For instance, the pumping efficiencies of DQ and
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Fig. 8. Proton residual van Vleck moments M̄2 (a), M̄4 (b), and the ratio M̄4/M̄2
2

(c) measured by AIMS for the samples of a series of cross-linked natural rubber versus
the shear modulus G. Reproduced from Ref. 70, with permission from Elsevier.

TQ coherences in the initial excitation time regime are proportional to (Dij)2 and
(Dij)4, respectively, where Dij is the dipolar strength between protons i and j (73–
75). Therefore, we can estimate that the pumping efficiency of DQ coherences for
methylene protons is about six times higher compared to that of methyl protons.
The editing capabilities are expected to be even better for the intergroup dipolar
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Fig. 9. (a) Proton dipolar-encoded longitudinal magnetization decay curves for a series
of synthetic polyisoprene samples with different cross-link densities. (b) The initial time
behavior of DELM decays exhibits a linear dependence in τ 2 (solid lines). Reproduced from
Ref. 68, with permission from American Institute of Physics.

interactions. In the case of TQ coherences, the maximum pumping efficiency is
expected for the methyl group.

The possibility to implement a MQ dipolar filter has already been demon-
strated. For instance, by use of a 13C–13C DQ dipolar filter working in the initial
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excitation time regime the signal of the crystalline domains in polyethylene could
be enhanced (74). The possibility of functional group editing by MQ NMR meth-
ods is also supported by DQ experiments performed on static and rotating elas-
tomers. The 2D 1H DQ MAS spectrum of polyisoprene (68) shows that for short
excitation times the response of the methylene protons can be approximated well
by an isolated spin pair. Moreover, the experiment shows that the DQ coherences
at which methyl protons participate are mainly originating from the CH3 group.
This also leads to the conclusion that TQ coherences excited in the initial time
regime can be attributed mainly to the methyl groups. Weak dipolar coupling of
CH2 and CH3 protons with CH protons is demonstrated (68). But, the contribu-
tion of the methine protons to the overall NMR signal is only about 12% so that
these couplings are negligible in a good approximation.

The spin system response to the pulse sequence used for excitation of differ-
ent multipolar spin states can be evaluated in the limit of short dipolar encoding
time. For DELM, it is possible to write (68)

SDELM(τ ) ≈ 1 −
{
l2
[
D(2)S(2)

s

]2 +l3
[
D(3)S(3)

s

]2 +intergroup
}

τ 2 − · · ·
≡1 − [Deff]

2
τ 2 − · · ·

(22)

where the numerical coefficients are l2 = 21/80, and l3 = 63/190 and correspond
to the CH2 and CH3 groups. Deff is the effective residual dipolar coupling describ-
ing contributions from both CH2 and CH3 groups as well as intergroup residual
dipolar couplings. Nevertheless, the residual dipolar couplings of methylene and
methyl protons dominate the intergroup couplings and the slope of the LM decay
curve versus the square of the excitation time τ is given by a weighted sum of the
squares of dynamic order parameters of CH2 and CH3 groups.

The DQ signal can be evaluated in a similar manner, and finally one can
write

SDQ(τ ) ≈
(
d2

[
D(2)S(2)

s

]2 + d3
[
D(3)S(3)

s

]2 + intergroup
)

τ 2 + · · ·
≡ [D

′
eff]

2
τ 2 + · · ·

(23)

where the numerical coefficients are d2 = 21/40 and d3 = 9/200. An effective resid-
ual dipolar coupling D′

eff similar (but not identical) to Deff for dipolar encoded lon-
gitudinal magnetization can be introduced describing DQ-edited residual dipolar
couplings.

In the regime of short excitation times the TQ coherences are derived mainly
from the methyl protons. The spin system response to the pulse sequence (68)
for a proton triad rotating rapidly around the C3 axis in a static sample can be
evaluated similar to the procedure used for DQ coherences. In the limit of short
excitation times, the normalized TQ-filtered signal is given by

STQ(τ ) ≈
(
r3

[
D(3)S(3)

s

]4 + intergroup
)

τ 4 + · · ·
≡ [D

′′
eff]

4
τ 4 + · · ·

(24)
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where r3 = 39/4. Again as above, an effective residual dipolar coupling D′′
eff can be

introduced for the full dipolar network. These effective residual dipolar couplings,
introduced by the above equations, depend on the dipolar network edited by the
experiments and it is therefore not easy to express them in terms of site-specific
dynamic order parameters. Nevertheless, D′′

eff is expected to be dominated by the
methyl protons.

Dynamic Order Parameters. Dipolar-encoded longitudinal magnetization
decay curves were measured for 1H in a series of cross-linked synthetic polyiso-
prene samples (68). The decays for three samples (A, D, and F with the cross-link
density of 0.75, 5.0, and 15.0, respectively) are shown in Figure 9.

The decay curves show a dependence on the cross-link density. In the short-
time regime, the dipolar-encoded LM decays display a linear dependence in τ 2,
in accordance with equation 22, (cf Fig. 9b). DQ buildup curves for the same
samples are shown in figure 10 for the full range of excitation time τ . System-
atic dependence of the DQ-filtered signal intensity on the cross-link density is
evidenced in Figure 10a. Based on equation 23, an initial dependence of the sig-
nal amplitude on τ 2 will be shown by the DQ signals with a slope related to the
scaled dynamic order parameters of methylene and methyl protons (cf Fig. 10b).
TQ buildup curves for protons in polyisoprene also show a clear dependence on
the cross-link density similar to the case of the DQ buildup curves.

Within the limit of experimental errors scaled dynamic order parameters
measured from the MQ experiments show a linear dependence on cross-link den-
sity (cf Fig. 11).

This is expected because the dynamic order parameters Ss
(2) and Ss

(3) are
inversely proportional to the number N of statistical segments. The same depen-
dence on N is expected for cross-link density as measured in parts per hundred
of rubber (phr) of cross-linking agent. For the whole series, the dynamic order
parameters of methyl protons are slightly larger than those of the methylene
protons. This reflects the hindrance imposed to the motion of methyl groups at-
tributed to backbone chain by the short-range interactions between segments be-
longing to different chains in comparison with the case of the methylene proton
located along the polymer chain.

The values of the effective 1H residual dipolar couplings Deff/2π measured
from the initial decays of the LM are shown as a function of cross-link density in
Figure 11b. In the good approximation, the dipolar couplings are linearly propor-
tional to cross-link density. These quantities can also be evaluated from equations
23 and 24 by using the dynamic-order parameters measured site-selectively from
DQ and TQ buildup curves. These Deff/2π are plotted versus cross-linked density
in Figure 11b, again showing a linear dependence on cross-linked density. They
are systematically lower than the values measured from the LM decays. This fact
can be due to the shorter time scale used for extraction of Deff/2π from LM decays
compared to that used in DQ and TQ buildup curves.

The dynamic order parameters determined by the above methods can be
compared to those measured by other NMR techniques if the specific dynamic
time scale is considered. It was shown that residual dipolar couplings measured
in the initial time regime of the LM decays, DQ, and TQ buildup curves are more
sensitive to cross-link density as compared to, for instance, transverse relaxation
rates (68).
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Fig. 10. Proton DQ buildup curves for a series of synthetic polyisoprene samples with
different cross-link densities increasing from samples A to F. (a) The signal dependence on
excitation and reconversion times τ for the full time domain. (b) The initial time regime of
the DQ buildup curves for samples A and F together with the simulated curves including
transverse relaxation (continuous lines). Reproduced from Ref. 68, with permission from
American Institute of Physics.

The proposed methods are generally applicable to partially averaged pro-
ton dipolar interactions and can be applied for studying segmental order and its
associated dynamics in a variety of polymer networks or entangled melts and
solutions (transient networks) without the need for isotopic labeling, sample ro-
tation, or the use of cross-polarization.

Heterogeneity in Segmental Chain Order of Grafted Polymers. Pro-
ton multiple-quantum NMR was also used for investigation of heterogeneity
in segmental chain order of grafted polymers. The measurements were per-
formed on a series of samples of poly(dimethylsiloxane) (PDMS) layers chemically
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Fig. 11. (a) The dependence of dynamic-order parameters measured from DQ (squares)
and TQ (circles) buildup curves on the cross-link density for synthetic polyisoprene.
(b) The effective residual dipolar coupling Deff (circles) measured from dipolar encoded
longitudinal magnetization decays together with the Deff values (squares) computed from
dynamic-order parameters. A linear dependence on the cross-link density is evidenced in
all cases (solid lines). Reproduced from Ref. 68, with permission from American Institute
of Physics.

attached to the surface of hydrophilic silica (76). These grafted PDMS layers con-
sists of partially immobilized chain segments at the PDMS–silica interface and
mobile chain portions outside the interface which is probed by measurements of
homonuclear double- and triple-quantum buildup curves. These curves reveal a
bimodal distribution of the residual dipolar couplings along the PDMS chain (see
Fig. 12).

The segmental orientation detected in the interface and mobile regions are
related to the average chain length and reflects the competing effects of the
surface-induced orientation and chain conformations.

The 1H DQ (and TQ) buildup curves were measured at two temperatures
T = 298 K and T = 227 K for the three grafted PDMS samples with different
chain lengths (Nt) and the results are shown in Figure 12. The buildup curves dis-
play two maxima. The first maximum shows a relatively sharply defined value of
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Fig. 12. Proton DQ buildup curves of grafted PDMS samples recorded at T = 298 K (a)
and T = 227 K (b). ( ) PDMS1, (◦) PDMS2, and (×) PDMS3. The region of the DQ buildup
curves after the first maximum is enlarged in the insets. Reproduced from Ref. 76, with
permission from American Chemical Society.

the excitation and reconversion time τ . The second maximum at longer τ values
are more difficult to identify in sample PDMS3 (Nt = 4.5) and less pronounced in
sample PDMS2 (Nt = 6.2) due to the small amount of the mobile fraction and the
broadness of the signal. Nevertheless, the second maximum is enhanced at lower
temperature (cf Fig. 12b) due to reduced mobility and therefore increasing resid-
ual dipolar coupling. The maximum at short τ values are due to the segments
at the interface, and those present at longer τ correspond to the mobile fractions
of the grafted PDMS chains. The first maximum occurs at the same τ value for
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the three samples indicating the same chain immobilization in the interface of all
three samples. The immobilizations are caused by a loss of conformation entropy
due to chain anchoring to the silica surface and by excluded volume effects from
the silica surface and neighboring chains. Thus, the averaged residual dipolar
couplings of the interface have the same values independent of Nt. These results
are both reflected in the 1H DQ as well as in the 1H TQ buildup curves (76).

The positions of the second maximum of the three samples are also indica-
tive of the anisotropy of chain motions outside the interface. Assuming the same
thickness of the interface in all three samples, we deduce that the fraction of
the mobile chain fragments decreases from sample PDMS1 (Nt = 7.7) to PDMS3
(Nt = 4.5). This results in a shorter τ value for the position of the second max-
imum for sample PDMS3 versus samples PDMS2 and PDMS1 that can be de-
tected in the DQ as well as the TQ buildup curves (76).

A bimodal distribution of the segmental-chain orientation corresponding to
the interface and the mobile regions of PDMS chains grafted onto silica was de-
tected by 1H multiple-quantum NMR spectroscopy. The size of the interface is
found to be independent of the total length of the PDMS chains. A broad distri-
bution of segmental orientation prevails in the mobile region, and the segmental
mobility is proportional to its fraction and therefore to the chain length. At lower
temperatures, the mobility decreases until at T = 198 K the whole chain appears
to be immobile at the time scale of the NMR experiment of about 10− 5 s.

The measurements using transverse 1H relaxation shown that this quantity
is also highly sensitive to the heterogeneous mobility of PDMS chains grafted
onto a silica surface (77). This method allowed the distinction between a dense
brush-like structure of the grafted layer containing chains of a fairly uniform
length and a layer containing a significant fraction of long-chain loops outside
the grafted layer. The mobility of the chain outside the interface was found to
increase with increasing average length of the grafted chains in agreement with
the measurements performed by MQ NMR (76).

Local Segmental Anisotropy Induced by Mechanical Deformation. A
well-known consequence of the theory of rubber elasticity is bond orientation
(78,79). Deformation of an elastomer induces anisotropy of the backbone bonds of
the polymer coil. In recent NMR studies of rubber elasticity, the mechanism of de-
formation and the orientation of network chains have received increasing atten-
tion (50,51). The local segmental anisotropy induced by a uniaxial applied force in
elastomers was also investigated by NMR in terms of 1H dipolar encoded longitu-
dinal magnetization decays and double-quantum coherences buildup curves (80).
These multipolar nuclear spin states were measured as a function of the angle
θ between the static magnetic field and the direction of the applied force. The
experimentally determined angular dependence of the effective residual dipo-
lar couplings shows a minimum around the magic angle. These NMR methods
offer the possibility to investigate in great detail the mechanisms responsible
for the induced local anisotropy in strained polymer networks without contribu-
tions from the dipolar correlation effect (vide infra) and without need for chain
deuteration.

Network Properties by Transverse Magnetization Relaxation. The
transverse relaxation reflects mainly the loss of quantum phase coherence of
spins. The axial symmetry induced by the presence of static magnetic field is
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of particular interest for observing the broad spectrum of relaxation rates re-
lated to the hierarchy of fluctuations, which affect any polymer chain in a melt
or network (from about 109 s− 1 down to less than 1 s− 1). For protons attached
to polymer chains, the irreversible dynamics of the longitudinal magnetization
is sensitive to properties generated by the local viscosity, which governs the ran-
dom rotations of monomeric units. With regard to the transverse magnetization,
the relaxation process cannot by analyzed without considering the time interval
allotted for the full random rotations of chemical units that is close to the time
interval (about 1 s or more) required for the full renewal of the chain configu-
rations. However, this is to long a process for inducing any magnetic relaxation
mechanism; consequently, the transverse magnetization is sensitive to a part of
the hierarchy of chain fluctuations, only. In other words, random motions of units
are detected as nonisotropic rotations generated by the topological constraints
and the irreversible dynamics of the transverse magnetization is thus governed
by the nonzero average of the dipolar interactions. A solid-like behavior of the
transverse relaxation is expected to be associated with the property of elastic-
ity, provided the time scale of the renewal of configurations is longer than the
NMR scale of observation. This effect is considerably enhanced when permanent
networks are observed.

Models for Transverse Relaxation. The simplest model to describe chain
statistics from the NMR point of view is a chain of freely jointed segments of fixed
length (12). Such a chain may be rescaled in several hierarchical steps according
to the time scale of the motions which takes place at different space scales, com-
pared to the time scale defined by the NMR spin interactions. All intrachain mo-
tions are assumed to be fast enough to average elementary interactions, whereas
junction average positions are static.

Let us consider a linear chain of N statistical segments, fixed at its extrem-
ities. An average orientation is induced along the chain by these constrains. To
estimate the effect of this average orientation on NMR parameters, the simplest
picture is to consider that each segment carries an isolated pairs of spins, usually
protons (two-spin approximation). Within this framework, the time evolution of
the transverse magnetization M�R(t) for a spin pair attached to a chain may be
written in the very simple form

M�R(t) = Re
[

M0 exp
{

− t
T2

}
exp{iω �Rt}

]
(25)

where M�R(t) is the initial polarization, T2 is the transverse relaxation time re-
lated to the fluctuating part of the dipolar Hamiltonian, and ω �R is the residual
dipolar interaction in angular frequency units. Other theories of transverse relax-
ation ((13), and references therein) are more complex that this simple approach.
A polymer network is considerably disordered. To model this disorder, the end-
to-end vector components �R(x, y, z) may be supposed to obey ideal, the Gaussian
statistics, ie,

P( �R) =
(

3
2π Na2

)3/2

exp

{
− 3

2

�R2

Na2

}
(26)
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where a is the length of the statistical segment. The overall evolution of the com-
plex transverse magnetization is then obtained by averaging equation 25 over
end-to-end vector distribution. This yields (67)

M(t) = Re

[
M0

(
1 − 2

3
iDij N − 1

e t
)− 1/2 (

1+1
3

iDij N − 1
e t

)− 1

exp
{

− t
T2

}]
(27)

where Dij is the dipolar coupling constant for a spin pair and Ne is the effective
number of statistical segments. At short times, ie, for 	2Ne

− 1t2 � 1 the trans-
verse relaxation decay has a Gaussian behavior corresponding to the presence of
the residual dipolar couplings.

Experimental transverse relaxation decays cannot be usually described
from exponential time functions but integral treatments of these curves yield
standard parameters equivalent to relaxation rates (81). Without entering into
too many details, it may be worth noting that the integral treatment amount to
calculating several moments of the function P( �R). The first and the third mo-
ments of the distribution function are obtained from the two following integral
treatments of the experimental relaxation curves

A1 =
∫ ∞

0

M(t)√
t

dt, and A3 =
∫ ∞

0

dM(t)/dt√
t

dt. (28)

A NMR structural parameter χ c was introduced which is defined as
χ c = A3/A1. The quantity 1/χ c is proportional to the correlation length of seg-
ments between two consecutive nodes. Thermal behavior, swelling effects, NMR-
vulcanization, and NMR-elasticity relationships can be derived using the χ c pa-
rameter ((81), and references therein). For instance, linear dependence of the
NMR relaxation rate χ c on the modulus of elasticity E measured on randomly
PDMS chains (82) are shown in Figure 13.

Segmental fluctuations involved in the linear mechanical response to a
small strain are directly observed from the transverse magnetization relaxation,
in the absence of any strain.

Characterization of Polymer Networks by Transverse Relaxation. The
NMR transverse magnetisation relaxation experiments were extensively used
for quantitative analysis of the density of chemical cross-links, temporary and
trapped chain entanglements and physical network junctions which are formed
in filled rubbers, semicrystalline and ionic containing elastomers, and for deter-
mination of the molecular-scale heterogeneity of polymer networks ((83), and ref-
erence therein).

Several types of heterogeneity may occur in rubbery materials: (1)
molecular-scale heterogeneity, which is caused by the chemical heterogeneity of
uncured elastomers, network defects, and heterogeneous distribution of network
junctions on a molecular level; (2) morphological heterogeneity of rubbery com-
pounds due to a spatially heterogeneous distribution of components and filler in
the compound; (3) spatial heterogeneity due to a difference in curing conditions
such as temperature and concentration of vulcanisation agents throughout the
sample volume.
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Fig. 13. Relaxation rate parameter χ c as a function of the Young modulus E for ran-
domly cross-link PDMS chains. NMR measurements were performed without any sample
deformation. Reproduced from Ref. 82, with permission from American Chemical Society.

A significant difference between the large spatial-scale mobility of network
chains and that of network defects allows us to determine the degree of network
heterogeneity. The most reliable data are obtained for swollen samples, because
an increasing solvent content results in the disentanglement of network defects
from network chains (84–86). The molecular mobility of network chains is conse-
quently decoupled from that of network defects, resulting in a major distinction
in the relaxation behavior.

One example is given by the monoexponential T2 decay of a cured acrylate
that is splitted into two components upon swelling. This behavior is most clearly
observable at high solvent concentrations (84,85). One component has short decay
time T s

2 , which is comparable with that of the original sample. This component
apparently derives from network chains. Starting at a low volume solvent content
(see Fig. 14), Vs, T s

2 shows an increase, which may be attributable to the following
phenomena: (1) the disentanglement of network chains, (2) an increase in the
frequency of the large spatial-scale chain motion, and (3) a slight decrease in
the strength of the interchain proton dipole–dipole interactions. At Vs ≈ 40–50
vol%, T s

2 reaches a maximum value. A value of T s
2 at the maximum, (T s

2 )max, is
related to the molecular mass of the network chains between chemical cross-links
and trapped chain entanglements. At higher values of Vs, T s

2 decreases until the
state of equilibrium swelling is reached. This decrease in T s

2 is thought to reflect
the increase in the interchain proton dipole–dipole interactions as a result of the
network chain elongation following a progressive increase in the solvent fraction
in a swollen gel (12).

The long decay time (T 1
2 ) of the other component is typical of semidiluted

polymer solutions. A T 1
2 value continuously increases with an increasing solvent

content. This component is apparently originated from the relaxation of network
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Fig. 14. The transverse relaxation time for a polymer network with defects against the
volume fraction of a good solvent. Reproduced from Ref. 84, with permission from Ameri-
can Chemical Society.

defects which are disentangled from network chains in a swollen state. At the
equilibrium swelling degree, the relative fraction of the T 1

2 relaxation component
could be used as a measure of the fraction of highly mobile network defects. The
described behavior of T2 relaxation decay following a progressive increase in the
solvent fraction is typical of networks containing a significant fraction of network
defects.

Distinct T2 relaxation components with widely differing mean decay times
suggest molecular or macroscopic heterogeneity of the material. In such cases,
the submolecules concept can be used to describe the relaxation behavior (12).
In a simplified interpretation, the overall T2 relaxation decay of a heterogeneous
elastomer is the weighted sum of the decays originating from the submolecules,
which are defined as the network chains that are formed by the chemical and
physical junctions, and network defects, ie, chains that are not attached to the
network, chain loops and dangling chain ends. The large spatial-scale mobility
of these submolecules differs substantially, and so does their relaxation behavior.
The relative contribution of the submolecules to the overall decay is proportional
to the number of protons attached to these chain fragments.

A quantitative analysis of the shape of the decay curve is not always
straightforward due to the complex origin of the relaxation function itself
(12,81,87–89) and the structural heterogeneity of the long-chain molecules. Nev-
ertheless, several examples of the detection of structural heterogeneity by T2 ex-
periments have been published, for example the analysis of the gel/sol content in
cured (90,91) and filled elastomers (85,86), the estimation of the fraction of chain-
end blocks in linear and network elastomers (91,92), and the determination of a
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distribution function for the molecular mass of network chains in cross-linked
elastomers (93,94).

Chain Orientation and Slow Dynamics by Dipolar Correlation Ef-
fect. An important 1D NMR method used for investigating anisotropy of chain
dynamics and segmental order in polymer networks is given by the decay of the
solid echo (12,63), a combination of Hahn and solid echoes (52), and a normalized
stimulated echo (95–97). For all these cases, the echo amplitude decays can be
described by a residual dipolar or quadrupolar correlation function (DCF) (for an
introduction, see Reference 5). This function describes the autocorrelation of dipo-
lar or quadrupolar randomly fluctuating interactions around the residual nuclear
spin interactions that have been preaveraged by the fast dynamics of the chains
and functional groups. Measurement of the DCF together with a corresponding
theoretical model reveals important information about local segmental order and
slow-chain dynamics under various experimental conditions. The possibility to
measure the DCF using a combination of a solid echo, a Hahn echo and the free
induction decay of protons, and deuterons has been discussed in Reference 63. An
improved method was introduced later by Callaghan and Samulski (52) which ex-
ploits the fact that Hahn echo refocuses chemical shielding interactions and mag-
netic field inhomogeneities. Moreover, the Hahn echo amplitude is encoded by the
molecular motions and residual dipolar couplings. The fluctuation of the dipolar
interactions encodes the amplitude of the solid echo (actually a mixed echo) to a
first approximation. The appropriate combination of these echoes, thus, gives ac-
cess to residual dipolar couplings and the fluctuation rates. From the viewpoint of
the spin system response, the solid echo completely refocuses the evolution of co-
herences of quadrupolar nuclei of spin I = 1 like 2H and of a pair of 1/2 spins other
than the 1H multispin dipolar interactions. Therefore, the solid echo is strongly
affected by the residual multispin interaction which makes the measurements of
DCF inaccurate. Moreover, the time scale of the dipolar or quadrupolar interac-
tion fluctuations is limited to the time of the solid echo decay which is shorter
than the transverse magnetization relaxation time. A considerably longer NMR
time-window is offered by the DCF recorded with a stimulated echo (95–97). How-
ever, the amplitude of the stimulated echo is smaller than that of the solid echo
and is affected by the multispin residual dipolar couplings as well as by the fluc-
tuating dipolar fields. Furthermore, the evolution of the chemical shift Hamilto-
nian before storage of the z-magnetization encodes the stimulated echo evolution.
Moreover, magnetization exchange competes with the dipolar correlation effect.

In all the cases discussed above, only the response of the spin system com-
posed of dipolar coupled spin-1/2 pairs was considered. Proton DQ-NMR spec-
troscopy on elastomers—static and spinning at the magic angle—proved that the
consideration of isolated spin-1/2 pairs is a crude approximation (68). The dipolar
couplings between the protons belonging to various functional groups are shown
to be active in two-dimensional DQ-MAS spectra for high excitation/reconversion
times (68,73).

Dipolar correlation function can be measured for a multispin dipolar coupled
network, for example, for the protons in functional groups attached to polymer
chains in elastomers by a mixed echo given by the combination of the magic and
the Hahn echo. The magic echo refocuses the residual multispin dipolar Hamil-
tonian with high efficiency (71–73,98). In a good approximation, the amplitude of
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the mixed echo is independent of residual (quasistatic) multispin couplings and
inhomogeneous spin interactions including chemical shielding interaction. The
following gives an evaluation of the dipolar correlation function describing slow
chain motions within the limits of an exponential correlation function and a dis-
tribution of correlation times.

Mixed Echo Decay. The mixed echo amplitude decay can be expressed in
terms of the autocorrelation function of the dipolar Hamiltonian (64). Transverse
relaxation processes described by a single correlation time are rarely found in
amorphous polymers including elastomers. If a normalized distribution of corre-
lation times g(τ c) is introduced, than the mixed echo decay is given by (64)

SME(6τ ) ∼= 1 − M̄2

∫ ∞

0
τ 2
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where τ c is the correlation time. It is obvious form equation 29 that the mea-
surement of DCF leads to a mixture of contributions from residual van Vlevk
second moment and the distribution function of correlation times that is model
dependent.

A particularly simple form for the function g(τ c) is related to the log-
Gaussian distribution (see for instance Reference 2), ie,

g(τc) ≡ 1
τc

FG(lnτc) (30)

where

FG(lnτc) ≡ 1
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√

2π
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{
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2σ 2
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}
(31)

The center of gravity of the correlation time distribution is given by ln(τ c0) and
the width of the distribution is 	1/2 = 1.02 σ ln.

Parameters of the Dipolar Correlation Function for a Cross-Linked
Elastomer Series. The mixed echo decays were measured for a series of cross-
linked natural rubber (64). The model involving the distribution of correlation
times (see eq. 29) was used to fit the mixed echo decay. The residual second van
Vleck moments obtained from fits as a function of shear modulus G.

For ideal polymer coils, the most significant and distinctive property is the
Gaussian distribution of the end-to-end distances. By considering the different
segments of the freely jointed chain which are statistically independent and can
be represented by a Markov chain, one can derive the correction to the Gaussian
distribution of the end-to end distances (see Reference 99).

Using the corrected Gaussian distribution function one than gets (64)

〈M2〉 ∝ 5
3

1
N2 − 2

3
1

N3 . (32)

Within the limit of the approximation used, it is concluded that the residual sec-
ond van Vleck moment scales with 1/N2 for high numbers of statistical segments,
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ie, for N � 1, which means for low cross-link densities. However, this regime
is invalid for the series of cross-linked natural rubber investigated using DCF
(64). The effective number of statistical segments N is defined by the number
of segments N(0) between physical cross-links or topological constraints and the
number N(C) of segments between chemical cross-links. If we assume that the
contributions to the residual dipolar coupling are additive and topological con-
straints are independent of the degree of chemical cross-linking, we can write
(N)− 1 ≈ (N(0))− 1 + (N(C))− 1. In this case, one expects (cf equation 32) that 〈M2〉
has a polynomial dependence on cross-link density or shear modulus.

Based on the dependence of the residual second moment on 1/N given by
equation 32, the measured 〈M2〉 values can be fitted by a polynomial up to the
forth power in the shear modulus G, ie,

〈M2〉= a0 − a1G + a2G2 − a3G3 + a4G4 (33)

This dependence is similar with that shown in Figure 8a measured using AIMS
method (70). If only the first four values of 〈M2〉 corresponding to an intermediate
regime of cross-linking are considered, the G2 term dominates the dependence
as it is expected from a Gaussian distribution of end-to-end vectors. The DCF
measurements also reveal that the centre of gravity, as well as the logarithmic
width of the distribution function of correlation time—which describes the slow
motion of the network chains—scale with the cross-link density in a complex
manner (64).

The development of NMR methods that allow accurate measurements of
residual second van Vleck moments and the distribution of correlation times
yields new tools to test polymer network theories that are more sophisticated
than the theory of the freely jointed chain corresponding to a Markov chain.

Viscoelastic Polymers by Two-Dimensional NMR Spectroscopy

The investigation of molecular dynamics and local segmental orientation by two-
dimensional (2D) NMR spectroscopy has a number of advantages (1,2) particu-
larly when dealing with complicated spin systems such as viscoelastic polymers.
Below, we will discuss examples of such investigations, concentrating on tech-
niques that are particularly sensitive to the viscoelastic regime that is, NMR
techniques for measuring residual dipolar couplings and dynamic order parame-
ters. Readers interested in a more general overview of multidimensional NMR of
polymers are referred to references (2,3,6).

Chain Orientation from 2D 1H Magnetization Exchange
Spectroscopy. Two-dimensional 1H magnetization-exchange spectroscopy
and its reduced one-dimensional (1D) variant have been used to probe residual
dipole–dipole couplings between different functional groups of a SBR sample,
namely between the CH and CH2 groups of the butadiene units (65,100). The
intergroup residual dipolar couplings can then be correlated with the shear
modulus that is an independent measure of the cross-link density (65). Hence,
the dynamic local-order parameter associated with the partially averaged
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dipolar coupling can be evaluated taking the average over the relevant dynamic
processes.

Principle of the Method. Following the general scheme of 2D NMR
spectroscopy, an evolution period of duration t1 follows the excitation pulse. This
interval ends with a flip-back pulse and the system is allowed to exchange during
the mixing period tm. After a third pulse the remaining signal is acquired during
the detection interval t2 (1). The intensity of the cross-peaks in the resulting 2D
spectra then reflects the degree of exchange between the corresponding groups.
Since full 2D NMR spectroscopy is time-consuming, for quantitative evaluations
also a reduced 1D form has been used. In this case, the time t1 is fixed and ad-
justed such that it acts as a chemical-shift filter (2) for one of the two butadiene
lines in the static SBR spectrum. The reappearance of the filtered line with in-
creasing mixing time is then a measure of the magnetization exchange between
the protons of the CH and CH2 groups. Note, that unlike the 500 MHz spectrum
the styrene line and the CH line could not be distinguished in these experiments
so that only the CH and CH2 lines of the butadiene units are resolved. They are
separated by about 3.35 ppm, corresponding to 1 kHz at the Larmor frequency of
300 MHz.

The theory needed for the evaluation of the exchange process was
also developed (65,100). The model of the spin system used is depicted in
Figure 15.

For short mixing times, the measurable exchange of 1H longitudinal mag-
netization is predominantly determined by the protons belonging to nearest-
neighbor CH and CH2 groups. At longer mixing times on the other hand, a much
larger spin system along the polymer chain must be considered, in principle.
In Reference 100, however, it was shown that even in this case the intergroup
residual dipolar coupling can be measured from the initial-time regime of the
magnetization-exchange decay curve.

In the limit of short mixing times tm, the initial decay rates for the CH line
were found (65,100) to depend only on the intergroup residual dipolar coupling
D̄CH − CH2 according to

〈〈Iz(tm)〉〉 = 1 − 1
2 〈(D̄CH−CH2)2〉t2

m (34)

where 〈〈I2(tm)〉〉 is the observable for the CH protons (for the CH2 protons the
factor 1/2 must be substituted by 1/4 in equation 34). The symbol 〈 〉 represents
the statistical ensemble average of the space part of the dipolar coupling in a
disordered elastomer. Note, that from such measurements, the intergroup dipolar
coupling D̄CH CH2 can be determined which is largely parallel to the segment axis.
That is, it is much more informative with respect to the detection of chain order
and chain motion than intragroup couplings would be.

Two-Dimensional 1H Magnetization-Exchange Processes in Cross-
Linked SBR. From the point of view of molecular motion, cross-linked elas-
tomers are highly heterogeneous systems and a solid-like behavior is present to-
gether with slow and fast motions of both chains segments and functional groups.
Hence, the magnetization-exchange process is expected to be also heterogeneous,
that is, driven by different mechanisms.
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Fig. 15. (a) The monomer unit of trans- and cis-1,4-butadiene. The alternating sequence
of CH CH2 groups, for which the magnetization-exchange process is treated. (b) The ge-
ometry of the CH CH2 spin system. The shaded circles represent protons and the black
circles carbon atoms. The conformational jumps of the methylene protons lead to an av-
erage CH CH2 proton distance r̄CH CH2 . Reproduced from Ref. 65, with permission from
American Institute of Physics.

In order to investigate this heterogeneity, a series of static 2D NMR ex-
periments was performed on SBR for increasing mixing time (100). As already
discussed above, the aromatic and the olefinic protons are not resolved under
the applied experimental conditions as can be seen in the 2D spectra shown in
Figure 16.

A remarkable feature of the diagonal 2D spectrum for short mixing times
is that the width of the diagonal peaks perpendicular to the (ω1, ω2) diagonal
is much smaller than the widths along the diagonal. This indicates that the 1H
NMR spectrum is heterogeneously broadened (65). The width of each line along
the diagonal reflects both the solid- and the liquid-like contributions, whereas
the width perpendicular to the diagonal reflects selectively the liquid-like line
width only. This feature is very pronounced for the CH diagonal peak and less
for the CH2 diagonal peak because of the strong proton–proton coupling within
the methylene group. A similar result was already found in a 13C magnetization-
exchange experiment on natural rubber aimed to detect chain diffusion (101).
While no chain diffusion was detected, the lines were also found to be spread out
along the diagonal.

In the 1H magnetization-exchange experiment on SBR not much cross-peak
signal is found for mixing times shorter than 2.5 ms (see Fig. 16a). This indicates
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Fig. 16. Two-dimensional 1H magnetization-exchange spectra of a SBR recorded with
different mixing times have been used: tm = 2.5 ms (a), 5 ms (b), 15 ms (c), and 30 ms (d).
The 2D surface representation for tm = 30 ms in (e) shows that all cross-peaks are positive.
Reproduced from Ref. 65, with permission from American Institute of Physics.

that within this time scale the CH and CH2 functional groups can be considered
in reasonable approximation to be isolated. The intergroup residual dipolar cou-
pling leads to magnetization exchange for longer mixing times. Intense positive
cross-peaks are thus present for tm = 30 ms (see Figs. 16d and 16e). Such posi-
tive cross-peaks can arise for two reasons: from the exchange process mediated
by residual dipolar couplings and from cross-relaxation induced by segmental
motions with correlation times τ c longer than ω0

− 1 (1).
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Fig. 17. (a) The initial decays of the proton magnetization for the exchange process
CH → CH2. The initial part of the magnetization-exchange data (starting with tm =
100 µs) shows the predicted dependence in t2

m. The effective CH CH2 intergroup dipolar
coupling constant DCH CH2

eff can be evaluated by fitting the theoretical curve. (b) DCH CH2
eff

as a function of the shear modulus G for a series of differently cross-linked SBR samples.
Reproduced from Ref. 65, with permission from American Institute of Physics.

Proton Intergroup Residual Dipolar Couplings. The residual dipolar cou-
plings between the protons of the CH and the CH2 groups were determined from
the tm dependence of the peak intensities. The decay of the longitudinal magneti-
zation M(tm) of the diagonal signals (normalized to the value M0 that corresponds
to zero mixing time) is recorded for short mixing times for the CH group. Accord-
ing to equation 34, the magnetization-exchange dynamics should show an initial
quadratic dependence on tm. This dependence is indeed found in the experiments
and is shown in Figure 17a for SBR as an example.

From the slope of the initial magnetization decay, the values of the effec-
tive residual dipolar couplings DCH CH2

eff ≡〈(D̄CH CH2
eff )2〉1/2 could be evaluated and

it could be shown that these couplings scale with the cross-link density (65,100).
The correlation of the coupling constant DCH CH2

eff with the shear modulus G as
an independent measure of the cross-link density demonstrates this behavior
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(Fig. 17b). Note, however, that the line in Figure 17b does not cross the origin
but provides a significant value for DCH CH2

eff at G = 0. This is not in contradiction
with the applied model, but reflects the influence of local chain order (physical
cross-links). From extrapolating to G = 0 in Figure 17b, the intergroup resid-
ual coupling of an uncross-linked SBR melt was determined to be D̄CH CH2

eff ≈
533 Hz. Using average internuclear distances and bond angles for SBR, one can
extract the value for the dynamic-order parameter SH H2 of the CH CH2 inter-
group linkage �rCH CH2 according to D̄CH CH2

eff = DCH CH2
rigid SH H2. This yields SH H2

≈ 0.1 and suggests an even higher value for the dynamic-order parameter for the
corresponding carbon–carbon bond SC C ≈ 0.13, since �rCH CH2 and �rC C forms
an angle of 24◦. Thus, even in polymer melts the chain motion can be largely
anisotropic, as shown previously for poly(methacrylates) (102).

Magnetization-exchange NMR spectroscopy offers a convenient means for
measuring the residual dipolar couplings between functional groups along the
polymer chains. The intergroup dipolar coupling is remarkably high even in
uncross-linked melts representing relatively high local segmental order. In cross-
linked samples, it scales with the cross-link density as predicted by the scale-
invariant model of residual dipolar couplings (12), emphasing its relation to vis-
coelastic properties of the elastomers.

Segmental Motions by 2D NOESY-MAS Spectroscopy. In the previ-
ous paragraph, we have discussed the coherent magnetization-exchange process
by 1H non vanishing average dipolar couplings. Under fast MAS conditions, how-
ever, the residual couplings responsible for the exchange are largely refocused
for full rotor periods and cross-relaxation by the fluctuating part of the dipolar
interaction predominates. This so-called nuclear Overhauser effect (NOE) (103)
takes place if the spins system is not in internal equilibrium. It corresponds to
relaxation between dipolar-coupled nuclei such as 13C and 1H or between dif-
ferent nonequivalent magnetically sites of the same type of nucleus. NOE spec-
troscopy (NOESY) is well known in liquid-state NMR where it is one of the
standard 2D techniques to elucidate and assign structures of macromolecules in
solution (1).

Following the success of the technique in solution state, NOESY has been
also applied to polymers or viscoelastic materials (104–110). As in solution ex-
periments, one takes advantage of the fluctuating part of the dipolar coupling
to extract useful structural and dynamical information. Using this method, nu-
clear Overhauser enhancement factors have been measured in polyisoprene over
a range of temperatures with static 13C NOE spectroscopy (104). A molecular-
weight independent change of regime was observed at around 60◦C for the
backbone motion reflecting a loss of motional cooperativity with increasing
temperature. Also the temperature-independent correlation time of the internal
rotation of the methyl group could be inferred.

The polymer miscibility in polymer blends (PS/PVME) was probed by 13C
NOE spectroscopy under MAS (105). This study takes advantage of the fact that
cross-peaks appear only between spins that are neighbors of each other, thus es-
tablishing NOE as a probe for the degree of mixture on the molecular level. Addi-
tional information on the molecular structure of the blend could be obtained from
the NOE growth rates. The results suggest that there exists a specific interaction
between the phenyl ring of the PS and the PVME methyl group. In Reference 106
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the same technique was applied for investigating methyl groups as a source of
cross-relaxation in solid polymers such as polycarbonate or polystyrene.

Static 1H 2D NOE spectroscopy was applied in a first experiment show-
ing that the technique can be used to measure interchain interactions (107).
This work was then continued by applying the technique under MAS to inves-
tigate the intermolecular interactions responsible for the miscibility in polybuta-
diene/polyisoprene blends above the glass-transition temperature (108). It could
be shown that intermolecular association can be probed by this technique and
the results reveal the existence of weak intermolecular interactions between the
polyisoprene methyl group and the vinyl side chain of the polybutadiene.

Segmental Motions of Elastomers. NOESY experiment under MAS on
protons was used to study molecular motions in technical relevant materials
such as rubbers (109,110). For the evaluation of these parameters, it is neces-
sary to understand the cross-relaxation process in the presence of anisotropic
motions and under sample spinning. Such a treatment is provided in Reference
110 and the cross-relaxation rates were found to weakly depend on fast motions
in the Larmor frequency range and strongly on slow motions of the order of the
spinning frequency νR. Explicit expressions for the νR dependent cross-relaxation
rates were derived for different motional models. Examples explicitly discussed
were based on a heterogeneous distribution of correlation times (2,12,111) or on
a multistep process in the most simple case assuming a bimodal distribution of
correlation times (112–114).

The derived relationships were tested experimentally on a cross-linking se-
ries of styrene–butadiene rubbers and the cross-relaxation was studied as a func-
tion of the rotor frequency νR. As an illustration of such measurements, Figure
18a shows a surface representation of the gradient-selected 2D NOESY spectrum
of a SBR sample acquired with a mixing time of 2.7 ms at a rotor frequency of 8
kHz. The lines corresponding to the aliphatic, the olefinic, and the aromatic pro-
tons are well resolved and can be assigned as indicated. Already at short mixing
times pronounced cross-peaks are visible, in particular between the olefinic CH
and the CH2 group.

Figure 18b shows the decay curve of the diagonal peaks for mixing times up
to 3 ms. Unlike in the magnetization-exchange case (65), the decay is found to be
approximately linear in tm in the short mixing time regime and exponential or
biexponential for long times (110). A similar curve can be plotted for the increase
of the cross-peaks. In order to investigate the effect of the sample spinning on the
cross-relaxation rates, series of 2D NOESY-MAS spectra were acquired as a func-
tion of the rotor frequency. The rates evaluated from these series were found to
decrease linearly with rotor frequency that is an indication that cross-relaxation
in elastomers is dominated by slow motions in the 10 kHz regime rather than by
motions in the Larmor frequency range as in case of liquids. The cross-relaxation
rates at room temperature were found to depend moderately only on the cross-
link density that is another indication that cross-relaxation is dominated by the
α process.

The experimental rates were analyzed in terms of the explicit expressions
derived by the theoretical treatment (110). As expected for a statistical copoly-
mer, segmental motions in the SBR samples cannot be described by a single cor-
relation time (2). From T1 data that were also measured the correlation time



Vol. 9 NUCLEAR MAGNETIC RESONANCE 277

Fig. 18. (a) 2D 1H-NOESY surface spectrum of SBR acquired for a mixing time of 2.7
ms and under 8 kHz MAS. Already at this short mixing time pronounced cross-peaks are
visible. (b) Short-time decay of the cross-peak intensity evaluated from a series of 2D
spectra. Such curves can be analyzed providing information on internuclear distances and
segmental dynamics (�) aromatic CH, (•) olefinic CH, (�) CH. Reproduced from Ref. 110,
with permission from Taylor & Francis Ltd.

should be in the range of 10− 8 s while the rotor frequency νR dependence of the
cross-relaxation rates requires a correlation time of 10− 5 s. So it is clear that at
least two different correlation times are necessary to account for the experimen-
tal findings. The relaxation dispersion data T1 (ω) (ω being the Larmor frequency)
(96), however, show no discontinuity that would indicate the presence of two dis-
tinct motional processes. Thus, the data were analyzed in terms of a broad distri-
bution of correlation times for almost isotropic segmental motions (α relaxation).
With a simple log-Gaussian distribution function of reasonable parameters (110)
it was found that one could account for both the T1 values and the νR-dependent
cross-relaxation rates. From the center of gravity of the distribution, the
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Fig. 19. Proton DQ MAS spectrum of a SBR sample with a low value of cross-link density
(0.8–0.8 phr sulfur accelerator). The rotor frequency was 10 kHz and the t1 increment was
15 µs. The diagonal peaks and the cross-peaks of the functional groups are assigned as
indicated (compare (a) and (b)). Reproduced from Ref. 73, with permission Elsevier.

glass-transition temperature could be estimated as Tg = 230 K using the well-
known Williams–Landel–Ferry (WLF) equation (2). This value compares favor-
ably with the known value of Tg = 220 K for uncross-linked SBR-1500.

Selective Residual Dipolar Couplings by 1H Multiple-Quantum NMR
Spectroscopy. Multiple-quantum MQ NMR spectroscopy is well established
for structural studies of liquids and highly mobile solutes in liquid crystals (1,
26). In recent years, there has been a sustained effort to obtain homonuclear
(73,115–119) and heteronuclear (120–122) high resolution MQ NMR spectra also
for organic solids using fast MAS to increase resolution and sensitivity. Such MQ
spectra proved to be valuable tools for determining dipolar connectivities between
spin-1/2 nuclei (74,75,116). More quantitatively, dipolar couplings, internuclear
distances, and molecular torsion angles can be measured by these techniques
(74). For viscoelastic materials, it was recently shown that 1H high resolution
MQ NMR spectroscopy offers the possibility to measure site-selective residual
dipolar couplings between all resolved protons (73,119). The MQ technique thus
is an attractive tool for studying structure and dynamics in polymer melts (119)
and elastomers (68,73).

Dipolar Connectivities from the High Resolution 1H DQ MAS
Spectroscopy. Figure 19 shows the 1H DQ spectrum of a cross-linked SBR sam-
ple that has been acquired at a spinning frequency of 10 kHz (73).

The peaks in the 2D DQ spectrum correspond to double-quantum coherences
between two spins which must be relatively close neighbors in space in order to
contribute significantly to the peak intensity as follows from the strong distance
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sensitivity of the dipolar coupling. From the existence of the corresponding peaks
therefore through space dipolar connectivities can be easily established.

The assignment of the peaks is shown along the ω1 dimension by pairs of
letters a–f (see Fig. 19a) which indicates the functional groups that are involved
in the generation of the corresponding DQ peaks. From a simple qualitative in-
spection of the DQ spectrum, it can be seen that there are dipolar connectivities
between practically all functional groups. The strongest DQ signals are found
between protons of the polybutadiene groups, but also DQ peaks of considerable
intensity are visible between the polybutadiene protons and the aromatic pro-
tons of the styrene units. This indicates a good mixture of the different functional
groups on the nanometer length scale as is found for instance in the case of a
statistical copolymer.

Another recent example of the use of 1H DQ MAS NMR spectroscopy is
given by the study of molecular scale miscibility of poly(butylenes terephtalate)-
block-poly(tetramethylene oxide) multiblock (PBT-block-PTMO) copolymers (123)
by looking for correlation peaks between signals from the hard and soft
blocks.

Previous 13C NMR MAS relaxation experiments revealed a large, bimodal-
like heterogeneity of the PTMO chain mobility, which were explained by mi-
crophase separation of the amorphous phase into a highly mobile PTMO-rich
phase and a less mobile PBT/PTMO mixed phase (PBT/PTMO interface) (124).
However, the motional heterogeneity of the PTMO blocks can also originate from
a dynamical interface due to anchoring of PTMO blocks to rigid PBT domains,
which can cause apparent “two-phase” behavior. 2D NMR experiments can pro-
vide direct information on the molecular scale miscibility in polymeric materials.
1H DQ correlation spectroscopy under fast MAS using the back-to-back (BABA)
sequence is used in the present study to determine the proximity of the PBT and
PTMO chain units in the block copolymers.

The 1H MAS NMR spectrum of PBT-block-PTMO consists of resonances
at 8.0, 4.4, 3.4, and 1.6 ppm that originate from the aromatic protons of PBT,
OCH2 protons of PBT, OCH2 protons of PTMO, and the (CH2)2 protons of PBT
and PTMO, respectively. It is noted that the OCH2 protons of PBT and PTMO at
the transition from PBT to PTMO blocks along the chain have slightly different
chemical shifts, as measured by 1H solution NMR spectra, ie, 4.35 and 3.45 ppm
for PBT and PTMO, respectively. However, these resonances are not resolved in
the solid state NMR spectra. Figure 20 shows the phase-sensitive 2D spectrum of
sample A1000/35 measured using the BABA sequence (123). The single-quantum
(SQ) and double-quantum (DQ) dimensions are shown on the horizontal and ver-
tical axes, respectively. The signals in the DQ dimension are situated at the sum
of the frequencies of the two-coupled protons. Therefore, a DQ signal between
two protons with identical chemical shifts will be on the diagonal, and signals be-
tween two protons with different chemical shifts will be off-diagonal giving rise
to two signals equally spaced from the diagonal. One should note the different
positions of off-diagonal signals are compared to COSY/NOESY spectra.

As expected, all resonances of PBT and PTMO blocks are present in the 2D
spectrum, ie, all diagonal peaks and off-diagonal correlation peaks between the
aromatic and the OCH2 protons of PBT as well as a correlation peak between the
CH2 and OCH2 peaks of PTMO. Additionally, there is a correlation peak between
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Fig. 20. Two-dimensional 1H DQ MAS spectrum for thermoplastic elastomers PBT-
block-PTMO with a length of PTMO block of 1000 g/mol and amount of PTMO block of
35% in weight (sample A1000/35) showing the dipolar correlation between the resonances
of PBT and PTMO chain units, as indicated by the lines connecting the peak positions.
Reproduced from Ref. 123, with permission from American Chemical Society.

the aromatic protons from PBT and the OCH2 groups from PTMO, suggesting a
close proximity of these two chain fragments. The signal is in fact much more
intense than one would expect (1) from a small fraction (only 14%) of PTMO
chain units that are located at the transition from PBT to PTMO blocks in a
single chain and (2) from the rather long intrachain distance between aromatic
PBT and the OCH2 protons of PTMO at the transition from the hard to the soft
blocks along the chain. The correlation peak cannot be explained by spin diffusion
during the 1ms z-magnetization delay after the reconversion period. Therefore,
the DQ BABA MAS experiment is not affected essentially by the spin diffusion
process and gives information about the molecular scale mixing. This correlation
peak has to come primarily from intermolecular couplings between the PBT and
PTMO protons of adjacent chains. In fact, it was shown that a DQ correlation
signal arises at short recoupling times, which in our case, marks an interproton
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distance below 0.5 nm. Therefore, this correlation peak can be unambiguously
attributed to PBT and PTMO units in a mixed PBT/PTMO phase.

Site-Selective Double-Quantum Buildup Curves and Correlation with
Cross-Link Density. A more quantitative evaluation of the DQ peak intensi-
ties is possible by acquiring the experimental DQ buildup curves for each of the
peaks performing a series of DQ experiments with increasing excitation time. As
an example, the buildup curves for the three main contributions are shown in
Figure 21 for two SBR samples with different cross-link densities (73).

A fit of the experimental DQ builtup curves using a relationship derived
in the spin-pair approximation allows the ratio of the corresponding residual
dipolar couplings to be determined, ie, (D̄CH2 S CH2

s ) : (D̄CH2 CHS CH2 CH
s ) : (D̄CH CH

S CH CH
s ), where D̄i j represents a preaveraged dipolar coupling constant and Ss

ij

the corresponding scaled dynamic-order parameter (73,119). The order parame-
ter SCH2 CH

s (calibrated using a 1D MAS sideband pattern) is found to be close
to the value SCH2 CH

s = 0.1 that has been estimated for SBR samples by the
magnetization-exchange experiments described above (65). The order parameter
corresponding to the CH CH coupling is even higher (73). This coupling provides
the best measure for the chain dynamics since it is predominantly aligned along
the segmental axis.

For investigating a series of samples with different cross-link densities, how-
ever, the procedure described above is very time-consuming. In this case, a some-
what less detailed 1D measurement of the integral DQ-filtered signal can be used
to establish the relationship between the total DQ intensity and the cross-link
density. The square root of the DQ intensity is found to be an approximately
linear function of the cross-link density but, more important, the topological con-
straints that are already present in the melt are found to dominate the residual
couplings (see also Reference 119). Hence, the technique is not so much a sensi-
tive measure of the cross-link density but is a rather sensitive and selective probe
for local dynamic chain order.

The strongest residual dipolar couplings were also edited in a nonrotat-
ing cross-linked polyisoprene series by exciting double- and triple-quantum co-
herences in the short time regime (68). From this, the dynamic order pa-
rameters of the methylene and methyl groups were estimated and correlated
with the cross-link density. Essentially, the same behavior was found as for
SBR.

Residual Local Dipolar Fields by Heteronuclear Correlation
Experiments. The NMR spectrum of rare spins (eg 13C) contains extremely
useful information because of the usually high chemical-shift dispersion and the
possibility to easily eliminate undesired spin interactions. It would thus be ad-
vantageous to combine this high resolution dimension with 1H spectroscopy in
form of a heteronuclear correlation experiment (1). In the following, we will
concentrate on the so-called wide-line separation (WISE) experiment (2,125–128),
in which 1H broadline information is correlated with the 13C spectroscopic infor-
mation. There are however also other possibilities for including heteronuclear
information in a 2D experiment, for instance, 2D heteronuclear J-resolved spec-
troscopy which was applied for the investigation of filled natural rubber in Refer-
ence 101. It was concluded that there must be a high degree of motion in order to
allow the scalar 13C 1H couplings to be revealed by magic-angle spinning alone.
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Fig. 21. Site-selective 1H DQ buildup curves for low (a) and high (b) cross-linked SBR
samples. The DQ signals correspond to the CH2 (�), CH2 CH (�) and CH CH co-
herences (�). The vertical dashed lines mark the excitation times for the maximum signal
for the methylene protons, which differs for the two cases. Reproduced from Ref. 123, with
permission from Elsevier.

The 13C line width was found to be determined by susceptibility effects due to the
presence of the filler.

While the (heteronuclear and homonuclear) residual dipolar couplings have
to be eliminated in such J-resolved experiments, they are the main source
of information in the WISE experiment described below. For the investigation
of viscoelastic materials the experiment thus must be performed under static
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conditions or under slow magic-angle spinning. The method is discussed in the
previous section.

13C 1H Local Residual Dipolar Couplings by WISE-MAS Experiments.
For elastomers and rubbery-like materials well above the glass-transition tem-
perature Tg, the high molecular mobility reduces the dipolar couplings dramat-
ically. The WISE experiment allows one to investigate site-selectively residual
dipolar interactions and thus molecular dynamics by editing the corresponding
proton slices of the 2D data set.

In References 129 and 130 13C-edited 1H transverse relaxation was investi-
gated in a nonrotating SBR cross-linking series. A short contact time was used to
avoid 1H spin diffusion. As a consequence of this, only 1H atoms directly bonded
to 13C atoms are observed and the 1H transverse relaxation is thus found to be
mainly governed by 1H 13C heteronuclear couplings which makes analysis sim-
ple. The 13C-edited 1H transverse relaxation could be fitted with only one ad-
justable parameter, the effective number of statistical segments (129). This was
invoked as a justification for the heterogeneous model used to describe transverse
relaxation. Moreover, the effect of cross-linking could be investigated and it was
shown that it affects the dynamics of all functional groups to the same extend
(125).

A similar experiment has been performed in (125) but under MAS condi-
tions. For a series of cross-linked natural rubber samples (A-F1), 13C-edited 1H
spinning sidebands have been extracted from the 2D spectrum. These sideband
patterns are encoded by the residual dipolar couplings of the corresponding func-
tional groups and are presented in Figure 22.

For the experimental conditions given, the spectra are found to be dom-
inated by heteronuclear dipolar interactions which leads to relatively narrow,
well-separated dipolar spinning sidebands. The heteronuclear dipolar couplings
could be evaluated by simulating the spectra on this basis (see right column in
Figure 22). They where found to be between 0.9 and 1.5 kHz for the samples of
the series (the intercross-link masses Mc were between 6700 and 11,000 g/mol).
A practically identical envelope of the spinning-sidebands intensities in the indi-
rect dimension is found for all functional groups. This indicates that the effective
1H 13C vectors of different segments are affected in approximately the same way
by internal motions.

Spin diffusion as an alternative explanation of this effect could be excluded
by a similar experiment with additional 13C decoupling during the evolution
period t1 which eliminates the encoding by the heteronuclear dipolar couplings
(125). Distinct features are then visible for the spinning sideband patterns of the
CH3, CH2 and CH groups (see Reference 125) proving that different functional
groups are relatively isolated from each other on the time scale of the experiment
as a consequence of the reduction of homonuclear dipolar interactions by high
segmental mobility and magic-angle sample spinning. Therefore, the indirect de-
tection of the spinning sideband patterns via cross-polarization 13C spectroscopy
allows for selective measurements of residual dipolar interactions on different
functional groups (125).

Deuterium NMR Studies on Thermoplastic Elastomers. For the
investigation of the molecular dynamics in polymers, deuteron solid-state nu-
clear magnetic resonance (2D-NMR) spectroscopy has been shown to be a
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Fig. 22. Slices from a 2D experiment corresponding to 13C 1H WISE experiment per-
formed on a series of cross-linked natural rubber samples A F1 under magic-angle spin-
ning. The slices reflecting proton sideband pattern for the different functional groups
that are encoded by the 1H residual dipolar couplings. The distinct features of dipolar
slices prove that the different functional groups may be considered as relatively isolated
groups of spins on the time scale of the evolution and cross-polarization. Reproduced from
Ref. 125, with permission from Rapra Technology.

powerful method (2). In the field of viscoelastic polymers, segmental dynamics of
poly(urethanes) has been studied intensively by 2D-NMR (131,132). In addition
to 1D NMR Spectoscopy, 2D NMR exchange spectroscopy was used to extend the
time scale of molecular dynamics up to the order of milliseconds or even seconds.
In combination with line-shape simulation, this technique allows one to obtain
correlation times and correlation-time distributions of the molecular mobility as
well as detailed information about the geometry of the motional process (2).

Principles of the Method. The scheme typically used for such 2D-exchange
NMR experiments corresponds to that given in References 1 and 2, however, in
case of deuterons often a solid echo sequence is used for detection instead of the
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last pulse. During the mixing time tm of the experiment, molecular reorienta-
tions are allowed to take place. If the molecular orientation of a C 2H bond has
changed due to slow molecular motions, the signal continues to evolve with a new
frequency. For reorientation about a well-defined angle θ , the 2D exchange spec-
trum exhibits characteristic ridges in the form of ellipses that can be analyzed
with respect to motions (for details about the analysis we refer to literature (2)).

Local Motions and Segmental Orientation in Supramolecular Hydrogen
Bond Assemblies. In the field of viscoelastic materials, the technique has been
mainly applied to thermoplastic elastomers. One interesting elastomer belonging
to this class consists of polybutadiene chains functionalised by 4-(3,5-dioxo-1,2,4-
triazolidin-4-yl) benzoic acid (U4A) units which act as effective junctions zones.
The molecular dynamics of the phenyl rings of the U4A units has been probed
by 1D and 2D 2H-NMR (see Reference 133, and references therein). In this sys-
tem, there are three spatially separated environments that are reflected in the
mobility of the polar units. Phenyl rings which are incorporated in the structure
are either rigid or undergo 180◦ phenyl flips. The small fraction of free functional
groups move isotropically and their mobility is coupled to the dynamics of the
polymer matrix. The 1D 2H-NMR spectra can be described quantitatively assum-
ing a distribution of correlation times over 2–3 decades and the geometry of the
motional processes is defined by the environment in the clusters up to the order–
disorder transition temperature. 2D spectra of the model compounds show an
elliptical exchange patterns, indicating well-defined slow 180◦ phenyl flips on a
time scale of 100 ms up to 3 s.

Principles of NMR Imaging Methods

In polymers, the spatial distribution of the nuclei and the spin interactions as
well as motions can be probed by NMR at different length scales using differ-
ent strategies. The NMR techniques suitable for investigation of spatial struc-
tures are identified in Figure 23 together with the appropriate spatial resolution
scale. In the nanoscale range, spectroscopic methods based on manipulation of
spin interactions can measure internuclear distances and bond angles ((27), and
references therein).

The field gradients are used for selection of the coherence pathways and
encoding of molecular diffusion but many methods perform without the demand
for field gradients. In the mesoscopic range, spin diffusion ((2), and references
therein) can be used for measuring domain sizes and morphology. The domain of
NMR imaging of polymers (134–138), which uses space encoding by field gradi-
ents can probe today only the macroscopically distributed heterogeneities, ie, in
the order of 10–100 µm.

In recent years, the field of spatially resolved magnetic resonance which in-
cludes imaging, microscopy, and volume localized spectroscopy of materials (5,18)
has been advanced by the introduction of several new techniques and improve-
ment of the existing ones designed to overcome, mainly, the dipolar interactions
of abundant proton spins in rigid polymers that contribute to broadening of the
NMR resonance lines. The well-known condition 	x = 2π	ν1/2/(γ Gx) (see for
instance, Reference 47) for the spatial resolution 	x− 1 by frequency encoding,
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Fig. 23. Range of spatial resolution available from different NMR experiments that cov-
ers over teen orders of magnitude. The methods using direct space encoding by gradient
are shaded, but all other spatial information can be included for creation of image contrast.
Reproduced from Ref. 136, with permission from Wiley.

where γ is the magnetogiric ratio, 	ν1/2 is the full width at half height of NMR
spectrum and Gx is the field gradient strength in the x-direction, can define the
strategies for improving the quality of NMR images. There are, in principle, two
possibilities: either the gradient strength can be increased or the line width be
reduced (47,139–141). This can be achieved by manipulation of the spin or the
space part of the interaction Hamiltonian or both, or by dilution manipulations
(4). Increasing the gradient, strength might seem the simpler approach. However,
the difficulty of using a large gradient is that the receiver bandwidth must be in-
creased to accommodate the spread in resonance frequencies and therefore more
noise is introduced into the resultant image. The noise content is proportional to
the square root of the receiver bandwidth, and hence the time to acquire a given
quality image, in both resolution and sensitivity, depends on the line width.

Many solid-state imaging techniques use spin coherences refocused by
echoes for different purposes: (1) To record very short free induction decays
present, in general, for solids and/or in the presence of strong field gradients.
(2) For space encoding during the echo time. (3) For line narrowing by homonu-
clear or heteronuclear dipolar decoupling. (4) Reconversion of multiple-quantum
(MQ) coherences into detectable single-quantum coherences. The properties of
the spin echoes that refocus inhomogeneous and homogeneopus spin interactions
have been discussed in the previous section. Also mixed echoes can be produced
which eliminate all internal and external spin interactions. In the maximum
of a mixed echo, each individual spin is fully isolated in the rotating reference
frame in the absence of relaxation processes; a “time-suspension” process is tak-
ing place.

Methods of liquid-state imaging which can be applied, for instance, for anal-
ysis of elastomers or polymer swelling have been reviewed on several occasions
(see for instance, References 19,47,135, and 139–141). Many of the methods used
to record NMR images of solids can be combined with spectroscopic information.
This unique feature and the richness in parameter contrast compensate for the
relatively modest spatial resolution in many applications. If the spatial informa-
tion is phase encoded, ie, indirectly detected, then the spectroscopic dimension
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is scanned directly, in many cases, by means of spin-echoes and in the absence
of gradients. This approach is referred to as spectral frequency encoding. On the
other hand, the spectroscopic information can be phase encoded or detected in-
directly in the same way as in conventional two-dimensional spectroscopy. This
approach is referred to as spectral phase encoding.

Spin System Response for a Heterogeneous Sample. In the follow-
ing, a heterogeneous sample having magnetically equivalent nuclei with magne-
togiric ratio γ and the local spin density ρ(�r) is considered. The space localized
thermodynamic equilibrium magnetization corresponding to a voxel with coordi-
nates (x, y, z) of the position vector �r is given by m0 (x, y, z) = Cρ(x, y, z), where C
is the Curie constant. In the rotating reference frame at the resonance frequency,
the single-pulse NMR spin system response s (�r,t) can be expressed by the local
free induction decay (FID) f (�r, t),

s(�r,t) = Cρ(�r) f (�r,t) (35)

Spatially resolved NMR is concerned with unraveling the spatial distribu-
tion of ρ(x, y, z) and measuring associated NMR parameters at individual “vol-
ume cells”, or voxels at space point specified by the vector �r. If many contiguous
voxels are investigated on a plane, or if a projection is investigated, one refers to
NMR imaging, if individual voxels are investigated one refers to volume-selective
NMR.

The spin density distribution can be resolved by different techniques. The
standard approach exploits the possibility of introducing space dependence to the
resonance frequency ω in each voxel by superposing a magnetic field gradient to
a homogeneous magnetic field �B0(0,0,B0) by the use of additional coils. In gen-
eral, the field gradient is a Cartesian tensor with nine components related by the
Maxwell equations. In the limit of large static magnetic field and small gradient,
the gradient tensor can be reduced to a gradient vector �G for an approximate
description of the imaging experiments with good accuracy. Then the resonance
frequency becomes dependent on the space vector �r, ie, ω(�r) = γ (B0 + �G · �r) = ω0 +
γ �G · �r, where the field gradient vector collects the derivatives of the magnetic field
in the z-direction with respect to the space coordinates defined by the component
of the field gradient: �G(∂ B0/∂x,∂ B0/∂y,∂ B0/∂z).

The total time-dependent signal of an inhomogeneous object of volume V
measured in a magnetic field gradient and in rotating frame at the angular fre-
quency ω0 is given by

S(t) ∝ C2
V

∫
ρ(x,y,z) f (x,y,z,t) exp{iγ �G·�rt}dx dy dz (36)

In high magnetic field the spatial dependence of the Curie constant can be ne-
glected in a good approximation.

In order to illustrate the basic concepts of space encoding time-dependent
gradients �G(t) shall be admitted. The wave vector �k can be introduced which is
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the Fourier conjugate to the space variable �r,

�k(t) = γ

∫ t

0

�G(t
′
)dt

′
. (37)

In this notation, the single-pulse response signal in time-dependent main field
gradients becomes

S(t) ∝ C2
V

∫
ρ(x,y,z) f (x,y,z,t)exp{i�k(t)·�r}dx dy dz. (38)

This equation is the starting point for the discussion of spatial resolved NMR
basic procedures.

Spatial Resolution by Frequency Encoding. The principle of the spatial
resolution of NMR imaging by frequency encoding is discussed in the following
in the presence of a pulsed uniform gradient, say Gx = ∂B0/∂x. After the radio-
frequency excitation pulse the quantity kx(t) grows linearly with time according
to equation 37, ie, kx(t) = γ Gxt. Thus, �k space is sampled in the direction of kx,
and time t and kx are equivalent variables. If t is replaced by kx/(γ Gx) the spin
system response given by equation 38 becomes

S(kx/(γ Gx)) ∝ C2
V

∫
ρ(x,y,z) f (x,y,z,kx/(γ Gx))exp{iγ kx·x}dx dy dz (39)

The complex FID signal acquired in this way is composed of contributions
evolving according to the local offset resonance frequency γ Gxx labeling the nu-
clei responsible for this local transverse magnetization, hence, the term frequency
encoding. Note that this is the conventional way of encoding in the Fourier trans-
form spectroscopy. However, in context with NMR imaging, signals are processed
in terms of the wave numbers kx rather than of offset frequencies. The Fourier
transform over kx produces the convolution of the Fourier transform of the func-
tions ρ(x, y, z) and f (x, y, z, kx/(γ Gx)). If f (x, y, z, kx/(γ Gx)) ≈ f (kx/(γ Gx)), the
Fourier transform of the FID is the space-dependent spectral response F(x) and
the Fourier transform of the triple integral is a projection P(x) = ∫ ∫

ρ(x, y, z) dy
dz of the spin density on the x-axis. Then, the Fourier transform of equation 39,
can be written as

S(x) ∝ C
∫

xsample

F(x − x
′
)P(x

′
) dx

′
(40)

where xsample represents the sample size in the x-direction. A faithful represen-
tation of the spin-density projection P(x) would be obtained by this method of
frequency encoding only if the spectrum F(x − x′) is a Dirac function δ(x − x′), or
a narrow NMR absorption line like for liquid samples.

The above discussion is illustrated in Figure 24. If the samples are liquid,
a narrow NMR absorption line is observed for both samples in a homogeneous
magnetic field and a projection of the object along the x-axis is measured in the
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Fig. 24. Effect of field gradient on the NMR signal. The samples consists of a rectangular
and a circular object. (a) Homogeneous magnetic field (left) and magnetic field with a lin-
ear space dependence (right). (b) Spectroscopic response for a liquid sample with a single,
narrow line in the NMR spectrum. (c) Spectroscopic response for a solid sample with a
single, broad line in the NMR spectrum. Reproduced from Ref. 136, with permission from
Wiley.

presence of the field gradient Gx. The signal amplitude at each resonance fre-
quency or space coordinate is determined by the number of spins that experience
the same magnetic field strength. If the spectrum in a homogeneous field is broad
like in the solid samples (bottom traces) then the convolution (cf eq. 40) of the pro-
jection of the spin density by the line shape becomes noticeable, and the spatial
features are smeared out. Thus, the minimum distance 	x which can be resolved
is defined by the ratio of the full width at half spectral intensity 	ω1/2 of spectral
features to the spread of the resonances introduced by the field gradient, ie,

	x = 	ω1/2

γ Gx
(41)

Clearly, equation 41 indicates that when the line width increases, the gra-
dient strength Gx also has to be increased, at least when the resolution 	x is to
be kept constant.

Spatial Resolution by Phase Encoding. Broadening of the projection
by the NMR spectrum (cf eq. 40 can be avoided if the spatial information is
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detected indirectly in the fashion of the multidimensional Fourier NMR spec-
troscopy (1). For instance, a magnetic-field gradient Gy is switched on for an evo-
lution time t1 following a radio-frequency excitation pulse, and the signal is ac-
quired in a detection time t2 after the gradient has been switched off. For this 2D
scheme, the NMR signal can be written as

S(t1,t2) ∝ C f (t1) f (t2)
∫

ysample

P(y) exp{iγ kyy} dy (42)

where ky- γ Gyt1 and P(y) = ∫ ∫
ρ(x, y, z) dx dz. It becomes clear that there are two

ways to perform the experiment: either t1 is varied in the custom of 2D NMR
spectroscopy, or t1 is kept constant and Gy is stepped in increments 	Gy. The
first case bears no advantage compared to direct frequency encoding discussed
above. As time t1 proceeds, not only does ky increase, but also the free induction
decay f (t1) evolve and deteriorate the signal intensity and finally the spatial res-
olution. But, if t1 is kept constant f (t1) has a fixed value, and the phase change
of the signal in the evolution period depends only on the wave vector ky. Thus,
the spatial resolution achievable for phase encoding depends on the maximum
gradient strength available and on the signal-to-noise ratio, because the signal
strength decreases with increasing �k.

The digital resolution or the pixel resolution of an NMR image can be much
higher than the actual space resolution. The digital resolution 1/	y of the NMR
imaging in y-direction is determined by the maximum value of ky or equivalently
by the number ny of complex signal values and the �k space sampling intervals
	ky, ie, 1/	y = ny 	ky/(2π ). To avoid signal aliasing, ky has to be stepped in small
enough intervals so that the signal-phase increment ymax 	ky for the maximum
object coordinate ymax never exceeds 2π .

Sampling �k Space. Different imaging schemes are often discriminated
against the way �k space is sampled (for more details see Reference 19).

Two elementary 2D NMR imaging methods are illustrated in Figure 25: 2D
Fourier imaging (2DFI, Fig. 25a) and back-projection imaging (BPI, Fig. 25b).
Orthogonal gradients are switched subsequently in 2DFI and simultaneously in
BPI. As a consequence, �k space is sampled in orthogonal coordinates for 2DFI.
When applied simultaneously, the direction of the resulting gradient changes de-
pending on the relative strengths of Gx and Gy gradients. In this way, �k space can
be sampled in cylindrical coordinates in BPI. In either case, the image is obtained
by the Fourier transformation of the �k-space data.

Often phase and frequency encoding are combined for acquisition of two-
dimensional (2D) images (cf Fig. 25a, left). Then the gradient Gy is called the
phase encoding gradient, and Gx is the frequency encoding gradient. This is one
of the most used methods for recording images in elastomers materials that are
soft solids with NMR line widths 	ν1/2 ≈ 100 Hz/1 kHz.

Contrast in NMR Imaging. Compared with other image-forming meth-
ods, the NMR imaging is characterized by the abundance of parameters that can
be exploited for producing contrast (142,143). Many features invisible to other
image-forming techniques can thus be visualized with NMR. To exploit the di-
versity of contrast features, it is useful to optimize the imaging experiment for
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Fig. 25. Schemes for acquisition of 2D NMR images. Excitation and detection schemes
(left) and maps in �k space, where NMR signals is acquired (right). Reproduced from
Ref. 136, with permission from Wiley.

generation of maximum contrast. The local contrast C is defined as the relative
difference in image intensities M of neighboring structures i and j (17)

C = |M(�ri) − M(�rj)|
|Mmax| (43)

where |Mmax| is the absolute maximum of M(�ri) and M(�rj), where �ri and �rj are the
space coordinates of voxels i and j under consideration.

Contrast Parameters and Material Properties. The contrast parameters
relevant for polymer characterization by NMR imaging are directly related to the
spin density, static and fluctuating nuclear spin interactions, and to the mass
transport parameters. Even if the above quantities can change on molecular or
mesoscopic scale only the variation of them on the space domains larger than
the resolution of image can be detected in NMR imaging. The residual dipo-
lar and quadrupolar interactions are related to the NMR parameters like van
Vleck moments (4) and relaxation times (144). The fluctuating part of spin inter-
actions leads to a variety of contrast parameters of magnetization relaxation type
like spin-lattice relaxation in the laboratory reference frame (T1), rotating frame
(T1r), transverse relaxation (T2), solid echo or coherent averaging pulse sequences
decay time (T2e) (4), and dipolar correlation decays (5). The relaxation NMR pa-
rameters are also related to the manipulation of sample by contrast agents like
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paramagnetic relaxation agents, ferromagnetic particles (17), and hyperpolarized
xenon (145,146).

The chemical shielding interaction leads to chemical contrast parameters
related to the chemical composition as well as molecular orientation. Differences
in magnetic susceptibility and the distribution of magnetic fields produced by
electrical currents can be also detected via chemical shift (19).

The NMR quantities defining the contrast of NMR images depend on vari-
ous macroscopic and microscopic physical and chemical parameters of the inves-
tigated samples that affect the nuclear spin interactions or molecular transport
parameters. They can be classified as internal and external. Moreover, they can
be state parameters that are stationary quantities like stress, strain, moduli of
shear and compression, cross-link density, distribution and agglomeration of filler
particles, molecular orientation, fibril orientation and domain size distribution,
distribution of voids, and the temperature distribution. Transition parameters or
kinetic parameters characterize the time evolution of the polymer system. They
are determined in in situ NMR experiments or in stop-and-go experiments. Exam-
ples are characteristic times of chemical and physical aging (147,148) of vulcan-
ization (149) and curing (150) processes of heat dissipation and fluid permeation
(151,152).

Transition parameters can be determined directly from the analysis of the
time evolution of changes in NMR images, but state parameters must be related
to NMR parameters either by theory or calibration. Theories have been published
that relate the cross-link density of unfilled and filled elastomers to the parame-
ters of transverse relaxation parameters (153) and others relating dynamic stor-
age modulus of polymers to the cross-polarization rate (154).

A simpler approach is based on empirical correlations between NMR param-
eters and sample properties, which often can be established by calibration of an
NMR parameter against a material parameter (155,156). An example of stress–
strain calibration is given in Figure 26 by calibration of T2 of filled poly(dimethyl
siloxane) rubber against strain (153), (cf Fig. 26a). By use of the stress–strain
curve (Fig. 26b) from mechanical measurements, T2 can be calibrated against
stress (see Fig. 26c).

The procedure can be used to translate the spatially resolved NMR param-
eters T2 into values related to the strength of local stress.

Another possibility is given by the observation of the quadrupole splitting
in deuteron NMR (155,157). For small strain, the splitting 	Q is linearly pro-
portional to �2 − �− 1 where �= L

L0
is the elongation ratio, L and L0 are the

length of polymer band after stretching and in the relaxed state, respectively (see
Fig. 27).

The rubber samples are prepared by swelling in a solution of deuterated spy
molecules, these molecules follow the polymer network alignment under strain
and the residual quadrupolar coupling that results from their anisotropic motion
is observed either by spectroscopic imaging or by double-quantum imaging (158,
159). The above deuteration procedure leads to the modification of the network
and to potential modulation of the NMR signal encoding by the self-diffusion of
the incorporated oligomers.

The above adverse effects can be avoided if 1H residual dipolar couplings
of elastomer chains (68) were used to generate contrast in NMR imaging of
stretched samples. Dipolar contrast filters can be implemented based on dipolar
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Fig. 26. Calibration of T2 values measured for different strain (a) of filled poly(dimethyl
siloxane) against stress (c) by use of the mechanical stress–strain curve (b). Reproduced
from Ref. 142, with permission from Wiley.

encoded longitudinal magnetization as well as double- and triple-quantum co-
herences (160,161). The associated contrast filter parameters were investigated
by measurements of the line width in 1H multiple-quantum filtered spectra, the
dipolar encoded longitudinal magnetization decay curves, and the double- and
triple-quantum buildup curves as a function of the extension ratio for a natu-
ral rubber band. Together with stress–strain measurements, these results allow
for correlation of 1H residual dipolar couplings with stress values in stretched
natural rubber.

Magnetization Filters. The contrast generation in NMR imaging is directly
related to the concept of magnetization or coherences filters. Various molecular
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Fig. 27. Deuteron quadrupolar splitting of 1,4-tetra-deuterated butadiene oligomers
from natural rubber bands for different strains. Reproduced from Ref. 142, with permis-
sion from Wiley.

(internal) or external parameter weights are introduced by the use of magne-
tization or coherences filters (Fig. 28), which block part of the incoming signal
originating from the thermodynamic equilibrium magnetization.

As a result, there is a gain in selectivity of the output signal at the expense
of a deterioration of signal-to-noise ratio.

A generic scheme for contrast optimisation in the Fourier NMR imaging is
illustrated in Figure 28b, (142). In general, three periods are distinguished: a fil-
ter period, a space-encoding period, and a spectroscopy period. For image contrast
other than the often-uninformative spin density, the space-encoding period must
be combined either with a magnetization filter or with spectroscopic data acqui-
sition or both. The signal detected after the action of the general pulse sequence
designed to introduce image contrast can be written as (162)

S(�k) =
∫

ρ(�r)Fc({p}, �r) exp[−i2π�k · �r]d�r (44)

where the contrast parameter manifold is denoted by {p} and Fc({p}, �r) is the
combined local contrast function. This function could be a product of several
parameter contrast functions, such as

Fc({p}, �r) ≡ Fc(T1, �r)Fc(T1ρ,�r)Fc(T2,�r)Fc(δi,�r)Fc(�q,�r)· · · (45)

where for instance, the contrast factors in the right-hand side of equation 45
representing the effects of longitudinal (T1 and T1ρ) and transverse (T2) relax-
ation times, chemical shift (δ), and the effect of coherent and incoherent molecular
translation motions described in the �q space (18).



Vol. 9 NUCLEAR MAGNETIC RESONANCE 295

Fig. 28. (a) A magnetization filter blocks part of the incoming magnetization or spin
coherences. (b) General scheme for generation of NMR image contrast. Initial nuclear
magnetization is filtered by the radio-frequency irradiation of resonant nuclei (TX) before
or also during space encoding period by magnetic-field gradients ( �G). In the absence of
gradients, the NMR signal is detected (RX) for the extraction of spectroscopic information.
Reproduced from Ref. 143, with permission from Wiley.

There are two basic approaches by which the image contrast can be studied.
The first makes the pulse sequence sensitive to a particular contrast parameter p
so that the image intensity bears or is weighted by the influence of that contrast.
This approach offers the advantage of time efficiency but is only qualitative. The
quantitative information can be obtained by the second approach that include in-
ter alia two-image scheme (162). This method requires two imaging experiments
under two contrast conditions. The final parameter map is computed from the
two images, voxel by voxel, by means of some mathematical calculation, such as
division.

The first approach is illustrated in Figure 29 for the simple case of spin-
lock-filtered projections of a composite piece of rubber cut from the tread of a car
tire. Such a filter imposes a T1ρ weight on the spin density (cf Fig. 29a). From
the space distributed magnetization decays, the parameter map of T1ρ can be
obtained (cf Fig. 29b) independent of spin densities.

An important class of magnetization filters are mobility filters which select
magnetization based on the time scale of segmental motions ((19), and references
therein). The parameters for discrimination are the amplitude and characteristic
frequency or the correlation time τ c of molecular motions. The effect a filter exerts
on a NMR signal can be represented by the filter transfer function. Examples
are given in Figure 30 (163,164) with transfer function for filters, which select
magnetization based on the time scale of molecular motion.
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Fig. 29. Filter-weighted and spin-lattice relaxation in the rotating frame T1ρ of an elas-
tomer composite of SBR and natural rubber cut from the tread of a car tire. (a) A stack
of one-dimensional 1H images with variable duration tf of the spin-lock radio-frequency
magnetic field. (b) A T1ρ parameter map obtained from the decay shown in (a). Repro-
duced from Ref. 143, with permission from Wiley.

Depending on the time scale, different pulse sequences can be used. In the
fast motion regime, T1 filters are applicable. Both saturation recovery and the
stimulated echo can be used for this, but the transfer function of both filters is
complementary. The spin-echo or Hahn echo filter has a transfer function sim-
ilar to that of the saturation recovery filter, but because T2 processes are effi-
cient at slower molecular motions, the filter cut off is shifted to longer correlation
times. The dipolar filter exploits the strength of the dipolar couplings averaged
by the molecular motions. The residual dipolar filters can use 1H double- and
triple-quantum coherences (160,161) as well as 1H–1H magnetization exchange
(165). Dipolar correlation effect detected via stimulated echo can be used for
a mixed residual dipolar coupling/slow motion filter (166). Resolved splitting
of the residual quadrupolar coupling of 2H of spy molecules has been used as
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Fig. 30. Time scale of molecular motion and filter transfer functions of pulse sequences,
which can be used for selecting magnetization according to the time scale of the molecular
motion. Reproduced from Ref. 143, with permission from Wiley.

quadrupolar coupling filter (158,159). The spin-lattice relaxation in the rotating
frame or T1ρ filter is efficient at slow motions with correlation times of the order
of the inverse of the angular frequency of the spin-look radio-frequency pulse. The
transverse magnetization decay for a train of solid echoes or magic echoes is char-
acterized by the effective transverse relaxation time T2e (68) a parameter sensi-
tive to the slow segmental motion like T1ρ .

The identification of material heterogeneities based on differences in molec-
ular motion is an important feature of NMR imaging. The importance of slow
molecular motion for image contrast is demonstrated in Figure 31 with relax-
ation time parameter images through a partially aged sheet of carbon-black-filled
styrene-co-butadiene rubber (SBR) (147).

The one-dimensional space scale starts at the unaged center of the rubber
sheet at 	r = 0 and ends at the aged surface at 	r = 700 µm. Two curves are
shown for each relaxation parameters as a function of space. The top curve is
for unaged material and it varies little with space. The bottom curve is for the
aged material. Both curves overlap in the center of the sheet and split toward
the surface. The splitting is a direct measure of image contrast. The contrast is
largest for those relaxation times that are sensitive to slow molecular motions.
the contrast is largest for T2e and T1ρ images and almost zero for T1.

NMR Imaging of Elastomers

Potentially rather useful applications of NMR imaging are in elastomer indus-
try. This section features some selected examples that illustrate the type of
information obtained by imaging of elastomers. Such applications to elastomers
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Fig. 31. Relaxation parameters T1, T2, T1ρ , and T2e for contrast in thermal oxidative
aging of SBR. The insets depict the space distribution of relaxation times for a partially
aged (lower curve) and an unaged (upper curve) rubber sheet. Reproduced from Ref. 147,
with permission from Wiley.

concern distribution in temperature stress, cross-link density, modulus, and the
dynamics of fluid absorption and swelling.

Heterogeneities in Elastomers. Heterogeneities in elastomers materi-
als are related to the defects induced in the process of preparation. The processes
that lead to the defects are as follows.

Mixing Processes. Technical elastomers are blends of up to about 30 dif-
ferent compounds like natural rubber, styrene–butadiene rubber, silicate and
carbon-black fillers, and mobile components like oils and waxes. Improper mixing
leads to inhomogeneities with corresponding variation in mechanical and thermal
properties. An important source of heterogeneities of this type is represented by
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filler clusters. Even the variance of the distribution statistics of active filler may
lead to heterogeneities detected as an average over a volume cell or voxel with
the spatial resolution of NMR imaging.

Vulcanization. Heterogeneous structures arise from effects of thermal con-
ductivity, which lead to space-dependent temperature profile during the vulcan-
ization process depending on the position of the heat source and on heat dissipa-
tion. As a result, inhomogeneous cross-link densities may be established (167). If
the process of cross-linking is incomplete the defects represents by the free chains
are also presents. The changes in segmental mobility from progress of the vulcan-
ization reaction and from the associated sample temperature distribution can be
monitored directly by the NMR imaging in situ (149). In the covulcanization of
blends and sheets from different formulations, inhomogeneities in cross-link den-
sity max arise from differences in solubility and diffusion of curatives (168).

Aging. Aging processes are often induced by ultraviolet (UV) irradiation
or other ionization radiations (169), exposure to heat and oxygen, and by biolog-
ical mechanisms. Depending on the load applied, different aging processes are
observed (170). The action of electromagnetic radiation with high energy of the
associated photons as well as nuclear irradiation will produce chain scission with
decrease in the cross-link density and associated increase in chain mobility. Ther-
mal oxidative aging usually leads to the formation of hardened surface layers in
natural rubber (NR) as well as synthetic rubber (styrene-co-butadiene rubber
(SBR) (147,148,171–174). Typically, these layers approach a thickness of 200–
300 µm and inhibit progress of the aging process further into the bulk of thin
sample. The material hardening is explained by an increase in cross-link density.
In the absence of oxygen, chain scission may dominate at elevated temperatures
with an associated increase in the segmental mobility. Other types of aging in-
volve aggressive fluids and gases. In this context, a sample of degraded rubber
hose gas been investigated (175), but also the degradation of polyethylene pipes
and the enzymatic degradation of biologically synthesized polymers (176) have
been studied through NMR imaging. Related investigations have been carried
out on asphalts (177). Aging associated with swelling of the rubber particles has
been observed in crumb-rubber modified asphalts (178).

Mechanical Load. Static mechanical load by strain leads to stretching
of random-coil polymer chains in the direction of sample elongation and chain
compression in the orthogonal directions. The value of the residual dipolar and
quadrupolar couplings is increased by the mechanical load, and moreover, the
distribution of the correlation times is also modified. Therefore, many NMR
parameters sensitive to the residual dipolar couplings and slow motions can
be used for characterization of the local strain–stress effects in heterogeneous
elastomers (158,160,161,179). Dynamics mechanical load leads to sample heat-
ing where the temperature distribution in dynamic equilibrium is determined
by the temperature-dependent loss-modulus and the thermal conductivity of the
sample. Because transverse relaxation rate (approximated by the T2 relaxation)
scales with the temperature for carbon filled SBR, a T2 map provides a tempera-
ture map of the sample. Such temperature maps have been measured for carbon-
black filled SBR cylinders for different filler contents and mechanical load (180).

NMR Images and Parameter Maps in Elastomers. NMR of elastomers
including NMR imaging appears to address one of the industrially most relevant
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Fig. 32. Time-resolved T ∗
2 parameter one-dimensional images across a 1.4 mm thick

sheet of SBR following the vulcanisation process. Reproduced from Ref. 149, with
permission from Rapra Technology.

applications of NMR. Applications of the one- (1D) and two-dimensional (2D)
NMR images and parameter maps for characterization of elastomer materials
with heterogeneous mesoscopic and macroscopic structure will be reviewed in the
following.

Vulcanization and Covulcanization. The main effect taking place during
the vulcanization process is the space distribution in the cross-link density. One
source of this variation is the spatial distribution of the rubber formulation, al-
though short-scale variations are often smoothed by component diffusion during
the vulcanization process. Differences on the millimeter scale can lead to interfa-
cial structures.

Another source of variations in cross-link density on the millimeter scale
is the curing process in combination with the sample geometry. Heat is supplied
to the sample for a certain time and after vulcanization is removed from the
sample in certain time. Near the heat source the cross-linking process induced by
vulcanization is set in first and near the heat sink is sets in last. Depending on the
time dependence of the heat from the source and sink, surface and the thermal
properties of the sample, complicated time-dependent temperature profiles are
established in the sample.

The vulcanization process has been followed across a thick disk from un-
filled SBR by NMR imaging of the effective transverse signal decay (149). The
measurements were carried out in a magnetic field slightly inhomogeneous from
the construction of a special vulcanization probe and the effective transverse re-
laxation time T ∗

2 was measured (see Fig 32). Despite accelerated signal decay
from the field inhomogeneities, T ∗

2 still turned out to be sensitive to chain mobil-
ity because of a sufficiently strong contribution from T2.
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A nonlinear relationship between the effective transverse relaxation rate
1/T ∗

2 and the reduced shear modulus was found. Nevertheless, the relationship
that low modulus corresponds to high T ∗

2 and high modulus to low T ∗
2 can be used

to interpret the imaging data across the SBR sheet measured during the vulcan-
ization process (see Fig. 32). Immediately after sample heating, chain mobility is
high and so is T ∗

2 . With the formation of the cross-links chain mobility decreases
and so does T ∗

2 . The vulcanization front is defined by the center of change in
T ∗

2 . It can be seen to migrate through the thin sample on a time scale of about
half an hour with the temperature in the range between 140 and 170◦C across
the sample. With increasing time the slope of the T ∗

2 curve flattens indicating a
broadening of the reactive vulcanization zone.

Another example of spatial determination of the local cross-link density
in inhomogeneous vulcanized elastomers by means of the spatially dependent
T ∗

2 decay times was discussed on poly(isobutylene-p-methylstyrene-p-bromon-
ethylstryrene) (PIB-PMS/BrPMS) (181). It was shown that by swelling the elas-
tomers in the aprotic solvent CCl4, the proton signal in the magnetic resonance
images originates almost exclusively from the rubber methyl protons (182). This
makes it possible to acquire selective images of the rubbery phase, which were
demonstrated to be superior toward the visualization of the network homogene-
ity. Moreover, swelling of these elastomers in an appropriate solvent enhances
the molecular chain mobility and reduces the proton line width to an extent ac-
ceptable for recording magnetic resonance images.

The gravimetric Flory–Rehner (183) experiments are combined with NMR
imaging to study spatially dependent degree of cross-linking, in unfilled, 1,6-
hexamethylenediamine-cured PIB-PMS/BrPMS therpolymers (181). Localized
relaxometry reveals two proton T ∗

2 relaxation decay times in CCl4 swollen speci-
mens: a fast decaying component reflecting the constrained chain segments near
the cross-links and topological constraints (T ∗

2s) and a slow decaying component
originating from less constrained, remote chains (T ∗

2l ). On the basis of a linear
relation between the bulk number-average molecular weight between effective
cross-link (M bulk

n·eff ) and the volume average T ∗
2 , magnetic resonance images allow

the determination of the local cross-link density in inhomogeneous cross-link PIB
terpolymer samples by means of the spatially-dependent effective transverse re-
laxation. The measurements of the localized T ∗

2s, and T ∗
2l allow to deduce the

localized molecular weight between the effective cross-links Mn,eff(�r) for each re-
gion of interest labeled 1–10 in Fig. 33. This method reveals that the sample 1
exposes a very heterogeneous network structure as is illustrated by a large vari-
ation in the localized Mn,eff(�r). This indicates an unfavourable mixing. This in
strong contrast to specimen 2, having a rather homogeneous network structure
as is demonstrated by the small variation in Mn,eff(�r) as a result of a uniform cur-
ing. The homogeneity of mixing and curing of the specimens 3 and 4 (cf Fig. 33) is
somewhere in between. These results clearly demonstrate that NMR image is
a useful technique to investigate the homogeneity of mixing and curing of elas-
tomers.

During fabrication of elastomer products like car tires different elastomer
formulations often need to be covulcanizes. At the interface between an SBR and
an NR layer, an interfacial layer with a modulus higher than either SBR and
NR had been detected (145,171). In images detected using Hahn-echo method
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Fig. 33. Proton NMR images of unfilled polyisobutilene-based elastomers, cured with
1,6-hexamethylenediamine, after equilibrium swelling in CCl4. The degree of cross-linking
increases from samples 1 to 4. The regions of interest indicate the locations used to deter-
mine the local relaxation decay times. Reproduced from Ref. 181, with permission from
American Chemical Society.

the interface is identified by a dark line paralleled to a slightly brighter line (see
Fig. 34).

A mixture of spin density and relaxation forms contrast in the Hahn-echo
image. Contrast in the quotient image is determined only by transverse relax-
ation. In this image, the interface appears abrupt and well defined. The image
of the interface shows a transition from the hard SBR component to the soft NR
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Fig. 34. Proton T ∗
2 -weighted Hahn-echo image (a) of an unfilled SBR/NR covulcanisate

with dimensions 9 mm × 30 mm. The image has been acquired with an echo time of tE =
3.3 ms. A quotient image (b) computed as the quotient of two Hahn-echo images acquired
with different echo times of 4.2 and 3.4 ms. Reproduced from Ref. 145, with permission
from Rapra Technology.

component with a width of the order of 0–5 mm (184,185). This is the space scale
on which the modulus changes. The shape and dimension of the interface are de-
fined by the concentration differences in the vulcanizing agents, which diffuse at
elevated temperatures across the interface until their diffusion is hampered by
their role in the vulcanization reaction. Thus, the interface arises from a delicate
balance between diffusion, reaction, heat supply, and removal.

Blending. Interfaces similar to those encountered during covulcanization
may arise in blends with incomplete mixing. In unvulcanized samples, hetero-
geneities from blending can be deduced by gradient echo imaging, where the
contrast is enhanced by differences in magnetic susceptibility of the components
(186). However, fine structures are usually homogenized during the vulcaniza-
tion process. Larger structures survive, in particular, when one component had
already been vulcanized.

An example of such a case is illustrated in Figure 35 by two orthogonal
slices through a block of a vulcanised blend from a soft (bright) and a previously
vulcanised hard (dark) component (141). In slice (a), the structures invoked by
mixing of components appear course but random, but slice (b) reveals stream
lines of material flow in the rolling mill.

The presence of carbon-black filler usually does not affect the NMR data
in contrast to functionalized silicate filler. This is attributed to rapid transverse
relaxation of network chain segments near carbon-black filler particles caused by
paramagnetic centers in the filler. Thus, for the technologically important class
of carbon-filled elastomers, NMR can provide the chemical cross-link density.

Aging. Aging of elastomers is a process that affects the mobility of
intercross-link chains by packing, chain scission, and formation of new
cross-links. Thermooxidative aging of many elastomers including SBR and NR
leads to the formation of a brittle surface layer with reduced mobility that
appears dark in 1H Hahn-echo images. Often this region is followed by a zone
of brighter image intensity, which can be attributed to chain scission or the accu-
mulation of low molecular-weight additives (148).
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Fig. 35. (a) Proton T ∗
2 -weighted orthogonal slices of a carbon-black filled blend with a

soft (bright) and a hard (dark) component. Insufficient blending in a rolling mill is visu-
alized by the stream lines in slice (b). Reproduced from Ref. 145, with permission from
Rapra Technology.

The time evolution of the thermooxidative aging in SBR has been studied
by NMR imaging (see Ref. 145). In order to detect the aged surface layer with
reduced signal intensity in Hahn-echo images, two aged sheets were stacked and
the stack was imaged along its axis. In this way, the signal from the soft core
delineated the hardened surface layers (cf Fig. 36).

Sample Deformation. Sample deformations modify the number of accessi-
ble conformations of intercross-link chains, so that they can be detected by anal-
ysis of relaxation and residual dipolar and quadrupolar couplings. For instance,
dynamic mechanical load on elastomers is often exerted at small deformations
and low deformation rates but over extended time periods. Then part of the me-
chanical energy is dissipated into heat depending on the value of the loss mod-
ulus. As a consequence, a temperature profile is established within the sample.
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Fig. 36. Analysis of thermal oxidative aging by T ∗
2 -weighted Hahn-echo imaging. (a) Two

SBR layers stacked after aging. The aged layer suffers a signal loss marked by the area A1.
The relative signal decrease defines the aging parameter α. (b) The progress in aging can
be followed by evaluating the aging parameter α as a function of aging time t. Reproduced
from Ref. 145, with permission from Rapra Technology.

Then the modulus varies across the sample depending on the temperature pro-
file and properties determined for thick samples under dynamic load are average
quantities.

The temperature profile associated with sample heating during weak dy-
namic shear deformation of carbon-black filled SBR cylinders of 10 mm diameter
and 10 mm in height has been imaged by NMR by use of a specially designed
probe (180).

The transverse relaxation time strongly depends on temperature (cf
Fig. 37a), so that the temperature can be mapped by parameter imaging of T2.
Axial parameter projections have been acquired in dynamic equilibrium at a
shear rate of 10 Hz and for carbon-black contents ranging from 10 to 70 phr.
One-dimensional cross sections through those projections are depicted in Figure
37b. An increase of the temperature in the center of the sample is observed with
increasing carbon-black contents which scales with the increasing loss modulus
of the sample. The 70 phr sample is warmer by over 10◦C in the center of the
sample than the 10 phr sample.

NMR Mobile Sensor for Quality Control of Elastomers. Over the last
few years, a mobile NMR surface scanner called NMR-MOUSE has been devel-
oped for the nondestructive investigation of arbitrarily large objects (187,188).
The NMR-MOUSE is a palm-size NMR device which is built up from two per-
manent magnets. The magnets are mounted on an iron yoke with antiparallel
polarization to form the classical horseshoe geometry. The main direction of the
polarization magnetic field B0 is across the gap and the field strength decreases
rapidly with increasing distance from the surface. The radio-frequency (rf) field
B1 is generated by a surface coil which is mounted in the gap. The NMR-MOUSE
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Fig. 37. Temperature profiles from T2 parameter images of SBR cylinders with different
carbon-black filler contents undergoing oscillatory shear deformations. (a) Temperature
calibration curves and (b) temperature profiles across the cylinders. (�) 10 phr (�) 30 phr,
(�) 50 phr, and (�) 70 phr. The pixel resolution was 0.4 × 0.4 mm2. Reproduced from Ref.
180, with permission from Rapra Technology.

is characterized by strong inhomogeneities in the static and radio-frequency mag-
netic fields. Due to these fields inhomogeneities, NMR spectroscopy of the chem-
ical shift is not possible, but magnetization relaxation times and parameters of
translational motion can be measured by echo techniques (189–192). Moreover,
the orientation dependence of NMR parameters can be easily investigated with
the mobile NMR sensor for large samples on stretching devices (191).

Some selected applications of the NMR-MOUSE to elastomers are summa-
rized in Figure 38 (193). In Figure 38a, transverse relaxation times have been
measured for a series of carbon-filled NR samples with different curing times.
Normalized values measured at high and homogeneous magnetic field (7 T, DMX
300) are compared to those measured with the NMR-MOUSE (0.5 T). Although
the values differ because of different B0 field strengths, they closely follow the
same trend. This confirms that relaxation measurements by the NMR-MOUSE
are a valid alternative to relaxation measurements at homogeneous magnetic
fields.

In Figure 38b, relaxation times are shown for a series unfilled SBR samples
with variations in sulfur content. With increasing sulfur content the chemical
cross-link density increases. Relaxation times are given for measurements with
Hahn echoes and with solid echoes. The change in relaxation times and thus
the sensitivity of the method is larger for the Hahn-echo measurements at small
cross-link density and for the solid echo measurements at high cross-link den-
sity. Solid echoes reduce the signal attenuation from the dipole–dipole interaction
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Fig. 38. Applications of the NMR-MOUSE to elastomer materials. (a) Values of 1H T2
for a curing series of carbon-black filled NR. The measurements made with NMR-MOUSE
are compared with the values obtained at 300 MHz in high homogeneous field. (b) T2
of a cross-link series of unfilled SBR with different sulfur contents. (c) T2 versus glass-
transition temperature Tg of unfilled SBR by the CPMG and steady-state CPMG methods.
(d) Normalized Hahn-echo decays for polybutadiene latex samples for small, medium, and
large cross-link densities. Reproduced from Refs. 189 and 190, with permission from Rapra
Technology.

between two spins in addition to producing a Hahn echo. At high cross-link den-
sity multicenter dipolar couplings become effective and the solid echo becomes
less effective in reducing signal attenuation from dipolar interactions. The Hahn
echo does not affect the dipole–dipole interaction at all. This explains the differ-
ence in contrast obtained with both methods.

A reduction in measurement time is gained when the measurements are
performed in dynamic equilibrium between radio-frequency excitation and longi-
tudinal relaxation (1). NMR methods which operate in this regime are referred
to as steady-state methods. They deliver equivalent information compared to
methods which demand complete relaxation to thermodynamic equilibrium be-
tween scans. T2 measurements performed with the CPMG and the steady-state
CPMG method are depicted in Figure 38c and correlated with the glass-transition
temperature Tg of unfilled SBR laboratory samples of different cross-link den-
sities. The NMR measurements were done at room temperature, whereas Tg
had been determined by temperature-dependent measurements of the dynamic-
mechanical loss modulus (189,190). The correlation between both measurements
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is not surprizing, because both probe the network dynamics. These data demon-
strate that in certain cases Tg can be determined locally and nondestructively on
large samples at room temperature by the NMR-MOUSE.

The large magnetic-field gradients give rise to rapid signal loss from
molecules with translational motion, so that signal from low molecular-weight
fluids is suppressed at echo times tE of the order of 1 ms and more. The signal
detected at larger echo times is from larger molecules or particles. This effect
of solvent suppression is exploited in the characterization of cross-link density
in polybutadiene latex samples (see Fig. 38d). The signal decay for weak cross-
link density is slow compared to that for large cross-link density. In summary,
Figure 38 demonstrates that the NMR-MOUSE is a suitable device for determi-
nation of relative cross-link density in a number of different soft materials.

The possibility to excite and detect proton NMR double-quantum coher-
ences in inhomogeneous static and radio-frequency magnetic fields was also
investigated (194,195). For this purpose, specialized pulse sequences which par-
tially refocus the strongly inhomogeneous evolution of the spin system and
generate double-quantum buildup and decay curves were implemented on the
NMR-MOUSE. It was shown that DQ decay curves have a better signal-to-noise
ratio in the initial time regime compared to DQ buildup curves. The double-
quantum buildup and decay curves were recorded for a series of cross-linked
natural rubber samples. These curves give access to quantitative values of the
ratio of proton total residual dipolar couplings that are in good agreement with
those measured in homogeneous fields. A linear dependence of these ratios on the
sulfur-accelerator content was reported.

The self-diffusion coefficient (D) of swollen liquids in elastomers can be mea-
sured using NMR-MOUSE with a bar magnet (192). The method was shown to be
particularly useful for measuring D of small penetrant molecules in elastomers
without the need for measurements of the transverse relaxation rates. The self-
diffusion coefficient of toluene in a series of cross-linked natural rubber samples
was measured and correlated with the cross-link density.

The NMR-MOUSE is simple mobile NMR sensor suitable for operation
in an industrial environment. Its use for quality control is demonstrated in
Figure 39 by the T2 statistics measured at both sides of a conveyor belt with
steel cords (193). The magnetic field B0 distortions from the steel cords were min-
imized by suitable orientation of the NMR-MOUSE with respect to the direction
of the cords. The upper side of the belt exhibits a higher average T2 value than
the lower side, which indicates lower cross-link density. In addition to that the
variance of the measured values is larger for the lower side indicating a better
quality material on the upper side.

Images can be obtained with the NMR-MOUSE by measuring voxels indi-
vidually by lateral displacement of the device or a change of excitation frequency
to shift the sensitive volume in depth (193). On the other hand, also pulsed mag-
netic field gradients can be employed for phase encoding of the space information.
Frequency encoding is hampered by the nonlinear magnetic field profile together
with the inaccessibility of the FID.

In direction parallel to the magnetic gap, the magnetic field gradient is
weakest, and a sensitive volume of a centimeter and more in width can be ex-
cited by a short rf pulse. Solenoidal gradient coils can readily be incorporated
into the gap and pulsed to produce antiparallel magnetic fields (196,197). Then a
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Fig. 39. Quality control of a conveyor-belt section with steel cords. (a) Position of mea-
surement points. (b) T2 values for upper and lower sides determined with the CPMG pulse
sequence ( ) upper side and ( ) lower side. Reproduced from Ref. 193, with permission from
Rapra Technology.

gradient field is established along the gap and spatial resolution can be intro-
duced into the measurement by phase-encoding techniques similar to single-point
imaging. The effects of the background field inhomogeneity Bz – B0 and of chem-
ical shift on the magnetization phase are balanced in the peak of the Hahn echo
and the only phase evolution from the pulsed field gradient remains. By applying
gradient pulses with different amplitudes, k space can be scanned in the direction
along the gap, so that the Fourier transformation of the acquired signal produces
a one-dimensional image (196). This measurement protocol has been applied in
a study of a rubber sheet with parallel textile fibers. The fibers do not contribute
to the detected signal, so that their positions can be located by the dips in the 1D
profile.

Clearly, the basic imaging scheme can be extended to include relaxation-
time contrast for discrimination of variations in cross-link density and strain,
and the 1D MRI-MOUSE (magnetic resonance imaging MOUSE) can be extended
with further gradient coils to permit imaging in three dimensions. Recently, a
two-dimensional imaging with a single-sided NMR probe was reported (197). Nu-
merous applications of the MRI-MOUSE can be envisioned in soft-matter analy-
sis, in particular in those areas, where imaging with conventional equipment has
proven to be successful and where smaller, less expensive, and mobile devices are
in need.
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148. P. Blümler and B. Blümich, Macromolecules 24, 2183 (1991).
149. C. Fülber, K. Unseld, V. Herrmann, K. H. Jakob, and B. Blümich, Colloid Polym. Sci.
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159. M. Klinkenberg, P. Blümler, and B. Blümich, J. Magn. Reson. A 119, 197 (1996).
160. M. Schneider, D. E. Demco, and B. Blümich, Macromolecules 34, 4019 (2001).
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195. A. Wiesmath, C. Filip, D. E. Demco, and B. Blümich, J. Magn. Reson. 154, 60 (2002).
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N-VINYLAMIDE POLYMERS

Introduction

N-Vinylamide-based polymers, especially the N-vinyllactams, such as poly(N-
vinyl-2-pyrrolidinone) [9003-39-8] or simply polyvinylpyrrolidinone (PVP), con-
tinue to be of major importance to formulators of personal-care, pharmaceuti-
cal, agricultural, and industrial products because of desirable performance at-
tributes and very low toxicity profiles. Because of hydrogen bonding of water to
the amide group, many of the N-vinylamide homopolymers are water soluble or
dispersible. Like proteins, they contain repeating (but pendant) amide (lactam)
linkages and share several protein-like characteristics (1). Many studies have ac-
tually employed PVP as a substitute for proteins, eg, in simplifying the chemistry
of the effects of radiation on polymers (2). Proteins are extremely complicated
molecules with not only sequence distribution but tertiary bonding and struc-
tural complexity and it is an oversimplification to compare them to PVP, but the
effects of radiation on PVP can be more readily studied. PVP can even be consid-
ered as a uniform synthetic protein-like analogue. By itself it does not enter into
intermolecular hydrogen bonding, thus affording low viscosity concentrates, and



316 N-VINYLAMIDE POLYMERS Vol. 9

also, unlike the proteins, PVP is soluble in polar solvents like alcohol. But even
given these differences, the chemistry of PVP, the most commercially successful
polymer of the class, is in many respects similar to that of proteins because of
amide linkages sharing with them complexation to large anions such as polyphe-
nols, anionic dyes, and surfactants. In addition to the ability to complex, PVP and
its analogues along with a large assortment of copolymers are excellent film form-
ers. They exhibit the ability to interact with a variety of surfaces by hydrogen or
electrostatic bonding, resulting in protective coatings and adhesive applications
of commercial significance such as hair-spray fixatives, tablet binders, disinte-
grants, iodophors, antidye redeposition agents in detergents, protective colloids,
dispersants, and solubilizers, among many others.

Monomers

N-Vinylamides and N-vinylimides can be prepared by reaction of amides and
imides with acetylene (3), by dehydration of hydroxyethyl derivatives (4), by py-
rolysis of ethylidenebisamides (5), or by vinyl exchange (6), among other methods;
the monomers are stable when properly stored.

Poly N-vinyl-2-pyrrolidinone (VP) [88-12-0] is of significant commercial im-
portance and hence is the principal focus of this article. Vinylcaprolactam is avail-
able (BASF) and is growing in importance, and vinyl formamide is available as
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Table 1. Physical Properties of Selected Vinylamides and Vinylimides

Compound CAS Registry Number Bp, ◦CkPa
a Mp, ◦C

N-Vinylacetamide [5202-78-8] 107–109
N,N-Methylvinylacetamide [3195-78-6] 703.3

N-Vinylacetanilide [4091-14-9] 102–1050.13 52
N-Vinyl-2-piperidinone [4370-23-4] 125–1263.3 45
N-Vinylcaprolactam [2235-00-9] 129–1302.7 34.5
N-Vinylphthalimide [3485-84-5] 128–1303.3 86.5
N-Vinyl-2-oxazolidinone [4271-26-5] 77–780.067

N-Vinyl-5-methyl-2-oxazolidinone [3395-98-0] 105–1080.33

aTo convert kPa to mmHg, multiply by 7.5. Pressure = 101.3 kPa (760 mmHg) if not shown.

a developmental monomer (Air Products). Some physical properties are given in
Table 1.

N-Vinyl-2-Pyrrolidinone. Commonly called vinylpyrrolidinone or VP, N-
vinyl-2-pyrrolidinone was developed in Germany at the beginning of World War
II. It is a clear, colorless liquid that is miscible in all proportions with water and
most organic solvents. It can polymerize slowly by itself but can be easily in-
hibited by small amounts of ammonia, sodium hydroxide (caustic pellets), or an-
tioxidants such as N,N′-di-sec-butyl-p-phenylenediamine. It is stable in neutral
or basic aqueous solution but readily hydrolyzed in the presence of acid to form
2-pyrrolidinone and acetaldehyde. Properties are given in Table 2.

Commercially available VP is usually over 99% pure but does contain sev-
eral methyl-substituted homologues and 2-pyrrolidinone. Even at this high level
of purity, further purification is required if reliable kinetic data concerning rates
of polymerization are desired. This can be accomplished only by recrystallization,
because distillation will not separate methyl-substituted isomers (7).

Manufacture. The principal manufacturers of N-vinyl-2-pyrrolidinone are
ISP and BASF. Both consume most of their production captively as a monomer
for the manufacture of PVP and copolymers. The vinylation of 2-pyrrolidinone
is carried out under alkaline catalysis analogous to the vinylation of alcohols. 2-
Pyrrolidinone is treated with ca 5% potassium hydroxide, then water and some
pyrrolidinone are distilled at reduced pressure. A ca 1:1 mixture (by vol) of acety-
lene and nitrogen is heated at 150–160◦C and ca 2 MPa (22 atm). Fresh 2-
pyrrolidinone and catalyst are added continuously while product is withdrawn.
Conversion is limited to ca 60% to avoid excessive formation of by-products. The
N-vinyl-2-pyrrolidinone is distilled at 70–85◦C at 670 Pa (5 mmHg) and the yield
is 70–80% (8).
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Table 2. Properties of N-Vinyl-2-Pyrrolidinone (Commercial Production)

Property Value

Molecular wt. 111
Assay, % 98.5a

Moisture content, % 0.2b

Color (APHA) 100b

Vapor pressure, Pac at 17◦C
17◦C 6.7
24◦C 13.3
45◦C 67
54◦C 133
64◦C 266
77◦C 667

Boiling point at 400 mmHg 193
Freezing point 13.5
Flash point (open cup) 98.4
Fire point 100.5
Viscosity at 25◦C, mPa·s (=cP) 2.07
Specific gravity (25/4◦C) 1.04
Refractive index, n25

D 1.511
Solubility Completely miscible in water and most organic

solvents, including methanol, ethyl acetate,
methylene chloride, ethyl ether, and
hydro-carbons in general

Ultraviolet spectrum No significant absorption at wavelengths
longer than 220 nm

aValue is minimum.
bValue is maximum.
cTo convert Pa to mmHg, multiply by 0.0075.

Shipment and Storage; Specifications. N-Vinyl-2-pyrrolidinone is avail-
able in tank cars and tank trailers and in drums of various sizes. Shipping con-
tainers are normally steel or stainless steel. Tank cars are provided with heating
coils to facilitate unloading in cold weather. Rubber, epoxy, and epoxy–phenolic
coatings are attacked and must be avoided. Carbon steel has been successfully
used for storage tanks, but stainless steel preserves product quality better. Alu-
minum and certain phenolic coatings are also satisfactory.

Toxicity Data on N-Vinyl-2-Pyrrolidinone. Results of a chronic inhalation
study in rats warrant a review of industrial hygiene practices to assure that VP
vapor concentrations are maintained at a safe level. One of the manufacturers,
ISP, recommends that an appropriate workplace exposure limit be set at 0.1 ppm
(vapor) (9). Additionally, normal hygienic practices and precautions are recom-
mended, such as prompt removal from skin and avoidance of ingestion. In case of
accidental eye contact, immediately flush with water for at least 15 min and seek
medical attention. Refer to the manufacturers’ Material Safety Data Sheets for
more detailed information. Table 3 provides some toxicity data.
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Table 3. Summary of Toxicity Data for N-Vinyl-2-Pyrrolidinone

Test Result

Acute oral LD50 1.5 mL/kg (rats)
Acute dermal LD50 0.56 g/kg (rabbits)
Acute inhalation LC50 700 ± 100 ppm(rats)
Eye irritation Severe (rabbits)
Primary irritation index (PII) 0.38 (rabbits)
Skin Repeated Insult Patch Test Not a primary irritant or sensitizer (humans)
Subacute inhalation No gross or clinical abnormal effects;

subacute/chronic inflammation of
respiratory tract at 16.5 and 66 ppm (rats)

Subchronic inhalation Evidence of liver damage at 15, 45, and 120
ppm; no evidence of toxicity at 1 ppm (rats)

Chronic inhalation Benign and malignant tumors of the nasal
mucosa at the 10 and 20 ppm levels; liver
tumors noted at 20 ppm

Mutagenicity Negative in a battery of five assays

Homopolymerization of N-Vinyl-2-Pyrrolidinone

VP was originally polymerized in bulk by heating in the presence of small
amounts of hydrogen peroxide. This neat polymerization was a difficult process
to work-up, requiring crushing of the solidified polymer mass and extraction with
ether to remove unreacted monomer and by-products. However, it was important
to the original application as a blood substitute because it afforded low molec-
ular weight (10,11). Low molecular weight is necessary for excretion from the
kidneys (12). Bulk polymerization favors the tendency of VP to undergo chain
transfer to monomer. Neat VP polymerized with di-tert-butyl peroxalate in the
presence of a nitroxide scavenger that exclusively traps carbon centered radicals
generates considerable nonvinyl radicals by chain transfer (13,14). VP (and pre-
sumably PVP) can, under the right circumstances, undergo chain transfer, and
this route is more prevalent as the concentration of monomer is increased.

Because VP and PVP are soluble in water, early workers realized that poly-
merization could be more easily controlled in such a high heat capacity solvent.
In the presence of acid, VP readily hydrolyzes, and when initiated with hydrogen
peroxide, the pH drops quickly into the acidic range. The problem this presents
was solved by buffering with bases. Of all of the bases tried by the early Ger-
man chemists, ammonia not only prevented hydrolysis by neutralizing acidic by-
products, it accelerated the polymerization. The early workers found that with an
optimized concentration of monomer and ammonia level, the molecular weight
was reproducibly controlled by the hydrogen peroxide level. Even relatively high
molecular weight could be achieved by small amounts of hydrogen peroxide, but
such levels might easily be compromised by unproductive side reactions. High
molecular weight homopolymers are more reliably produced by initiation with
organic peroxides and azo initiators.
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Ammonia H2O2 Initiation. The lower molecular weight grades (K-15 and
K-30) of PVP are prepared industrially with an ammonia/H2O2 initiation system.
Such products are the standards for the pharmaceutical industry and conform to
the various national pharmacopeias. Several papers have appeared concerning
the mechanism of this polymerization (15).

The proposed rate expression for the ammonia/H2O2 process is as follows:

Rp=k[H2O2]1/2[NH3]1/4[VP]3/2 (1)

Comparing this to the theoretical expression based on the steady state approxi-
mation suggests that the mechanism is not straightforward:

Rp=kp[M]
( f kd[I])1/2

kt
(2)

Higher than first order for monomer, such as the 3/2 power suggests that VP
is involved in initiation (16). If the efficiency of initiation is a function of the
monomer concentration, then f = f 1[M], and substituting in equation 2 gives

Rp=kp[M]3/2 ( f 1kd[I])1/2

kt
(3)

The [I]1/2 is reflected in [H2O2]1/2 but [NH3]1/4 can be explained by the finding
(17) that the rate of polymerization is proportional to [NH4

+]1/2. If the equilib-
rium expression for NH3/[NH4

+] is solved for [NH4
+] and this expression substi-

tuted, the quarter power for ammonia is apparent.
Several papers (6,18) have appeared that attempt to reconcile the ability of

H2O2 to act as a rather strong transfer agent (hydrogen donor), generating the
weakly initiating species HOO•, with its ability to act as a source of HO• hydroxy
radicals that are known to be active vinyl initiators. Such studies demonstrate
that HO• generated by photolysis behaves classically as an initiator for PVP (the
rate is, as expected, first order in VP and half order in H2O2). Polymerization
with 2,2′-azobisisobutyronitrile (AIBN) in the presence of H2O2 demonstrates
that H2O2 in this case acts as a proton donor, reducing molecular weight, sug-
gesting it also functions similarly during NH3/H2O2 initiation. Even with other
water-soluble initiators, VP behaves classically, with the rate expression being
first order in monomer and half order in initiator (19,20). This would indicate
that VP is a vinyl monomer with normal behavior and hence the H2O2/NH3 ini-
tiation system is unusual. The evidence clearly demonstrates that it is a redox
initiator system requiring trace amounts of cuprous or ferrous salt (21). Other
bases such as NaOH or KOH can be employed to replace NH3 if precautions are
taken to sequester these metal ions, preventing them from being deactivated in
the redox complex (22).

In one of the few published studies of H2O2 initiation, it is shown that in
the case of methacrylamide, the monomer participates in its own initiation by
reacting with H2O2, forming an intermediate hydroperoxide (23). Subsequently,
this hydroperoxide generates hydroxyl radicals capable of initiation. Like that
of methacrylamide, VP polymerization is very sensitive to molecular oxygen re-
acting faster with it than propagation to polymer (18), and a similar reaction
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Fig. 1. Mechanism of NH3/H2O2 polymerization of VP: (a) initiation; (b) end groups; (c)
2-pyrrolidinone generation.

might be at work with VP that would be expected to generate an intermediate
hydroperoxide capable of entering into a redox initiation system. The proposed
mechanism would also explain the formation of 2-pyrrolidinone as a consequence
of redox polymerization, dispelling the previous belief that 2-pyrrolidinone was a
result of primary radical termination caused by reaction of hydroxyl radicals with
the growing chain, followed by hydrolysis of the hemiacetal (24,25) subsequently
formed. Hydroxyl radicals afford PVP with one hydroxyl per chain, correlating
well with a mechanism that relies on hydroxyl radical initiation and strong H2O2
chain transfer (26). In this case, one end of the polymer is not an aldehyde but
rather a hydroxyl group, and no evidence for other than proton termination could
be found, producing a methylene terminus at the other end of the polymer chain.
Figure 1 illustrates the proposed mechanism and explains the formation of acidic
by-products responsible for the acidic pH drift during polymerization.

Organic Peroxides and Azo Initiation

The H2O2/ammonia initiation system is not employed commercially in the man-
ufacture of higher molecular weight homologues; they are prepared with organic
initiators. Such polymerizations follow simple chain theory and are usually per-
formed in water commercially. The rate of polymerization is at a maximum in
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aqueous media at pH 8–10 and at 75 wt% monomer (27,28). Polymerization rates
follow the polarity and hydrogen bonding capability of the solvent (29). One pos-
sible explanation for this fact is that water is most capable of reducing the appar-
ent negative charge on the beta carbon VP’s vinyl group by hydrogen bonding to
the pyrrolidinone carbonyl and polar interactions. Such a reduction permits the
electron-rich radical terminus to more easily approach another VP and hence al-
lows the acceleration (29). Alternatively, PVP may be somewhat more hydropho-
bic than VP forming associates (“micelles”) capable of enhancing the rate of poly-
merization by concentrating monomer close to the reacting polymer terminus.
This is the reason why even in relatively dilute aqueous solutions the rate can be
substantial. The hydrophobic effect accounts for a higher VP concentration at the
reactive polymer terminus (30).

Cationic Polymerization. VP polymerizes to low molecular weight
(oligomers) with typical cationic initiators, such as boron trifloride etherate (31).
This reaction requires high concentrations, if not neat, of monomer and scrupu-
lously anhydrous conditions for high yields; VP will readily hydrolyze to 2-
pyrrolidinone and acetaldehyde even in the presence of trace moisture when cat-
alyzed by strongly acidic reagents. Pyrrolidinone derivatives apparently complex
and deactivate cationic polymerization catalysts and generally present an unfa-
vorable environment for polymerization (32). Thus, initiating species are rela-
tively short-lived and readily deactivated, or undergo chain transfer; hence, more
than catalytic amounts of initiator are required for high yields.

Interest has been rekindled in cationic polymerization by the discovery
that carboxylic acid groups trapped in insoluble matrices like activated car-
bon or poly(glutamic acid) can generate higher mol wt. polymers (33–35). Ad-
ditionally, oxoaminium salts (36) derived from 2,2,6,6-tetramethylpiperidine-1-
oxyl (TEMPO) or anodic polymerization (37) on platinum electrode surfaces will
also afford higher molecular weight polymers. Such cationically generated poly-
mers would be expected to afford microstructure and greater tacticity because
of the higher activation energy for inversion associated with a growing cationic
terminus vs a growing free-radical terminus. Unfortunately, none of the above
references present detailed polymer structural characterizations.

Microstructure. Interest in PVP microstructure and the potential for tac-
ticity has been reviewed (38,39). PVP generated by free radicals has been shown
to be atactic except when polymerization is conducted in water. In this case,
some syndiotacticity is observed (39). In the presence of syndiotactic templates of
poly(methacrylic acid) (or poly(MAA)), VP will apparently polymerize with syn-
diotactic microstructure, although proof is lacking (40–44). The reverse, polymer-
ization of MAA in the presence of PVP, affords, as expected, atactic poly(MAA)
(45,46).

Advances in VP cationic polymerization hold out the possibility of tactic-
ity, and the study of this route to crystalline homologues continues to be of
interest.

Proliferous Polymerization. Early attempts to polymerize VP anioni-
cally resulted in proliferous or “popcorn” polymerization (47). This was found to
be a special form of free-radical addition polymerization, and not an example of
anionic polymerization, as originally thought. VP contains a relatively acidic pro-
ton alpha to the pyrrolidinone carbonyl. In the presence of strong base such as
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sodium hydroxide, VP forms crosslinkers in situ, probably by the following mech-
anism:

Both ethylidene vinyl pyrrolidinone (EVP) and ethylidene-bis-
vinylpyrrolidinone (EBVP) are generated in about a 10:1 ratio, respectively
(24). At the temperature required to generate these cross-linkers and when their
concentration reaches some minimum level, usually a few percent, proliferous
polymerization begins (48). The same situation can be reached by the addition of
a suitable cross-linker (49). Although no initiator is required, the polymerization
can be prevented in the presence of typical free-radical inhibitors or initiated by
very small amounts of AIBN. Reviews indicate that the rate of polymerization
accelerates because the initially formed cross-linked seeds swell to generate
active sites by bond homolysis and that growing chains resist termination be-
cause of the rigid cross-linked structure. Very high conversions can be achieved
and the resulting product, a granular “popcorn” mass, can be freed of residual
monomer/soluble polymer by careful washing. Drying results in a free-flowing
white powder (50).

Crospovidones are produced commercially by these two processes, ie, in situ
generation of cross-linker or addition of divinylimidazoline, and they are indis-
tinguishable by ir. Both types exhibit a Tg of 190–195◦C, which is not that much
above the 175◦C of high molecular weight, soluble PVP (24). Proliferous poly-
mers prepared with easily hydrolyzed cross-linker containing an imine linkage
do not further swell even when the cross-links are hydrolyzed (49). In order to
reach the low swell volume typical of these resins with a typical VP/cross-linker
polymerized with free-radical initiator, sizeable amounts of cross-linker are actu-
ally required, resulting in much higher (240◦C) Tgs. The crospovidones are there-
fore unusually high molecular weight, highly chain-entangled polymers having
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covalent cross-links that most likely retard the termination reaction during poly-
merization and are not entirely responsible for the resulting mechanical prop-
erties, such as swell ratio. Even hydrolyzing such cross-links is not sufficient to
cause dissolution.

The crospovidones are easily compressed when anhydrous but readily re-
gain their form upon exposure to moisture. This is an ideal situation for use in
pharmaceutical tablet disintegration and they have found commercial application
in this technology. PVP strongly interacts with polyphenols, the crospovidones
can readily remove them from beer, preventing subsequent interaction with beer
proteins and the resulting formation of haze. The resin can be recovered and re-
generated with dilute caustic.

PVP Hydrogels

Cross-linked versions of Water-Soluble Polymers (qv) swollen in aqueous media
are broadly referred to as Hydrogels (qv) and have a growing commercial util-
ity in such applications as oxygen-permeable soft contact lenses (Table 4) and
controlled-release pharmaceutical drug delivery devices (51). Cross-linked PVP
and selected copolymers fit this definition and are of interest because of the fol-
lowing structure/performance characteristics:

Structure Performance Benefit

Nonionic Compatibility with other
ingredients

Stable formulation

Pyrrolidinone Low toxicity Nonirritating/nonthrombogenic
Complexation actives/O2 Controlled release transport
High Tg Mechanical stability
Hydrolytic stability Storage stable

Ethylene backbone Nonbiodegradable,
hydrolytic stability

Resists biocontamination
storage-stable

Cross-links Swell volume/viscosity Mechanical stability/diffusion
control

Cross-linked PVP can be prepared by several routes other than prolifer-
ous polymerization PPVP (crospovidones). Although a hydrogel, the swell volume
of this type of polymer cannot be controlled over a large increment because the
granular particles cannot be formed into larger uniform assemblies. These lim-
itations can be overcome by the polymerization of VP in the presence of a few
percent of suitable cross-linker utilizing standard free-radical initiation by, for
example, AIBN (52–54) or actinic radiation (gamma rays) (55,56). This results
in a lightly cross-linked PVP. If the polymerization is carried out incorrectly, sig-
nificant amounts of uncross-linked soluble polymer may be present that must
be removed before a meaningful physical analysis such as swell ratio can be ac-
complished. The solution to this problem is to balance the reactivity ratios of the
cross-linker and other comonomers with those of VP to obtain uniform copoly-
merization and cross-linking (57,58). Not only does this reduce the level of sol-
uble uncross-linked polymer but affords crystal-clear hydrogels so important for
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Table 4. Generic Names of Polymeric Compositions Used in Soft Contact Lenses

USAN Generic
Name Polymer compositiona Water, % Trademarks Manufacturer

Droxifilcon-A Copolymer of HEMA and
MA modified with
poly(2-vinyl-pyrrolidone)

47 Accugel Strieter Labs

Lidofilcon-B Copolymer of MMA and
2-vinylpyrro-lidone (VP)

79 Sauflon PW American Medical
Optics

Surfilcon-A Copolymer of MMA, VP,
and other methacrylates

74 Permaflex Cooper Vision, Inc.

Tetrafilcon-A Terpolymer of HEMA,
MMA, and VP
cross-linked with
divinylbenzene

42.5 Aosoft
Aquaflex

American Optical
Corp., Cooper
Vision, Inc.

Vifilcon-A Copolymer of HEMA and
MA with PVP
cross-linked with EGDM

55 Softcon American Optical
Corp.

aHEMA, hydroxyethylmethacrylate; EGDM, ethyleneglycoldimethacrylate.

use in contact lenses. Allyl-substituted sugars used to generate cross-linked poly-
acrylic acid gels, carbomers, employed as thickeners in pharmaceutical formula-
tions, have been shown to work well with VP (59).

Cross-linked PVP can also be obtained by cross-linking the preformed poly-
mer chemically (with persulfates, hydrazine, or peroxides) or with actinic radi-
ation (60). This approach requires a source of free radicals capable of hydrogen
abstraction from one or another of the labile hydrogens attached alpha to the
pyrrolidone carbonyl or lactam nitrogen. The subsequently formed PVP radical
can combine with another such radical to form a cross-link or undergo side reac-
tions such as scission or cyclization (61,62), thus:
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If the starting PVP homopolymer is too low in molecular weight or too di-
lute, cyclization or cleavage is preferred (62,63). However, because of the high Tg
of PVP, the backbone is sufficiently rigid to avoid reorientation during bond ho-
molysis so that the same bond has a good chance of reforming; hence, PVP yields
cross-linked structures in preference to cleavage (64) and PVP hydrogels formed
by e-beam have become commercially important for use as conductive electrodes
for medical applications (65).

Poly(N-Vinyl-2-Pyrrolidinone)

Poly(N-vinyl-2-pyrrolidinone) (PVP) is undoubtedly the best characterized and
most widely studied N-vinyl polymer. It derives its commercial success from its
biological compatibility, low toxicity, film-forming and adhesive characteristics,
unusual complexing ability, relatively inert behavior toward salts and acids, and
thermal and hydrolytic stability.

First developed in Germany by I. G. Farben (W. Reppe) during the 1930s,
PVP was subsequently widely used in Germany as a blood–plasma substitute
and extender during World War II (66). In the United States, it has been manu-
factured since 1956 by ISP, and more recently by BASF.

Molecular Weight and K Value. Poly(N-vinyl-2-pyrrolidinone) is de-
scribed in the United States Pharmacopeia (67) as consisting of linear N-vinyl-2-
pyrrolidinone groups of varying degrees of polymerization. The molecular weights
of PVP samples are determined by size-exclusion chromatography (sec), osmom-
etry, ultracentrifugation, light scattering, and solution viscosity techniques. The
most frequently employed method of determining and reporting the molecular
weight of PVP samples utilizes the sec/low angle light-scattering (lalls) technique
(68,69).

A frequently used and commonly recognized method of distinguishing be-
tween different molecular weight grades of PVP is the K value. Its nomencla-
ture is accepted by the USP, FDA, and other authoritative bodies worldwide. The
Pharmacopeia (USP) specifies that for very low molecular weight, a 5% solution
whereas for very high molecular weight, a 0.1% solution be measured. All other
molecular weights employ a 1% solution. The relative viscosity is obtained with
an Ostwald–Fenske or Cannon–Fenske capillary viscometer, and the K value is
derived from Fikentscher’s equation (70).

log
ηrel

c
= 75K2

o

1+1.5Koc
+Ko

where K = 1000Koηrel = relative viscosity, and c = concentration of the solution
in g/100 mL. Solving directly for K, the Fikentscher equation is converted to

K=[300clogZ+(c+1.5clogZ)2+1.5clogZ−c]/(0.15c+0.0003c2)

where Z = ηrel. Table 5 illustrates a correlation chart where the K value is simply
read off from a knowledge of ηrel.
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Table 5. Ko Value vs Relative Viscosity at 1% Concentration (wt/vol)a

K value Relative viscosity K value Relative viscosity

20 1.120 60 2.031
25 1.175 65 2.258
30 1.243 70 2.527
35 1.325 75 2.846
40 1.423 80 3.225
45 1.539 85 3.678
50 1.677 90 4.219
55 1.839 95 4.870
aRef. 68.

Table 6. K Value vs Weight-Average Molecular Weight for PVPa

K value Mw, amu K value Mw, amu

10 2,600 70 626,900
15 8,100 75 761,500
20 18,300 80 913,500
25 34,400 85 1,084,000
30 57,500 90 1,273,000
35 88,800 95 1,483,000
40 129,300 100 1,714,000
45 180,300 105 1,967,000
50 242,700 110 2,242,000
55 317,600 115 2,542,000
60 405,900 120 2,866,000
65 508,600
aRef. 68.

The intrinsic viscosity [η] may be approximated from the Fikentscher equa-
tion by

[η] = 2.303 (0.001K + 0.000075K2)

where [η] = intrinsic viscosity and K = K value of sample.
Utilizing the Mark–Houwink equation (71)

[η] = KM̄a
v

it is possible to relate the viscosity-average molecular weight (M̄v) to the K value.
For commercial grades of unfractionated PVP prepared by similar means

(presumed to exhibit similar molecular weight distribution (MWD) and degree of
branching), the following regression formula can be employed (68):

log mol wt. = 2.82 logK + 0.594

Table 6 indicates mol wt. vs K value obtained by this technique. Table 7
lists Mn obtained by osmometry methods. The specifications for Technical and
Pharmaceutical grades are given in Tables 8 and 9.
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Table 7. Osmometry Molecular Weights for PVPa

Sample Technique Mn

K-90 Membrane osmometry 37,4000
K-60 Membrane osmometry 67,500
K-30 Vapor pressure osmometry 8,430
K-15 Vapor pressure osmometry 5,170
aRef. 69.

Table 8. Specifications of Technical PVP Grades

Designation Form K range Water, %max Ash, %max Mv(×10− 3)a

K-15 Powder 13–19 5 0.02 10
K-15 Aqueous solution 13–19 72 10
K-30 Powder 26–34 5 0.02 40
K-60 Aqueous solution 50–62 55 0.02 220
K-90 Aqueous solution 80–100 80 0.02 630
K-90 Powder 88–100 5 0.02 630
K-120 Powder 115–125 5 0.02 1450

aPerformed at 25◦C, in H2O, using Mark–Houwink constants of K = 1.4 × 10− 4 and a = 0.7.

Table 9. Specifications of Pharmaceutical PVP Grades (Povidone)

Assay Valuea

K value
10–15 85–115% of stated supplier’s value
16–90 90–107% of stated supplier’s value

Moisture, % 5
pHb 3.0–7.0
Residue on ignition, % 0.02
Aldehydes, %c 0.02
N-Vinyl-2-pyrrolidinone, % 0.20
Lead, ppm 10
Arsenic, ppm 1
Nitrogen, % 11.5–12.8
aAll single values are maximum.
bOf a 5% solution in distilled water.
cCalculated as acetaldehyde.

Glass-Transition Temperature. The Tg of PVP is sensitive to residual
moisture (72) and unreacted monomer. It is even sensitive to how the polymer
was prepared, suggesting that MWD, branching, and cross-linking may play a
part (73). Polymers presumably with the same molecular weight prepared by bulk
polymerization exhibit lower Tgs compared to samples prepared by aqueous so-
lution polymerization, lending credence to an example, in this case, of branching
caused by chain transfer to monomer.

Molecular weight also plays a significant role in Tg, which increases to a
limiting value of 180◦C for high purity samples above K-90 in molecular weight.
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Table 10. Glass-Transition Temperatures of PVP

Samplea Measured K value Tg, ◦C

Plasdone K-15 14.0 126
PVP K-15 14.9 130
Plasdone K-25 22.5 160
PVP K-30 27.5 163
Plasdone K-29/32 28.7 164
PVP K-60 55.5 170
PVP K-90 89.6 174
aCourtesy of ISP Corp.

The following equation applies:

Tg(C◦)=175 − 9685
K2

and Table 10 illustrates this relationship with commercially available samples.
Solubility. One of PVP’s more outstanding attributes is its solubility in

both water and a variety of organic solvents. PVP is soluble in alcohols, acids,
ethyl lactate, chlorinated hydrocarbons, amines, glycols, lactams, and nitroparaf-
fins. Solubility means a minimum of 10 wt% PVP dissolves at room temperature
(moisture content of PVP can influence solubility). PVP is insoluble in hydro-
carbons, ethers, ethyl acetate, sec-butyl-4-acetate, 2-butanone, acetone, cyclohex-
anone, and chlorobenzene. Both solvent polarity and Hbonding strongly influence
solubility (74).

Swelling Behavior. One way to visualize the interaction of solvents with
PVP is to examine the effect the former have on lightly cross-linked PVP, as a
model for the linear polymer (75).

Such gels can be prepared from a minimum of diallyl cross-linker and VP
to afford products that are mechanically stable and easy to handle as hydrogels.
Such samples must be extracted because soluble polymer competes for solvent,
affording lower swell volumes than those expected. The extracted and dried sam-
ples are swollen to equilibrium in a variety of solvents (Table 11). Three groups
of solvents can be distinguished: the first includes those in which the cross-linked
polymer swells 15–25 times. VP, H2O, CH3OH, C2H5OH, benzylamine, and chlo-
roform are examples. Swelling drops off with longer chain-length alcohols. Aro-
matic derivatives like benzyl alcohol and aniline afford similar swelling ratios to
each other and to aliphatic analogues. This indicates that simple aromatic groups
do not interact. When comparing volume instead of weight, water actually causes
a 0.36% shrinkage of the gel. Water can therefore cross-link by hydrogen bonding
to a limited but measurable extent. The second group consists of acetone, MEK,
and dioxane solvents that not only increase the swell ratio (to a much lesser ex-
tent) but also increase the swell volume by 60–100%. The third group consists of
hydrocarbons, benzene, carbon tetrachloride, isopropyl ether, and triethyl amine.
In this case, they have little or no effect on swelling. The hallmark of this group
is lack of hydrogen-bonding capability.

In water, the swell ratio actually decreases with temperature at a constant
rate of −0.12%/◦C. PVP gels therefore swell exothermically in water, and, as
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Table 11. Swelling of Cross-linked Polyvinylpyrrolidone in Various Liquids at 20◦Ca

Liquid Degree of swelling Liquid Degree of swelling

1-Propanol 25.6 Chloroform 16.7
Ethanol 24.8 Ethylenediamine 15.6
Isoamyl alcohol 24.8 Acetone 2.1
Methanol 24.0 Methyl ethyl ketone 2.0
Water 19.7 Cyclohexanone 1.9
Benzyl alcohol 19.5 Dioxane 1.6
n-Octanol 19.1 Trimethylamine 1.07
Benzylamine 17.1 Carbon tetrachloride 1.03
Prim-phenyl ethyl alcohol 16.9 Benzene 1.02

Isopropyl ether 1.0
aRef. 75.

Table 12. Temperature-Dependence of Degree of Swelling in Four Liquidsa

Liquid Temperature, ◦C Degree of swelling

Dioxane 20 1.57
50 2.34

Methyl ethyl ketone 20 1.69
50 2.86

Ethanol 20 18.3
50 17.3

Chloroform 20 24.6
50 24.0

aRef. 75.

expected, heat reverses the process. Cooling back to a lower temperature results
in the expected higher swell ratio being reestablished. Alcohols and other hydro-
gen bonding solvents cause the same effect but to a lesser extent. Nonhydrogen-
bonding solvents actually cause an increase in swelling with temperature (Table
12).

Rheology. PVP solubility in water is limited only by the viscosity of the
resulting solution. The heat of solution is −16.61kJ/mol (−3.97 kcal/mol) (76);
aqueous solutions are slightly acidic (pH 4–5). Figure 2 illustrates the kinematic
viscosity of PVP in aqueous solution. The kinematic viscosity of PVP K-30 in
various organic solvents is given in Table 13.

Aqueous Solutions of PVP. Although it is soluble in a variety of polar
solvents, PVP has generated significant interest because of its aqueous solubility.
Water can readily hydrogen bond to the polar, negatively charged pyrrolidinone
carbonyl oxygen because pyrrolidinone, a five-membered planar lactam, affords
maximum π , π -orbital overlap. The canonical resonance forms highlight the po-
tential for a partial negative charge to form on oxygen:
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Fig. 2. Kinematic viscosity of PVP in aqueous solutions.

The partial charge on nitrogen is sterically shielded by the polymer back-
bone and the surrounding pyrrolidinone methylenes. Because of high dipole mo-
ment and polarity, PVP has a noticeable effect on water structure and various
methods have been proposed to measure bound water (77). One study even il-
lustrates the different categories of water generated by freezing aqueous PVP
solutions (78). The results are summarized in Figure 3, and, as can be seen, PVP
is hydrated with bound water that will not freeze (concentrated solutions >57%
will not freeze). PVP is therefore used as a protectorate in cryobiology (79).
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Table 13. Kinematic Viscosity of PVP K-30 in Organic Solvents

Kinematic viscosity,a mm2/s (=cSt)

Solvent 2% PVP 10% PVP

Acetic acid (glacial) 2 12
1,4-Butanediol 101 425
Butyrolactone 2 8
Cyclohexanol 80 376
Diacetone alcohol 5 22
Diethylene glycol 39 165
Ethanol (absolute) 2 6
Ethyl lactate 4 18
Ethylene glycol 24 95
Ethylene glycol monoethyl ether 3 12
Glycerol 1480 2046
2-Propanol 4 12
Methyl cyclohexanone 3 10
N-Methyl-2-pyrrolidone 2 8
Methylene dichloride 1 3
Monoethanolamine 27 83
Nitroethane 1 3
Nonylphenol 3300
Propylene glycol 66 261
Triethanolamine 156 666
aKinematic viscosity = absolute viscosity/density.

The actual amount and structure of this “bound” water have been the sub-
ject of debate (80), but the key factor is that in water, PVP and related polymers
are water structure organizers, which is a lower entropy situation (81). Therefore,
it is not unexpected that water would play a significant role in the homopolymer-
ization of VP, because the polymer and its reactive terminus are more rigidly
constrained in this solvent and termination kt is reduced (82).

Complexation

The combination of electrostatic interaction (induced dipole–dipole interaction)
with an increase in entropy resulting from the discharge of bound water is fun-
damental to PVP’s ability to complex with a variety of large anions.

Other factors that can stabilize such a forming complex are hydrophobic
bonding by a variety of mechanisms (van der Waals, Debye, ion dipole, charge
transfer, etc). Such forces complement the stronger hydrogen bonding and elec-
trostatic interactions.

Approximately a minimum M̄n of 1–5000 is required before complexation
is no longer dependent on molecular weight for small anions such as KI3 and
1-anilinonaphthaline-8-sulfonate (ANS) (83,84). The latter anion is a fluorescent
probe that, when bound in hydrophobic environments, will display increased flu-
orescence and, as expected, shows this effect in the presence of aqueous PVP.
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Fig. 3. Phase diagram for the three kinds of water in PVP aqueous solutions (78). A,
freezable water; B, bound, nonfreezable water (six per repeat unit); C, nonfreezable water.

PVP, when complexed with HI3, shrinks in size as it loses hydrodynamic volume,
possibly because of interchain complexation. ANS, on the other hand, causes the
polymer to swell by charge repulsion because it behaves like a typical polyelec-
trolyte (85).

Adsorption Isotherms. Equilibrium dialysis studies indicate around 10
repeat VP units (base moles) are required to form favorable complexes (86,87).
This figure can rise to several hundred for methyl orange and other anions de-
pending on structure (88,89).

Although hydrophobic bonding is well established as a significant force sta-
bilizing such complexes, some work suggests that such generalizations do not ap-
ply to every case (89). However, a study of the complexes of PVP with tetraanionic
porphyrins has shown that the reaction of porphyrin with cupric ion is slowed
dramatically in the presence of PVP. This is interpreted as demonstrating the
existence of hydrophobic pockets preventing a reaction that is clearly favored if
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both species are in aqueous environments (90). Hydrophobic bonding has been
illustrated by comparing competitive binding of butyl orange (BO) with 1-amino-
4-methylamino anthraquinone-2-sulfonate (AQ) (91). The thermodynamic data
for BO show that the binding process is athermal and stabilized entirely by the
entropy term. On the other hand, AQ exhibits a large enthalpy and small en-
tropy value and its binding is by the stronger and energetic interaction caused by
hydrogen bonding (NH groups of AQ) and hydrophobic interaction of the polynu-
clear aromatic AQ; both structural features are missing from BO (91).

Iodine Complexes. The small molecule/PVP complex between iodine and
PVP is probably the best-known example (92) and can be represented as follows:

CH2
CH2

I3
–

CH2 CH2

CHCH

O

mn

OO
H+

NNN

It is widely employed as a disinfectant in medicine (povidone–iodine) be-
cause of its mildness, low toxicity, and water solubility. In actuality, the complex is
based on HI3 since HI is formed in situ from iodine during the manufacturing pro-
cess (93). According to the U.S. Pharmacopeia, povidone–iodine is a free flowing,
brown powder that contains from 9 to 12% available iodine. It is soluble in water
and lower alcohols. When dissolved in water, the uncomplexed free-iodine level
is very low (Fig. 4) (94); however, the complexed iodine acts as a reservoir and
by equilibrium replenishes the free iodine to the equilibrium level. This prevents
free iodine from being deactivated because the free form is continually available
at effective biocidal levels from this large reservoir (95). The structure of the
complex has been studied and in essence is similar to the representation above
(95,96). PVP will interact with other small anions and resembles serum albumin
and other proteins in this regard (97). It can be “salted in” with anions such as
NaSCN or “out” with Na2SO4 much like water-soluble proteins (98).

Phenolics. PVP readily complexes phenolics of all types to some degree,
the actual extent depending on structural features such as number and orienta-
tion of hydroxyls and electron density of the associated aromatic system. A model
has been proposed (99). Complexation with phenolics can result in reduced PVP
viscosity and even polymer-complex precipitation (100).

One practical result of this strong interaction is the employment of PVP
to remove unwanted phenolics such as bitter tanins from beer and wine. This
process is more easily carried out with insoluble crospovidone, which can be re-
generated for reuse with dilute base (101). Soluble PVP has been employed to
prevent photoyellowing of paper by complexing free-phenolic hydroxyl groups in
lignin (102).

Dyes. PVP is currently (ca 1997) employed in a variety of antidye redepo-
sition detergents as a result of its strong interaction with fugitive anionic dyes
(103,104). This interaction depends on the structure of the dye. Cationic dyes
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Fig. 4. Free iodine in povidone–iodine aqueous solutions (96).

complex only if they also contain hydrogen-bonding functionality. Anionic dyes
complex more easily, depending on the number of anionic groups, size of the aro-
matic nucleolus, and number and orientation of phenolic hydroxyl groups, etc.

Anionic Surfactants. PVP also interacts with anionic detergents, an-
other class of large anions (105). This interaction has generated considerable
interest because addition of PVP results in the formation of micelles at lower con-
centration than the critical micelle concentration (CMC) of the free surfactant the
mechanism is described as a “necklace” of hemimicelles along the polymer chain,
the hemimicelles being surrounded to some extent with PVP (106). The effective
lowering of the CMC increases the surfactant’s apparent activity at interfaces.
PVP will increase foaming of anionic surfactants for this reason.

Because of this interaction, PVP has found application in surfactant formu-
lations, where it functions as a steric stabilizer for example to generate uniform
particle-size polystyrene emulsions (107–109). In a variety of formulations, a sur-
factant’s ability to emulsify is augmented by PVP’s ability to stabilize colloids
sterically and to control rheology.

Polymer/Polymer Complexes. PVP complexes with other polymers ca-
pable of interacting by hydrogen bonding, ion dipole, or dispersion forces. For
example mixing of PVP with poly(acrylic acid) (PAA) in aqueous solution results
in immediate precipitation of an insoluble complex (110). Addition of base results
in disruption of hydrogen bonding and dissolution (111–113). Complexes with a
variety of polyacids (114) and polyphenols (115) have been reported. The interest
in compatibility on a molecular level, an interesting phenomenon rarely found
to exist between dissimilar polymers, is favored by the ability of PVP to form
polymer/polymer complexes.

Practical applications have been reported for PVP/cellulosics (105,116,117)
and PVP/polysulfones (118,119) in membrane separation technology, eg, in the
manufacture of dialysis membranes. Electrically conductive polymers of polyani-
line are rendered more soluble and hence easier to process by complexation
with PVP (120). Addition of small amounts of PVP to nylon 66 and 610 causes



336 N-VINYLAMIDE POLYMERS Vol. 9

Table 14. VP Copolymerization Parametersa

Comonomer (M2) r1 r2 Reference

N-Vinyl caprolactam 2.80 1.70 125
Maleic anhydride −0.027 0.074 126
Methyl methacrylate 0.01 4.04 127
Styrene 0.057 17.2 128
Vinyl acetate 3.40 0.195 128
Acrylic acid 0.100 0.880 129
Dimethylaminoethyl 0.07 4.7 130
Methacrylate 0.69 11.16 131
aRef. 124.

significant morphological changes, resulting in fewer but more regular
spherulites (121).

Copolymerization

The Q and e values of VP are 0.088 and −1.62, respectively (122). This indicates
resonance interaction of the double bond of the vinyl group with the electrons of
the lactam nitrogen, whence the electronegative nature. With high e+ monomers
such as maleic anhydride, VP forms alternating copolymers, much as expected
(123). With other monomers between these Q and e extremes a wide variety of
possibilities exist. Table 14 lists reactivity ratios for important comonomers.

Copolymerizations can be conveniently carried out in aqueous solution or in
a variety of solvents, depending on monomer/polymer solubilities. Various strate-
gies have been employed to compensate for the divergence in reactivity ratios
in order to form uniform (statistical) copolymers such as semibatch or mixed
monomer feeds, the goal being to add the more reactive monomer at the rate
at which it is being consumed (132). Clearly, if the difference in reactivity is too
great, then the amount of more reactive monomer that can be uniformly incorpo-
rated is significantly reduced. Of the monomers listed, styrene fits this category
(133).

Poly(Vinylpyrrolidinone-co-Vinyl Acetate). The first commercially
successful class of VP copolymers, poly(vinylpyrrolidinone-co-vinyl acetate) is cur-
rently manufactured in sizeable quantities by both ISP and BASF. A wide variety
of compositions and molecular weights are available as powders or as solutions
in ethanol, isopropanol, or water (if soluble). Properties of some examples of this
class of copolymers are listed in Table 15.

Although reactivity ratios indicate that VP is the more reactive monomer,
reaction conditions such as solvent polarity, initiator type, percent conversion,
and molecular weight of the growing radical can alter these ratios (135). There-
fore, depending on polymerization conditions, copolymers produced by one man-
ufacturer may not be identical to those of another, especially if the end use appli-
cation of the resin is sensitive to monomer sequence distribution and MWD.

An important reason for the ongoing interest in these copolymers is
that vinyl acetate reduces hydrophilicity so that applications that require less
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Table 15. Properties of PVP/VA Copolymersa

PVP–VA copolymer

E-735 E-635 E-535 E-335 I-735 I-535 I-335

Physical form at 25◦C Clear liquid Light yellow liquid
Solvent SDA-40 anhydrous ethanol 2-propanol
Solids after infrared

drying, %
50 ± 2 50 ± 2 50 ± 2 50 ± 2 50 ± 2 50 ± 2

Vinylpyrrolidinone–
vinyl Acetate
ratio

70:30 60:40 50:50 30:70 70:30 50:50 30:70

K value of 1% ethanol
solution

30–50 30–50 30–50 25–35 30–40 25–35 20–30

Moisture as is, Karl
Fischer, %max

0.5 0.5 0.5 0.5 0.5 0.5 0.5

Nitrogen, dry basis,
Kjeldahl, %

8–9 7–8 5.8–6.8 3.1–4.1 8–9 5.9–6.9 3.9–4.9

Specific gravity at 25◦C 0.955 ± 0.01
aRef. 134.

moisture-sensitive films such as those employed to set hair are less prone to plas-
ticize and become tacky under high humidity conditions (136) (Fig. 5).

As shown in Figure 6, desirable fixative properties superior to PVP ho-
mopolymer can be specified by judicious selection of the amount of vinyl acetate.
Hair sprays are limited in the molecular weight of the resin because if they are
too high the resulting viscosity of the formulation will result in a poor (coarse)
spray pattern. Increasing the VP/VA ratio causes properties to increase in the
direction shown by the arrows.

Other applications for VP/VA copolymers are uses as water-soluble or re-
moistenable hot-melt adhesives (137), pharmaceutical tablet coatings, binders,
and controlled-release substrates.

Tertiary Amine-Containing Copolymers. Copolymers based on
dimethylaminoethyl methacrylate (DMAEMA) in either free-amine form or quat-
ernized with diethyl sulfate or methyl chloride have achieved commercial signif-
icance as fixatives in hair-styling formulations, especially in the well-publicized
“mousses” or as hair-conditioning shampoo additives. This success has occurred
because the cationic charge affords substantive resins that strongly adhere to the
hair (138).

The most successful of these products contain high ratios of VP to DMAEMA
and are partially quaternized with diethyl sulfate (Polyquaternium 11) (139–
141). They afford very hard, clear, lustrous, nonflaking films on the hair that are
easily removed by shampooing. More recently, copolymers with methylvinylimi-
dazolium chloride (Polyquaternium 16) (142) or methacrylamidopropyltrimethyl
ammonium chloride (MAPTAC) (Polyquaternium 28) have been introduced. Re-
placement of the ester group in DMAEMA with an amide analog as in Polyquater-
nium 28 results in a resin resistant to alkaline hydrolysis and hence greater
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Fig. 5. Hydrophilicity of three wt% monomer ratios of PVP/VA: (– – –), 70/30; (—), 50/50;
(—·—·), 30/70.

Fig. 6. Effect of VP/VA monomer ratio on properties of VP/VA copolymers.

utility in alkaline permanent wave and bleach formulations (see QUATERNARY

AMMONIUM COMPOUNDS).
Unquaternized DMAEMA copolymers afford resins that are mildly cationic

and less hydroscopic. They provide more moisture-resistant fixatives (143). Fur-
ther refinements have been accomplished by adding a third comonomer such as
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N-vinylcaprolactam (VCl). In this case, replacement of VP with VCl results in a
terpolymer (VP/VCl/DMAEMA) with even greater high humidity moisture resis-
tance and curl retention.

Copolymers Containing Carboxylic Groups. A new line of VP/acrylic
acid copolymers in powdered form prepared by precipitation polymerization (144)
from heptane have been introduced commercially (145). A wide variety of compo-
sitions and molecular weights are available, from 75/25 to 25/75 wt% VP/AA and
from 20 × 103 to 250 × 103 molecular weights.

The copolymers are insoluble in water unless they are neutralized to some
extent with base. They are soluble, however, in various ratios of alcohol and water,
suggesting applications where delivery from hydroalcoholic solutions (146) but
subsequent insolubility in water is desired, such as in low volatile organic com-
pound (VOC) hair-fixative formulations or tablet coatings. Unneutralized, their
Tgs are higher than expected, indicating interchain hydrogen bonding (147).

Miscellaneous Copolymers. VP has been employed as a termonomer
with various acrylic monomer–monomer combinations, especially to afford resins
useful as hair fixatives. Because of major differences in reactivity, VP can be
copolymerized with alpha-olefins, but the products are actually PVP grafted with
olefin or olefin oligomers (148,149). Likewise styrene can be polymerized in the
presence of PVP and the resulting dispersion is unusually stable, suggesting that
this added resistance to separation is caused by some grafting of styrene onto
PVP (150). The literature contains innumerable references to other copolymers
but at present (ca 1997), those reviewed in this article are the only ones known
to have commercial significance.

Applications

An overview of the various product categories is given in Table 16.
The Chemical Abstracts Services Registry Number and IUPAC nomencla-

ture for PVP are [9003-39-8] and 1-ethenyl-2-pyrrolidinone homopolymer, respec-
tively; however, it is known by a variety of approved names by foreign and domes-
tic regulatory authorities. For example:

Name Chemical name

Povidone Poly(N-vinyl-2-pyrrolidinone)
Polyvidone
Polyvidon Poly(N-vinylbutyrolactam)
Polyvidonum Poly(1-vinyl-2-pyrrolidinone)

1-Vinyl-2-pyrrolidinone polymer
Poly{1-(2-oxo-1-pyrrolinyl)ethylene}

Trade names for nonpharmaceutical grades are PVP, Peregal ST, Albigen A,
and Luviskol; for pharmaceutical grades, Plasdone and Kollidon. The insoluble or
crospovidones likewise exist as two grades: nonpharmaceutical are Polyclar and
Divergan; pharmaceutical, Polyplasdone XL and Kollidon Cl.
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Table 16. Properties and Applications of Commercial PVPs

Polymer Mfr/Trade name Grades Properties/applications

Homopolymers
PVP ISP/PVP, Plasdone

BASF/Luviskol,
Kollidon

K-15 to K-120
K-12 to K-90

film former, adhesive,
binder, com-plexant,
stabilizer,
crystallization
inhibitor, dye
scavenger, detoxi-cant,
viscosity modifier

Cross-linked
Proliferous

polymerization
ISP/Polyclar,

Polyplasdone
BASF/Divergan

various (by particle
size)various (by
particle size)

pharmaceutical tablet
disintegrant, adsorbent
for polyphenols
(tanins), beverage
clarification

Copolymers
PVP/VA BASF/ISP/

PVP–VA
copolymers

Various monomer
ratios in ethanol,
IPA or water in
ethanol, IPA or
water

Film forming adhesives
for hairsprays,
mousses, gels,
shampoos, styling
lotions, bio-adhesives,
water-remoist-enable or
removable adhesives

PVP/DMAEMA ISP/copolymer 845/937/958 Mildly cationic, hair
styling aids and
conditioners, with
strong hold;
sub-stantive, lustrous
film-formers

PVP/DMAEMA
DES quaternary

ISP/Gafquat
BASF/Luviquat

755N/734PQ11 Strongly cationic,
substantive, mousse
and gel hair fixative
ingredients

PVP/imidazolinum
quaternary

BASF/Luviquat FC

PVP/styrenea ISP/Polectron 430 30% VP opacifier for personal care
products; very stable
styrene emulsion

PVP/alpha-olefinsa ISP/Ganex Various (olefin
chain length and
monomer ratios)

surface active film
formers; waterproofing
of sunscreens

Terpolymers
VP/VCl/DMAEMA ISP/Gaffix VC-713 VC-713 Cationic water-soluble

hair styling aid hair
fixatives

VP/tBMA/MA BASF/Luviflex Various
aGraft copolymers.
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OLEFIN FIBERS

Introduction

Olefin fibers, also called polyolefin fibers, are defined as manufactured fibers in
which the fiber-forming substance is a synthetic polymer of at least 85 wt% ethy-
lene, propylene, or other olefin units (1). Several olefin polymers are capable of
forming fibers, but only polypropylene [9003-07-0] (PP) and, to a much lesser
extent, polyethylene [9002-88-4] (PE) are of practical importance. Olefin poly-
mers are hydrophobic and resistant to most solvents. These properties impart
resistance to staining but cause the polymers to be essentially undyeable in an
unmodified form.

The first commercial application of olefin fibers was for automobile seat cov-
ers in the late 1940s. These fibers, made from low density polyethylene (LDPE)
by melt extrusion, were not very successful. They lacked dimensional stability,
abrasion resistance, resilience, and light stability. The success of olefin fibers be-
gan when high density polyethylene (HDPE) was introduced in the late 1950s
(see ETHYLENE POLYMERS, HDPE). Yarns made from this highly crystalline, lin-
ear polyethylene have higher tenacity than yarns made from the less crystalline,
branched form (LDPE) (see ETHYLENE POLYMERS, LDPE). Markets were devel-
oped for HDPE fiber in marine rope where water resistance and buoyancy are
important. However, the fibers also possess a low melting point, lack resilience,
and have poor light stability. These traits caused the polyethylene fibers to have
limited applications.

Isotactic polypropylene, based on the stereospecific polymerization catalysts
discovered by Ziegler and Natta, was introduced commercially in the United
States in 1957. Commercial polypropylene fibers followed in 1961. The first mar-
ket of significance, contract carpet, was based on a three-ply, crimper-textured
yarn. It competed favorably against wool and rayon–wool blends because of its
lighter weight, longer wear, and lower cost. In the mid-1960s, the discovery of
improved light stabilizers led to the development of outdoor carpeting based on
polypropylene. In 1967, woven carpet backing based on a film warp and fine-
filament fill was produced. In the early 1970s, a bulked-continuous-filament
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Table 1. Physical Properties of Commercial Fibersa

Standard Breaking Modulus, Density, Moisture
Polymer tenacity, GPab elongation, % GPab kg/m3 regainc

Olefin 0.16–0.44 20–200 0.24–3.22 910 0.01
Polyester 0.37–0.73 13–40 2.1–3.7 1380 0.4
Carbon 3.1 1 227 1730
Nylon 0.23–0.60 25–65 0.5–2.4 1130 4–5
Rayon 0.25–0.42 8–30 0.8–5.3 1500 11–13
Acetate 0.14–0.16 25–45 0.41–0.64 1320 6
Acrylic 0.22–0.27 35–55 0.51–1.02 1160 1.5
Glass 4.6 5.3–5.7 89 2490
Aramid 2.8 2.5–4.0 113 1440 4.5–7
Fluorocarbon 0.18–0.74 5–140 0.18–1.48 2100
Polybenzimidazole 0.33–0.38 25–30 1.14–1.52 1430 15
aRef. 2.
bTo convert GPa to psi, multiply by 145,000.
cAt 21◦C and 65% rh.

(BCF) yarn was introduced for woven, texturized upholstery. In the mid-1970s,
further improvement in light stabilization of polypropylene led to a staple prod-
uct for automotive interiors and nonwoven velours for floor and wall carpet tiles.
In the early 1980s, polypropylene was introduced as a fine-filament staple for
thermal bonded nonwovens.

The growth of polyolefin fibers continues. Advances in olefin polymerization
provide a wide range of polymer properties to the fiber producer. Inroads into
new markets are being made through improvements in stabilization, and new
and improved methods of extrusion and production, including multicomponent
extrusion and spunbonded and meltblown nonwovens.

Properties

Physical Properties. Table 1 (2) shows that olefin fibers differ from other
synthetic fibers in two important respects: (1) olefin fibers have very low mois-
ture absorption and thus excellent stain resistance and almost equal wet and dry
properties, and (2) the low density of olefin fibers allows a much lighter weight
product at a specified size or coverage. Thus 1 kg of polypropylene fiber can pro-
duce a fabric, carpet, etc, with much more fiber per unit area than a kilogram of
most other fibers.

Tensile Strength. Tensile properties of all polymers are a function of
molecular weight, morphology, and testing conditions. The effect of temperature
on the tensile properties of a typical polypropylene fiber is shown in Figure 1
(3). Tensile properties are also affected by strain rate, as shown in Figure 2 (3).
Lower temperature and higher strain rate result in higher breaking stresses at
lower elongations, consistent with the general viscoelastic behavior of polymeric
materials. Similar effects are observed on other fiber tensile properties, such as
tenacity or stress at break, energy to rupture, and extension at break (4). Under
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Fig. 1. Effect of temperature on tensile properties of polypropylene (3); strain rate = 6.47
× 10− 4 s− 1. In degrees Kelvin: A, 90; B, 200; C, 213; D, 227; E, 243; F, 257; G, 266; H, 273;
I, 278; J, 283; K, 293; and L, 308 (broken at 74.8% extension, 4.84 × 108 N/m2). To convert
GN/m2 to dyne/cm2, multiply by 1010.

Fig. 2. Effect of strain rate on tensile properties of polypropylene at 20◦C (3). In s− 1: A,
4.9 × 102; B, 2.48 × 102; C, 1.26 × 102; D, 6.3 × 101; E, 3.2 × 101; F, 2.87 × 101; G, 2.3 ×
10− 1; H, 3.3 × 10− 2; I, 1.33 × 10− 2; J, 4.17 × 10− 3; K, 1.67 × 10− 3; and L, 3.3 × 10− 4. To
convert GN/m2 to dyne/cm2, multiply by 1010.

the same spinning, processing, and testing conditions, higher molecular weight
results in higher tensile strength. The effect of molecular weight distribution on
tensile properties is complex because of the interaction with spinning conditions
(4,5). In general, narrower molecular weight distributions result in higher break-
ing tenacity and lower elongation (4,6). The variation of tenacity and elongation
with draw ratio for a given spun yarn correlates well with amorphous orienta-
tion (7,8). However, when different spun yarns are compared, neither average
nor amorphous orientation completely explains these variations (9–11). Theory
suggests that the number of tie molecules, both from molecules traversing the
interlamellar region and especially those resulting from entanglements in the
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Fig. 3. Composite curve of true stress at break λbσ b at 40◦C vs reduced time to break tb/ab
for polypropylene fibers of three draw ratios (15): ( ), 2.7 × draw, B = 0; ( ),
3.5 × draw, B = 0.2 (– – –), 4.5 × draw, B = 0.4. Values of B are arbitrary.

interlamellar region, defines the range of tensile properties achievable using
draw-induced orientation (12,13). Increased entanglements (more ties) result in
higher tenacity and lower elongation.

Creep, Stress Relaxation, and Elastic Recovery. Olefin fibers exhibit
creep, or time-dependent deformation under load, and undergo stress relaxation,
or the spontaneous relief of internal stress. Because of the variety of molecular
sizes and morphological states present in semicrystalline polymers, the creep and
stress relaxation properties for materials such as polypropylene cannot be rep-
resented in one curve by using time–temperature superposition principles (14).
However, given a spun yarn and thus a given structural state, curves for creep
fracture (time to break under variable load) can be developed for different draw
ratios, as shown in Figure 3 (15), indicating the importance of spun-yarn struc-
ture in a crystallizable polyolefin fiber. The same superposition can be carried
out up to 110◦C, where substantial reordering of polymer crystalline structure
occurs (16).

High molecular weight and high orientation reduce creep. At a fixed molecu-
lar weight, the stress-relaxation modulus is higher for a highly crystalline sample
prepared by slow cooling than for a smectic sample prepared by rapid quench (14).
Annealing the smectic sample raises the relaxation modulus slightly, but not to
the degree present in the fiber prepared by slow cooling.

Elastic recovery or resilience is the recovery of length upon release of stress
after extension or compression. A fiber, fabric, or carpet must possess this prop-
erty in order to spring back to its original shape after being crushed or wrinkled.
Polyolefin fibers have poorer resilience than nylon; this is thought to be partially
related to the creep properties of the polyolefins. Recovery from small strain cyclic
loading is a function of temperature, as shown in Figure 4, and found to be a min-
imum for polypropylene at 10◦C, near the glass-transition temperature Tg (17).
The minimum for polyethylene is at 30◦C, higher than the amorphous Tg. This
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Fig. 4. Resiliency of polypropylene (—�—) and polyethylene (– – –), multifilament yarns
as a function of temperature (17).

Table 2. Thermal Properties of Olefins and Other Fiber-Forming Polymers

Thermal
Softening degradation

Polymera Tg, ◦C Tm, ◦C temperature, ◦C temperature, ◦C

High density polyethylene (HDPE) −120 130 125
i-Polypropylene (PP) −20 165 160 290
i-Poly(1-butene) −25 128
i-Poly(3-methyl-1-butene) 315
i-Poly(4-methyl-1-pentene) 18 250 244
Poly(ethylene terephthalate) (PET) 70 265 235 400
Nylon-6,6 50 264 248 360
ai = isotactic.

minimum is thought to be associated with motions in the crystalline phase of the
highly oriented crystalline structure (17).

Chemical Properties. The hydrocarbon nature of olefin fibers, lacking
any polarity, imparts high hydrophobicity and, consequently, resistance to soiling
or staining by polar materials, a property important in carpet and upholstery ap-
plications. Unlike the condensation polymer fibers, such as polyester and nylon,
olefin fibers are resistant to acids and bases. At room temperature, polyolefins
are resistant to most organic solvents, except for some swelling in chlorinated
hydrocarbon solvents. At higher temperatures, polyolefins dissolve in aromatic or
chlorinated aromatic solvents, and show some solubility in high boiling hydrocar-
bon solvents. At high temperatures, polyolefins are degraded by strong oxidizing
acids.

Thermal and Oxidative Stability. The thermal transitions of several
polyolefins are compared to other polymers in Table 2. In general, polyolefins
undergo thermal transitions at much lower temperatures than condensation
polymers, and thus the thermal and oxidative stability of polyolefin fibers are
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Table 3. Stabilization of Polypropylene Fiber by Polymeric HALSa

Carbon arc Florida
HALS Manufacturer T50, hb T50, kJ/m2c ,d

None 70 <105
Chimassorb 944 CIBA-GEIGY Corp. 300 293–418
Cyasorb 3346 American Cyanamid Co. 320 418
Spinuvex A-36 Montedison Corp. 370–400 293
aTest specimens were 0.5 tex (4.5 den) filaments containing 0.25% specified HALS (22).
bHours to 50% retention of initial tensile strength under carbon arc exposure.
ckJ/m2 to 50% retention of tensile strength; Florida under glass exposure.
dTo convert kJ/m2 to Langley, multiply by 239.

comparatively poor (18). They are highly sensitive to oxygen, which must be
carefully controlled in all processing. The tertiary hydrogen in polypropylene im-
parts sensitivity to oxidative degradation by chain scission resulting in molecular
weight degradation. Polyolefins are stabilized by hindered phenols or phosphites.
Hindered phenol stabilizers provide moderate melt stability and good long-term
heat aging, but undergo gas yellowing, which is a chemical reaction of phenolic
compounds and nitrous oxide gases producing yellow-colored compounds. Typical
sources of nitrous oxides are gas-fired heaters, dryers, and tenters, and propane-
fueled lift trucks used in warehouses. Phosphites are good melt stabilizers and
do not gas yellow, but have poor long-term heat aging. Preferred stabilizers are
highly substituted phenols such as Cyanox 1790 and Irganox 1010, or phosphites
such as Ultranox 626 and Irgafos 168 (see ANTIOXIDANTS; HEAT STABILIZERS).

Ultraviolet Degradation. Polyolefins are subject to light-induced degra-
dation (19); polyethylene is more resistant than polypropylene. Although the
mechanism of UV degradation is different from thermal degradation, the result-
ing chain scission and molecular weight degradation is similar. In fiber applica-
tions, stabilization against light is necessary to prevent loss of properties. The
stabilizer must be compatible, have low volatility, be resistant to light and ther-
mal degradation itself, and must last over the lifetime of the fiber. Chemical and
physical interactions with other additives must be avoided. Minimal odor and
toxicity, colorlessness, resistance to gas yellowing, and low cost are additional
requirements (see UV STABILIZERS).

Stabilizers that act as UV screens or energy quenchers are usually ineffec-
tive by themselves. Because polyolefins readily form hydroperoxides, the more
effective light stabilizers are radical scavengers. Hindered amine light stabiliz-
ers (HALS) are favored, especially high molecular weight and polymeric amines
that have lower mobility and less tendency to migrate to the surface of the fiber
(20,21). This migration is commonly called bloom. Test results for some typical
stabilizers are given in Table 3 (22).

Flammability. Flammability of polymeric materials is measured by many
methods, most commonly by the limiting-oxygen-index test (ASTM D2863), which
defines the minimum oxygen concentration necessary to support combustion,
or the UL 94 vertical-burn test, which measures the burn length of a fab-
ric. Most polyolefins can be made fire retardant using a stabilizer, usually a
bromine-containing organic compound, and a synergist such as antimony oxide
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Fig. 5. Melt spinning process.

(23). However, the required loadings are usually too high for fibers to be spun.
Fire-retardant polypropylene fibers exhibit reduced light and thermal resistance.
Commercial fire-retardant polyolefin fibers have just recently been introduced,
but as expected the fibers have limited light stability and poor luster. Where ap-
plications require fire retardancy, it is usually conferred by fabric finishes or in-
corporation of fire retardants in a latex, such as in latex-bonded nonwovens and
latex-coated wovens.

Dyeing Properties. Because of their nonionic chemical nature, olefin
fibers are difficult to dye. Oil-soluble dispersed dyes diffuse into polypropylene
but readily bloom and rub off. In the first commercial dyeing of olefin fibers,
nickel dyes such as UV-1084, also a light stabilizer, were used. The dyed fibers
were colorfast but dull and hazy. A broad variety of polymeric dye-sites have been
blended with polypropylene; nitrogen-containing copolymers are the most favored
(24–26). A commercial acid-dyeable polypropylene fiber is prepared by blending
the polypropylene with a basic amino-polyamide terpolymer (27). In apparel ap-
plications where dyeing is important, dyeable blends are expensive and create
problems in spinning fine denier fibers. Hence, olefin fibers are usually colored by
pigment blending during manufacture, called solution dyeing in the trade.

Manufacture and Processing

Olefin fibers are manufactured commercially by melt spinning, similar to the
methods employed for polyester and polyamide fibers (see POLYESTERS, FIBERS;
POLYAMIDES, FIBERS). The basic process of melt spinning is illustrated in Figure
5. The polymer resin and ingredients, primarily stabilizers, pigments, and rhe-
ological modifiers, are fed into a screw extruder, melted, and extruded through
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Fig. 6. Linear density of olefin fibers in various applications (29); dtex = 1.1 den.

fine diameter holes. The plate containing the holes is commonly called a spin-
nerette. A metering pump and a mixing device are usually installed in front of
the spinneret to ensure uniform delivery and mixing to facilitate uniform draw-
down at high speeds. In the traditional or long spinning process, the fiber is pulled
through a long cooling stack-type quench chamber by a take-up device at speeds
in the range of 50–2000 m/min and discontinuously routed to downstream finish-
ing operations. In the short spinning process, filaments are cooled within a few
centimeters of the spinneret at speeds of 50–150 m/min. Because of the lower
speeds, fiber can be continuously routed to downstream finishing operations in a
one-step process (28). Finishing operations include drawing the fiber to as much
as six times its original length, heat treatment to relieve internal stresses, and
texturizing processes, which are combinations of deformational and heat treat-
ments. These treatments were developed to impart specific characteristics to the
olefin fiber dependent on its end use. Commercial olefin fibers are produced in a
broad range of linear densities, from 0.1 to 12 tex (1.1–110 den), to fit a variety of
applications, as shown in Figure 6 (29).

Extrusion. Polymer resin and additives are melted and pumped through
an extruder into a spinning pump. The pump meters the molten polymer through
a filter system which removes particles from the molten polymer stream that
might clog the capillaries of the spinneret or cause discontinuities in fine diame-
ter fiber. These filters are typically either sand packs or metal screens. The poly-
mer continues to a spinneret, where it is extruded through holes under pressure.
These holes or capillaries define the size and shape of the extruded fiber. A spin-
neret may contain up to several thousand capillaries, typically 0.3–0.5 mm in
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Table 4. Molecular Weight Characterization Data for Polypropylene Samplesa,b

Codec Melt flow rated Mw × 10− 5 Mw/Mn Mz/Mw Mv × 10− 5

High molecular weight polypropylene
◦ Narrow 4.2 2.84 6.4 2.59 2.40
� Regular-broad 5.0 3.03 9.0 3.57 2.42
� Broad-regular 3.7 3.39 7.7 3.54 2.71

Middle molecular weight polypropylene
Narrow 11.6 2.32 4.7 2.81 1.92

� Regular 12.4 2.79 7.8 4.82 2.13
Broad 11.0 2.68 9.0 4.46 2.07

Low molecular weight polypropylene
⊕ Narrow 25.0 1.79 4.6 2.47 1.52

Regular-narrow 23.0 2.02 6.7 3.18 1.66
aRef. 30.
bFigs. 7-9.
cNarrow, regular, and broad refer to molecular weight distribution.
dASTM D1238 (Condition L; 230/2.16).

diameter. The length of the capillary is sized to the melt viscosity of the polymer.
Typical length-to-diameter ratios of spinneret capillaries are 2:1 to 8:1. The spin-
neret holes can be arranged in a variety of hole spacings and patterns, including
rectangular, round, and annular. Considerations include throughput rate, heat
transfer required to quench the fiber, and fiber diameter.

The extrusion of olefin fibers is largely controlled by the polymer. Polyolefin
melts are strongly viscoelastic, and melt extrusion of polyolefin fibers differs from
that of polyesters and polyamides. Polyolefins are manufactured in a broad range
of molecular weights and ratios of weight-average to number-average molecular
weight (Mw/Mn). Unlike the condensation polymers, which typically have molec-
ular weights of 10,000–15,000 and Mw/Mn of approximately 2, polyolefins have
weight-average molecular weights ranging from 50,000 to 1,000,000 and, as poly-
merized, Mw/Mn ranges from 4 to 15. Further control of molecular weight and
distribution is obtained by chemical or thermal degradation. The full range of
molecular weights used in olefin fiber manufacture is above 20,000, and Mw/Mn
varies from 2 to 15. As molecular weight increases and molecular weight dis-
tribution broadens, the polymer melt becomes more pseudoplastic as indicated
in Table 4 and shown in Figure 7 (30). In the sizing of extrusion equipment for
olefin fiber production, the wide range of shear viscosities and thinning effects
must be considered because these affect both power requirements and mixing
efficiencies.

Fiber spinning is a uniaxial extension process, and the elongational viscos-
ity behavior, which is the stress–strain relationship in uniaxial extension, is more
important than the shear viscosity behavior. The narrower molecular weight dis-
tributions tend to be less thinning, and as shown in Figure 8 (30), elongational
viscosity increases at higher extension rates. This leads to higher melt orienta-
tion, which in turn is reflected in higher spun fiber orientation, higher tenac-
ity, and lower extensibility. In contrast, the broad molecular weight distributions
tend to be more thinning and hence more prone to necking and fracture at high
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Fig. 7. Shear viscosity at 180◦C of polypropylene of different molecular weight and dis-
tribution vs shear rate (30); see Table 4 for key. Pa · s = 0.1 P.

Fig. 8. Elongational viscosity at 180◦C of polypropylene of different molecular weight
and distribution (30); see Table 4 for key.

spinning speeds (30,31), but yield a less oriented, higher elongation spun fiber.
The choice of an optimum molecular weight and molecular weight distribution is
determined by the desired properties of the fiber and the process continuity on
available equipment.

Because of the high melt viscosity of polyolefins, normal spinning melt tem-
peratures are 240–310◦C, which is 80–150◦C above the crystalline melting point.
Because of the high melt temperatures used for polyolefin fiber spinning, ther-
mal stabilizers such as substituted hindered phenols are added. In the presence
of pigments, the melt temperature must be carefully controlled to prevent color
degradation and to obtain uniform color dispersion.
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Fig. 9. First normal stress differences of polypropylene of different molecular weight and
distribution (30); see Table 4 for key. To convert N/m2 to dyne/cm2, multiply by 10.

Polyolefin melts have a high degree of viscoelastic memory or elasticity. First
normal stress differences of polyolefins, a rheological measure of melt elasticity,
are shown in Figure 9 (30). At a fixed molecular weight and shear rate, the first
normal stress difference increases as Mw/Mn increases. The high shear rate ob-
tained in fine capillaries, typically on the order of 103–104 s− 1, coupled with the
viscoelastic memory, causes the filament to swell (die swell or extrudate swell)
upon leaving the capillary. On a molecular scale, the residence time in the region
of die swell is sufficient to allow relaxation of any shear-induced orientation. How-
ever, high die swell significantly affects the drawdown or extension rate, leading
to threadline breaks. Die swell can be reduced by lower molecular weight, nar-
rower molecular weight distribution, or higher melt temperature.

Quench. Attempts have been made to model this nonisothermal process
(32–35), but the complexity of the actual system makes quench design an art. Ar-
rangements include straight-through, and outside-in and inside-out radial pat-
terns (36). The optimum configuration depends on spinneret size, hole pattern,
filament size, quench-chamber dimensions, take-up rate, and desired physical
properties. Process continuity and final fiber properties are governed by the tem-
perature profile and extension rate.

Polypropylene and other linear polyolefins crystallize more rapidly than
most other crystallizable polymers. Unlike polyester, which is normally amor-
phous as spun, the fiber morphology of polyolefins is fixed in the spinning process;
this limits the range of properties in subsequent drawing and annealing opera-
tions. In a low crystallinity state, sometimes called the paracrystalline or smectic
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form, a large degree of local order still exists. It can be reached by extruding low
molecular weight polyolefins, processing at low draw ratio, or by a rapid quench
such as by using a cold water bath (37).

Quench is more commonly practiced commercially by a controlled air quench
in which the rate of cooling is controlled by the velocity and temperature of the
air. During normal cooling, crystallization occurs in the threadline. In-line X-ray
scattering studies demonstrate that crystallization is extremely rapid; the full
crystalline structure is almost completely developed in fractions of a second (38).
Fiber spinning is an extensional process during which significant molecular ori-
entation occurs. Under rapid crystallization, this orientation is fixed during the
spinning process. Small-angle neutron-scattering studies of quiescent polypropy-
lene crystallization show that the chain dimensions in both melt and crystallized
forms are comparable (39). Although there may be significant relaxation of the
amorphous region after spinning, the primary structure of the fiber is fixed dur-
ing spinning and controls subsequent drawing and texturizing of the fiber. For
fixed extrusion and take-up rates, a more rapid quench reduces the average melt-
deformation temperature, increases relaxation times, and gives a more entangled
melt when crystallization begins. The rapidly quenched fiber usually gives lower
elongation and higher tenacity during subsequent draw (40). Using a very rapid
quench, the melt may not be able to relax fast enough to sustain drawdown, re-
sulting in melt fracture. Under conditions of a slow quench, the melt may totally
relax, leading to ductile failure of the threadline.

A common measurement useful in predicting threadline behavior is fiber
tension, frequently misnamed spinline stress. It is normally measured after the
crystallization point in the threadline when the steady state is reached and the
threadline is no longer deformed. Fiber tension increases as take-up velocity in-
creases (38) and molecular weight increases. Tension decreases as temperature
increases (41). Crystallinity increases slightly as fiber tension is increased (38).
At low tension, the birefringence increases as tension is increased, leveling off at
a spinline tension of 10 MPa (1450 psi) (38).

Take-Up. Take-up devices attenuate the spinline to the desired linear
density and collect the spun yarn in a form suitable for further processing. A
godet wheel is typically used to control the take-up velocity which varies from
1–2 m/s for heavy monofilaments to 10–33 m/s for fine yarns. The yarn can be
stacked in cans, taken up on bobbins, or directly transferred to drawing and tex-
turizing equipment.

In the spunbond process (Fig. 10), an aspiratory is used to draw the fibers
in spinning and directly deposit them as a web of continuous, randomly oriented
filaments onto a moving conveyor belt. In the meltblown process (Fig. 11), high
velocity air is used to draw the extruded melt into fine-denier fibers that are laid
down in a continuous web on a collector drum.

Draw. Polyolefin fibers are usually drawn to increase orientation and fur-
ther modify the physical properties of the fiber. Linear density, necessary to con-
trol the textile properties, is more easily reduced during drawing than in spin-
ning. The draw step can be accomplished in-line with spinning in a continuous
spin–draw–texturing process (36,42) or in a second processing step. This sec-
ond processing step allows simultaneous mixing of colors in a multi-ply continu-
ous filament yarn for textiles. For staple fiber production, large bundles or tows
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Fig. 10. Flow sheet for typical spunbond fabric manufacture.

Fig. 11. Flow sheet for typical meltblown fabric manufacture.

consisting of up to a million or more filaments are stretched, texturized (crimped),
and cut.

In secondary drawing operations, the aging properties of the spun yarn must
be considered. Because polypropylene fibers have a low Tg, the spun yarn is re-
structured between spinning and drawing; this is more important as the smectic
content is increased (43). The aging process depends on whether the yarn is stored
on bobbins under tension or coiled in cans with no tension on the fiber. The aging
of quick-quenched (smectic) polypropylene films has been studied (43). Stored at
room temperature, the increase in yield stress is 5% in 24 hours. Similar data on
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Fig. 12. Tensile strength vs draw ratio (6): 0.42 melt index spun at 50 m/min, , �; and
500 m/min, �, �; 12.0 melt index spun at 100 m/min, •, ◦; and 500 m/min, � �. Open
symbols = cold drawn and annealed at 140◦C; filled symbols = drawn at 140◦C. To convert
GN/m2 to dyne/cm2, multiply by 1010.

polypropylene spun fibers have not been published, but aging effects are similar.
Drawn fiber properties, such as density, stress relaxation modulus, and heat of fu-
sion, age because of collapse of excess free volume in the noncrystalline fraction
(44).

The crystalline structure of the spun yarn affects the draw process. Mon-
oclinic yarns tend to exhibit higher tenacity and lower elongation at low draw
ratios than smectic yarns (6). They exhibit lower maximum draw ratios, undergo
brittle fracture, and form microvoids (45) at significantly lower draw tempera-
tures, which creates a chalky appearance. Studies of the effect of spun-yarn struc-
ture on drawing behavior show that the as-spun orientation and morphology de-
termine fiber properties at a given draw ratio, as shown in Figure 12 (9,45,46).
However, final fiber properties can be correlated with birefringence, a measure
of the average orientation, as shown in Figure 13 (9,45). Fiber properties and
amorphous orientation show good correlation in some studies (Fig. 14) (7,8), but
in most studies the range of spun-yarn properties is limited. Such studies suggest
that the deformation during draw primarily affects the interlamellar amorphous
region at low draw ratio. At higher draw ratio, the crystalline structure is sub-
stantially disrupted.

Texturing. The final step in olefin fiber production is texturing; the
method depends primarily on the application. For carpet and upholstery, the fiber
is usually bulked, a procedure in which fiber is deformed by hot air or steam jet
turbulence in a nozzle and deposited on a moving screen to cool. The fiber takes
on a three-dimensional crimp that aids in developing bulk and coverage in the
final fabric. Stuffer box crimping, a process in which heated tow is overfed into a
restricted outlet box, imparts a two-dimensional sawtooth crimp commonly found
in olefin staple used in carded nonwovens and upholstery yarns.
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Fig. 13. Elongation to break as a function of birefringence for undrawn, hot-drawn, and
cold-drawn annealed fibers (6): •, undrawn; �, cold-drawn, annealed at 140◦C; , hot-
drawn at 140◦C.

Fig. 14. Tenacity as a function of amorphous orientation (f am) for polypropylene fibers
and films (7). Film drawn at 135◦C (◦), 110◦C (×), and 90◦C (�). �, Heat-set fiber. To
convert N/tex to gf/den, multiply by 11.3. Tenacitymax = 1.3 N/tex (15 gf/den).

Slit-Film Fiber. A substantial volume of olefin fiber is produced by slit-
film or film-to-fiber technology (29). For producing filaments with high linear
density, above 0.7 tex (6.6 den), the production economics are more favorable than
monofilament spinning (29). The fibers are used primarily for carpet backing and
rope or cordage applications. The processes used to make slit-film fibers are ver-
satile and economical.
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Fig. 15. Production lines for stretched film tape (29): (a) continuous production line for
film tape; (b) discontinuous production lines for film and film tape. 1, Control cabinet;
2, extruder; 3, flat die; 4, chill roll; 5, septet (seven rolls); 6, hot plate; 7, septet (seven
rolls); 8, heat-setting oven; 9, trio (three rolls); 10, bobbin winder; 11, film winder; and 12,
film-unrolling stand.

The equipment for the slit-film fiber process is shown in Figure 15 (29). An
olefin film is cast, and, as in melt spinning, the morphology and composition of
the film determine the processing characteristics. Fibers may be produced by cut-
ting or slitting the film, or by chemomechanical fibrillation. The film is fibrillated
mechanically by rubbing or brushing. Immiscible polymers, such as polyethylene
or polystyrene (PS), may be added to polypropylene to promote fibrillation. Many
common fiber-texturing techniques such as stuffer-box, false-twist, or knife-edge
treatments improve the textile characteristics of slit-film fibers.

Several more recent variations of the film-to-fiber approach result in direct
conversion of film to fabric. The film may be embossed in a controlled pattern
and subsequently drawn uniaxially or biaxially to produce a variety of nonwo-
ven products (47). Addition of chemical blowing agents to the film causes fibrilla-
tion upon extrusion. Nonwovens can be formed directly from blown film using a
unique radial die and control of the biaxial draw ratio (48) (see NONWOVEN FAB-
RICS, STAPLE FIBERS).

Bicomponent Fibers. Polypropylene fibers have made substantial in-
roads into nonwoven markets because they are easily thermal bonded. Further
enhancement in thermal bonding is obtained using bicomponent fibers (49). In
these fibers, two incompatible polymers, such as polypropylene and polyethylene,
polyester and polyethylene, or polyester and polypropylene, are spun together
to give a fiber with a side-by-side or core–sheath arrangement of the two ma-
terials. The lower melting polymer can melt and form adhesive bonds to other
fibers; the higher melting component causes the fiber to retain some of its textile
characteristics.

Bicomponent fibers have also provided a route to self-texturing (self-
crimping) fibers. The crimp results from the length differential developed during
processing caused by differential shrinkage in the two polymers in side-by-side
or eccentric core–sheath configurations (50).
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Conventional spinning technology is limited in the production of very fine
denier filaments because of spinning and mass uniformity problems as the melt
drawdown is increased. Ultrafine filaments (microfibers) can be produced through
bicomponent technology by extruding two or more components together as a sin-
gle fiber and later separating the components through chemical or mechanical
processes. Fibers of 0.1–0.001 tex (∼1–0.01 den) per filament can be produced
(50,51).

Meltblown, Spunbond, and Spurted Fibers. A variety of directly
formed nonwovens exhibiting excellent filtration characteristics are made by
meltblown processes (52), producing very fine, submicrometer filaments. A sim-
ple schematic of the die is shown in Figure 11. A stream of high velocity hot air is
directed on the molten polymer filaments as they are extruded from a spinneret.
This air attenuates, entangles, and transports the fiber to a collection device. Be-
cause the fiber cannot be separated and wound for subsequent processing, a non-
woven web is directly formed. Mechanical integrity of the web is usually obtained
by thermal bonding or needling, although other methods, such as latex bonding,
can be used. Meltblown fabrics are made commercially from polypropylene and
polyethylene. The webs are soft, breathable, and drapable (53–55).

In the spunbond process, the fiber is spun similarly to conventional melt
spinning, but the fibers are attenuated by air drag applied at a distance from the
spinneret (see NONWOVEN FABRICS). This allows a reasonably high level of fila-
ment orientation to be developed. The fibers are directly deposited onto a moving
conveyor belt as a web of continuous randomly oriented filaments. As with melt-
blown webs, the fibers are usually thermal bonded or needled (53).

Pulp-like olefin fibers are produced by a high pressure spurting process de-
veloped by Hercules, Inc. and Solvay, Inc. Polypropylene or polyethylene is dis-
solved in volatile solvents at high temperature and pressure. After the solution is
released, the solvent is volatilized, and the polymer expands into a highly fluffed,
pulp-like product. Additives are included to modify the surface characteristics of
the pulp. Uses include felted fabrics, substitution in whole or in part for wood
pulp in papermaking, and replacement of asbestos in reinforcing applications
(56).

High Strength Fibers. The properties of commercial olefin fibers are
far inferior to those theoretically attainable. Theoretical and actual strengths of
common commercial fibers are listed in Table 5 (57). A number of methods, in-
cluding superdrawing (58), high pressure extrusion (59), spinning of liquid crys-
talline polymers or solutions (60), gel spinning (61–65), and hot drawing (66)
produce higher strengths than those given in Table 5 for commercial fibers, but
these methods are tedious and uneconomical for olefin fibers. A high modulus
commercial polyethylene fiber with properties approaching those of aramid and
graphite fibers (Table 6) (67) is prepared by gel spinning (68) (see CARBON FIBERS;
POLYAMIDES, AROMATIC). Although most of these techniques produce substan-
tial increases in modulus, higher tensile strengths are currently available only
from gel spinning or dilute fibrillar crystal growth. Even using these techniques,
the maximum strengths observed to date are only a fraction of the theoretical
strengths.

Hard-Elastic Fibers. Hard-elastic fibers are prepared by annealing a
moderately oriented spun yarn at high temperature under tension. They are
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Table 5. Theoretical and Actual Strengths of Commercial Fibersa

Strength of
Density, Molecular Theoretical commercial

Polymer kg/m3 area, nm2 strength, GPab fiber, GPab

Polyethylene 960 0.193 31.6 0.76
Polypropylene 910 0.348 17.6 0.72
Nylon-6 1140 0.192 31.9 0.96
Polyoxymethylene 1410 0.185 32.9
Poly(vinyl alcohol) 1280 0.228 26.7 1.08
Poly(p-benzamide) 1430 0.205 29.7 3.16
Poly(ethylene terephthalate) 1370 0.217 28.1 1.15
Poly(vinyl chloride) 1390 0.294 20.8 0.49
Rayon 1500 0.346 17.7 0.69
Poly(methyl methacrylate) 1190 0.667 9.2
aRef. 56.
bTo convert GPa to psi, multiply by 145,000.

Table 6. Properties of Commercial High Strength Fibersa

Density, Strength, Modulus, Elongation to Filament
Fiber kg/m3 GPab GPab break, % diameter, mm

Polyethylene 970 2.6 117 3.5 0.038
Aramid 1440 2.8 113 2.8 0.012
S-glass 2490 4.6 89 5.4 0.009
Graphite 1730 3.1 227 1.2 0.006
Steel whiskers 7860 2.3 207 1.3 0.250
aRef. 66.
bTo convert GPa to psi, multiply by 145,000.

prepared from a variety of olefin polymers, acetal copolymers, and polypivalolac-
tone (69,70). Whereas the strengths observed are comparable to those of highly
drawn commercial fiber, in the range 0.52–0.61 N/tex (6–7 gf/den), the recovery
from elongation is substantially better. Hard-elastic fibers typically exhibit 90%
recovery from 50% elongation, whereas highly drawn, high tenacity commercial
fibers exhibit only 50–75% recovery from 5% elongation. The mechanism of elastic
recovery differs from the entropic models normally used to explain plastic proper-
ties. The hard elastic fibers are thought to deform through opening of the lamellae
stacked structure, resulting in void formations; recovery is controlled by energy
considerations. Although there are potential uses in applications involving sub-
stantial deformation, products such as stretch fabrics and hard-elastic fibers are
not yet used commercially.

Economic Aspects

Polyolefin fiber (from polypropylene or ethylene polymers) has continued to be
one of the fastest growing segments of the synthetic fiber industry. Worldwide
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production has been increasing at an annul rate of 6% since 1996 and reached 5.5
million ton in 1999. Polyolefin fibers account for 18% of the worldwide synthetic
fibers market. Polypropylene fibers predominate and account for 89–95% of the
polyolefin production in Western Europe and the United State. The remainder is
manufactured from polyethylene. Polypropylene fibers account for 80% usage in
Japan (71).

The principal use for polyolefin fibers is in consumer products. The primary
use is the production of carpets and rugs, and includes backings. Polyolefins in
the form of nonwoven fabrics is the second largest use.

Nonwoven fabrics continue to be the largest growing segment in the textile
industry. In 2001, worldwide consumption was 3.5 billion ton valued at over $14
billion. Between 1997 and 2001, world consumption grew at a rate of 11.2%/year.
For much of the past decade, solid growth has occurred in industrialized nations.
Double-digit growth is now seen in developing nations (primarily Aisa). In 2001,
developing countries consumed 39% of all nonwovens produced. Consumption is
up from 11% in 1988. Use should continue to grow at the rate of 10–12% through
2006 (72).

Demand for nonwoven roll goods currently exceeds local capacity by 50%.
Growth, particularly in China, has seen expansion of local manufacturing capa-
bilities. In North America, Western Europe, and Japan, damand for nonwovens
is expected to increase at 3–5%/year through 2006.

Industrial applications of polyolefin fibers include woven and nonwoven
geotextiles, agriculatural fabrics, construction sheeting, automobile fabrics, fil-
tration media, rope/twine, woven bags, narrow-woven web and tapes, tents,
and tarpaulins. Geosynthetic fabrics will continue to be a growing market for
polypropylene nonwovens.

Applications

Olefin fibers are used for a variety of purposes from home furnishings to indus-
trial applications. These include carpets, upholstery, drapery, rope, geotextiles,
and both disposable and nondisposable nonwovens. Fiber mechanical proper-
ties, relative chemical inertness, low moisture absorption, and low density con-
tribute to desirable product properties. Olefin fiber use in apparel has been re-
stricted by low melting temperatures, which make machine drying and ironing
of polyethylene and polypropylene fabrics difficult or impossible. However, this
market is increasing as manufacturers take advantage of the wicking properties
(moisture transport) as in lightweight sportswear (73).

Polypropylene fibers are used in every aspect of carpet construction from
face fiber to primary and secondary backings. Polypropylene’s advantages over
jute as carpet backing are dimensional stability and minimal moisture absorp-
tion. Drawbacks include difficulty in dyeing and higher cost. Bulked-continuous-
filament (BCF) carpet yarns provide face fiber with improved crimp and elasticity.
BCF carpet yarns are especially important in contract carpets, characterized by
low dense loops, where easy cleaning is an advantage.

Olefin fiber is an important material for nonwovens (74). The geotex-
tile market is still small, despite expectations that polypropylene is to be the
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principal fiber in such applications. Disposable nonwoven applications include
hygienic coverstock, sanitary wipes, and medical roll goods. The two competing
processes for the coverstock market are thermal-bonded carded staple and spun-
bond, both of which have displaced latex-bonded polyester because of improved
strength, softness, and inertness.

A special use for meltblown olefin fiber is in filtration media such as surgical
masks and industrial filters (75). The high surface area of these ultrafine filament
fibers permits preparation of nonwoven filters with effective pore sizes as small
as 0.5 µm.

Other applications, including rope, cordage, outdoor furniture webbing,
bags, and synthetic turf, make up the remaining segments of the olefin fiber
market. Spunbond polyethylene is used in packaging applications requiring high
strength and low weight. Specialty olefin fibers are employed in asphalt and con-
crete reinforcement (76–79). Hollow fibers have been tested in several filtration
applications (80,81). Ultrafine fibers are used in synthetic leather, silk-like fab-
rics, and special filters (50,51). These fibers are also used in sports outerwear,
where the tight weaves produce fabrics that are windproof and waterproof, but
are able to pass vapors from perspiration and thus keep the wearer cool and dry
(51). If the economics of the high modulus olefin fibers becomes more favorable,
substantial markets could be developed in reinforced composites such as boat
hulls (67).
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Introduction

More than half a century ago, in the 1950s, when researchers began seriously
exploring the possibilities of optical fibers, few would have believed that within
a few decades, optical fibers would revolutionize our lives, leading to dramatic
changes in the way we communicate. Glass optical fibers (GOFs), which were
first developed in the 1960s, exhibited significant propagation losses above 1000
dB/km; the transmission distance was severely limited. The first breakthrough
in fiber optics was brought by Kao and Hockham in 1966 (1). He theorized that
by using a fiber of the purest glass, it would be possible to transmit light signals
more than 100 km, in contrast to fibers available in the 1960s that could only
realize a distance of 20 m. Just 4 years later, in 1970, the first ultrapure fiber
with an attenuation of 20 dB/km was successfully fabricated (2). Others soon
followed, and losses were pushed down to the theoretical limit (0.2 dB/km) (3–5).
A first-generation fiber-optic communication system was successfully deployed in
1976, and since then GOFs have steadily connected the world. Today, more than a
billion kilometers of GOFs have been placed underground and in oceans, enabling
global broadband communication media such as the Internet.

We believe that the next big step in optical fiber technology will be polymer
optical fibers (POFs). In advanced countries, “fiber-to-the-home” (FTTH) services
that interconnect homes with a GOF backbone are well established. However,
intrabuilding networks such as home networks have yet to be adequately de-
veloped. With the increase in the number and use of home PCs, high-definition
(three-dimensional) TVs, smartphones, tablet devices, and intelligent home ap-
pliances, the demand has increased for optical datalink connections not only
up to the end-users’ buildings but also within them (6). Surprisingly, the entire
length of all terminal networks accounts for 95% of that of all optical networks.
In such short-distance applications, from optical local area networks (LANs) for
homes and offices to high-speed backplanes, the extremely low attenuation of
a single-mode GOF is unnecessary. Instead, simpler and less expensive compo-
nents, greater flexibility, and higher reliability against bending, shocks, and vi-
brations are considerably more valuable properties. Naturally, polymers are over-
whelmingly superior to glasses in all of these requirements.

However, for POFs, which have been overshadowed by the success of GOFs
in previous decades, the road has never been smooth. In particular, many studies
have sought to reduce fiber attenuation as had been done for GOFs. To be used
as the core base material, polymers must ultimately be transparent even though
hundreds times higher attenuations than GOFs are allowed for the short-range
networks. Given its amorphous structure and easy processing via a free-radical
bulk polymerization that requires no metal catalysts and avoids contaminants,
poly(methyl methacrylate) (PMMA) has mainly been utilized for POFs (7). Cou-
pled with low material costs, its adequate thermal stability and excellent cor-
rosion resistance have also made PMMA the representative material for POF.
However, even with highly purified PMMA-based POFs, the intrinsic problem of
attenuation caused by C H molecular vibrations remained unresolved. Further-
more, POFs with a large core and modal dispersion had severe limitations in
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bandwidth. In this article, we begin with a brief explanation of optical fibers and
proceed to describe technical developments that have solved the abovementioned
problems and propelled POFs into the main stream of modern short networking
applications.

Basic Concept and Classification of Optical Fibers

The principle of light propagation through POFs is the same as that for GOFs.
POFs are basically composed of two coaxial layers: the core and the cladding. The
core is the inner part of the fiber that guides light, whereas the cladding com-
pletely surrounds the core. The refractive index of the core is slightly higher than
that of the cladding. Hence, when the incident angle of the light input to the core
is greater than the critical angle, the input is confined to the core region because
of total internal reflection at the interface between the different dielectric materi-
als comprising each layer. Although this simple concept is a useful approximation
of light guidance in many kinds of fibers, it does not provide a full explanation.
Light is really an electromagnetic wave with a frequency in the optical range. An
optical fiber guides the waves in distinct patterns called modes, which describe
the distribution of light energy across the waveguide. Commonly used optical
fibers can be separated into two classes based on their modal properties: single-
and multimode fibers. Single-mode fibers are step-index (SI) fibers, whereas mul-
timode fibers can be divided into SI and graded-index (GI) fibers. SI and GI refer
to patterns of variation in the refractive index with the radial distance from the
fiber axis. Figure 1 schematically shows these three types of fibers: (a) the single-
mode fiber, (b) the SI multimode fiber, and (c) the GI multimode fiber.

The information-carrying capacity of an optical fiber is determined by its
impulse response. The impulse response and hence bandwidth are largely deter-
mined by the modal properties of the fiber. Given that single-mode transmission
avoids modal dispersion and other effects that occur with multimode transmis-
sion, single-mode fibers with core diameters of 5–10 µm can carry signals at con-
siderably higher speeds than multimode fibers (8,9). Modal dispersion can be un-
derstood by referring to the SI multimode fiber (Fig. 1b), where different rays are
shown to travel along paths with different lengths. Even if they are coincident at
the input end and travel at the same speed within the fiber, these rays disperse
at the output end because of their different path lengths. As a result, the impulse
signal broadens. This becomes a serious restriction on the transmission speed be-
cause pulses that overlap can interfere with each other, making it impossible to
receive the signal. On the other hand, GI guides have less modal dispersion and
greater transmission capacity than SI guides. The refractive index of the core in
GI multimode fibers is not constant, but decreases gradually from its maximum
at the core center to its minimum at the core/cladding boundary. From Figure 1c,
it is easy to understand qualitatively why the modal dispersion decreases for GI
fibers. As in the case of SI fibers, the path is longer for more oblique rays (higher
order mode). However, the ray velocity changes along the path because of varia-
tions in the refractive index. The speed of light in a material, v, is equal to the
velocity of light in vacuum, c, divided by the refractive index, that is, v = c/n. More
specifically, ray propagation along the fiber axis takes the shortest path but has
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Fig. 1. Ray trajectories through basic types of optical fibers: (a) single-mode fiber, (b)
step-index multimode fiber, and (c) graded-index multimode fiber. Reprinted from Koike,
Y.; Koike, K., J. Polym. Sci., Part B: Polym. Phys. 2011, 49, 2–17, with permission of the
John Wiley & Sons.

the slowest speed since the index is largest along this path. Oblique rays have a
large part of their path in a lower refractive index medium in which they travel
faster. The difference in the refractive index is small but sufficient to compensate
for the time delay. By carefully controlling the refractive index profile in the core
region, the modal dispersion can be drastically reduced.

Currently, most GOFs are fabricated with single-mode structures and are
commonly used in long-distance applications such as core and metropolitan net-
works. With respect to coupling loss, the small core of single-mode fibers is a
serious disadvantage; the smaller the core diameter, the harder it is to couple
light into the fiber. Hence, GI multimode-type fibers were also extensively stud-
ied and deployed in some telecommunication applications up until the mid-1980s
(10–13). However, as single-mode GOFs were far superior in both attenuation
and bandwidth, they gradually shifted to short-length applications such as stor-
age area networks. Coupling light into a single-mode fiber inevitably requires
considerably tighter tolerances than doing so into the larger cores of a multimode
fiber. However, such tighter tolerances were achieved; nowadays, the single-mode
GOF has become the standard choice for virtually all kinds of telecommunications
that involve high bitrates or span distances longer than a couple of kilometers.

On the other hand, POFs have attracted attention as optimal candidates for
short-distance networks such as intrabuilding networks (7). Optical fibers must
be able to connect various devices in the individual rooms of a building; hence,
they must be flexible, easy to bend, and connected at several points. Predictably,
the single-mode GOF is unsuited for this application given its brittleness and
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Fig. 2. Cross-sectional views of representative optical fibers.

small core. In contrast, POFs can be enlarged to approximately 1 mm in diameter
without losing flexibility or ease of fiber alignment (Fig. 2). Therefore, apart from
a few exceptions (14–16), a great deal of effort has been focused on developing
multimode POFs with large diameters.

The Advent of POFs and Analyses of Attenuation

The First POFs. The first POF, CROFON, which was invented in the mid
1960s by Du Pont, was a multimode fiber with an SI profile in the core region.
Compared to GOFs, the SI POF was also advantageous in terms of mass pro-
duction. The first commercialized SI POF was ESKA, which was introduced by
Mitsubishi Rayon in 1975; subsequently, Asahi Chemical and Toray also entered
the market. However, the first fibers were insufficiently transparent to be used
as an intrabuilding communication medium and their application was severely
limited to extremely short-range areas such as light guides, illuminations, audio
datalinks, and sensors.

Analyses of Attenuation. Fiber attenuation limits how far a signal can
propagate in the fiber before the optical power becomes too weak to be detected.
The oldest and most common approach for determining fiber attenuation is mea-
suring the optical power transmitted through long and short lengths of the same
fiber using identical input couplings, a method known as the cutback technique.
First, the optical power at the output (or far end) of the fiber is measured.
Subsequently, the fiber is cut off a few meters from the light source and the out-
put power at this near end is measured without disturbing the input. When Pout
and Pin represent the output powers of the far and near ends of the fiber, respec-
tively, the attenuation α, which is normally expressed in decibels, is defined as
follows:

α(dB/km) = − 10
L

log10

(
Pout

Pin

)
(1)
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Fig. 3. Classification of intrinsic and extrinsic factors affecting the POF attenuation.

where L (in kilometers) is the distance between the two measurement points.
The attenuation of the first prototype was more than 1000 dB/km, and many re-
searchers have attempted to reduce the attenuation. Although the various mech-
anisms contributing to losses in POFs are basically similar to those in GOFs,
their relative magnitudes differ. Figure 3 shows the loss factors for POFs, which
are divided into intrinsic and extrinsic factors. These are further classified into
absorption and scattering losses.

Absorption Loss. Every material absorbs light energy, whose amount de-
pends on the wavelength and material. Intrinsic absorption loss in POFs is
caused by electronic transitions and molecular vibrations. Electronic transition
absorption results from transitions between electronic energy levels of bonds
within the materials; the absorption of photons causes an upward transition,
which leads to excitation of the electronic state. Typically, electronic transition
peaks appear in the ultraviolet wavelength region, and their absorption tails in-
fluence the transmission losses in POFs. The relationship between the electronic
transition loss αe (in dB/km) and the wavelength of incident light λ(in nm) can be
expressed by using Urbach’s rule (17):

αe = Aexp(B/λ) (2)

where A and B are substance-specific constants. In the case of PMMA, A and B
have been clarified to be 1.58 × 10− 12 and 1.15 × 104, respectively (18). Hence,
the αe value of PMMA is less than 1 dB/km at 500 nm. On the other hand,
poly(styrene) (PS) and poly(carbonate) (PC), which are also universal polymers
for POFs, exhibit considerably larger absorption losses (Fig. 4) (18,19). This is
because of the π − π∗ transition of the phenyl groups in PS and PC. The energy
band gap between the π and π∗ levels is close to photon energy of visible light.
The tails are drastically shifted to longer wavelengths as the conjugation length
increases.



372 OPTICAL FIBERS Vol. 9

Fig. 4. Electronic transition loss of PMMA, PS, and PC. Reprinted from Koike, Y.; Koike,
K., J. Polym. Sci., Part B: Polym. Phys. 2011, 49, 2–17, with permission from the John
Wiley & Sons.

The effect of molecular vibrational absorptions becomes strong at wave-
lengths in the visible-to-infrared region. In the case of PMMA, which shows neg-
ligibly small electronic transition absorption, this molecular vibration is the pre-
dominant factor contributing to fiber attenuation. Groh approximated the atten-
uation by the overtone vibrational absorptions of the C H and C X bonds as
follows (20):

αv = 3.2 × 108 ρNCX

M

(
ECX

υ

ECH
1

)
(3)

where αv (in dB/km) is the attenuation, ρ (in g/cm3) the polymer density, M (in
g/mol) the molecular weight of the monomer unit, NCX the number of C X bonds
per monomer, and Eυ

CX/E1
CH the vibration energy ratio of each bond to the funda-

mental frequency of the C H bond. Figure 5 shows the spectral overtone positions
and normalized integral band strengths for the C H, C D, and C F vibrations.
If we set ρ = 1.19 g/cm3, M = 100 g/mol, and NCH = 8 as the PMMA values, it
follows from equation 3 that Eυ

CH/E1
CH = 3.3 × 10− 8 corresponds to an atten-

uation of 1 dB/km. In the visible-to-near infrared region, the overtones for C D
and C F are several orders of magnitude lower than the overtone for C H. This
implies that fiber attenuation can be reduced drastically by substituting the hy-
drogen atoms for heavier atoms such as deuterium and fluorine with lower energy
absorption bands.

Scattering Loss. Scattering losses in polymers arise from microscopic vari-
ations in material density. The isotropic light scattering loss αs (in dB/km) in
POFs can be experimentally estimated by measuring the static light scattering



Vol. 9 OPTICAL FIBERS 373

Fig. 5. Calculated spectral overtone positions and normalized integral band strengths
for different C X vibrations. Reprinted from Koike, Y.; Koike, K., J. Polym. Sci., Part B:
Polym. Phys. 2011, 49, 2–17, with permission of the John Wiley & Sons.

of the polymer rod and is calculated by using the following equation (21):

αs = 4.342 × 105π

∫ π

0
(1 + cos2θ ) V iso

V sinθ dθ (4)

V iso
V = VV − 4

3
HV (5)

where V and H denote vertical and horizontal polarizations, respectively. The
symbol A and the subscript B in the expression for a scattering component, AB,
represent the directions of the polarizing phase of a scattered light and an inci-
dent light, respectively. θ is the scattering angle in relation to the direction of the
incident ray. By using Einstein’s fluctuation theory, the intensity of the isotropic
light scattering VV

iso from thermally induced density fluctuations in a structure-
less liquid is expressed by (22)

V iso
V = π2

9λ4
0

(n2 − 1)2(n2 + 2)2kTβ. (6)

where λ0 is the wavelength of light in vacuum, n the refractive index, k the Boltz-
mann constant, T the absolute temperature, and β the isothermal compressibil-
ity.

Through analyses of light scattering in several optical polymers such as
PMMA (23), PS (24), and PC (25), this equation has proven to be suitable for
amorphous polymers with heterogeneous structures small in size relative to the
wavelength of the incident light. In particular, PMMA, which has the lowest scat-
tering loss among such polymers, has received considerable attention. Using pub-
lished data of β = 3.55 × 10− 11 cm2/dyn at around Tg for bulk PMMA (26) and
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assuming freezing conditions, the value of VV
iso at room temperature and a wave-

length of 633 nm is 2.61 × 10− 6 cm− 1. As a result, the theoretical light scattering
loss can be estimated from the VV

iso value as 9.5 dB/km by using equation 4; this
is almost identical to the experimental value of 9.7 dB/km (23).

Low-Loss Step-Index Polymer Optical Fibers. Through the analyses
of each factor of fiber attenuation described above, the limitations of POFs based
on several materials and their theoretical groundings have been steadily clarified.
Meanwhile, it has been shown that the major factors causing high attenuation
were not intrinsic but rather extrinsic—those such as contaminants becoming
mixed into the polymer during the fiber fabrication process. By preparing the
fiber in an all-closed system from monomer distillation to fiber drawing, low-loss
POFs with losses near theoretical limits were fabricated. In 1981, Kaino reported
a PS-based SI POF with an attenuation of 114 dB/km at 670 nm (27), and in the
following year his group also succeeded in obtaining a PMMA-based SI POF with
an attenuation of 55 dB/km at 568 nm (28).

Graded-Index Technologies for Faster Transmission

Bandwidth and Modal Dispersion. After the studies on transparency, a
high-speed optical network based on POFs became realistic. However, the SI POF
requiring the excitation of several tens of thousands of modes for transmission
had a limitation in bandwidth. The large core increases modal dispersion and
drastically degrades the bandwidth to approximately several hundred megahertz
over 100 m. The concept of fiber bandwidth originates from the general theory
of time-invariant linear systems. If the optical fiber can be treated as a linear
system, its input and output powers in the time domain are described simply as
follows:

pout(t) = h(t) ∗ pin(t). (7)

The output pulse response pout(t) of the fiber can be calculated through the
convolution of the input pulse pin(t) and the impulse response function h(t) of the
fiber. The optical bandwidth of the fiber is defined by the Fourier-transformed
H(f ). This is normally done in terms of the −3 dB bandwidth, which is the mod-
ulation frequency at which the optical power of H(f ) falls to one half the value
of the zero frequency modulation. The larger the −3 dB bandwidth f− 3dB, the
narrower the output pulse and the higher the possible transmission capacity.
Typically, modal dispersion is the dominant factor degrading the bandwidth for
multimode optical fibers. However, as mentioned above, it can be minimized by
forming a quadratic refractive index profile in the core region and by control-
ling the propagation speed of each mode. This method was first developed by
Nishizawa and co-workers for glass fibers (10,13), and subsequently, it was
adapted to POFs.

Development of Graded-Index Polymer Optical Fibers. The first
GI POF was reported in 1982 (29). Initially, the GI profile was formed by
copolymerizing two or three kinds of monomers with different refractive indices
and monomer reactivity ratios (30). In this system, several properties such as
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attenuation, bandwidth, refractive index profile, and numerical aperture were
limited by the differences in the refractive indices and reactivity ratios between
the monomers. To solve the problem, a simpler method of forming the GI profile—
the low molecular doping method—was developed in 1994 (31). By adding a
dopant with a higher refractive index than the base polymer and forming a con-
centration distribution in the radial direction, it became easy to control the refrac-
tive index profile. Furthermore, this groundbreaking method enabled the reliable
fabrication of low-loss GI POFs. Since the first GI POF was reported, various
methods for forming a GI profile have been proposed (32–34). Among these, here
we discuss two major techniques using the low molecular doping method.

Interfacial-Gel Polymerization Technique. In this method, a rod with a
GI profile called a “preform” is first prepared, after which the preform is heat
drawn to the GI POF. The interfacial-gel polymerization technique (35) refers to
the method used to form a parabolic refractive index profile in the core region. In
this section, we use a typical system as an example. The base polymer of the core
and cladding layers is PMMA and the low –molecular weight dopant is diphenyl
sulfide (DPS). First, a glass tube charged with MMA monomer mixtures including
benzoyl peroxide and n-butyl mercaptan as the initiator and chain transfer agent,
respectively, is rotated on its axis at 3000 rpm in an oven at 70◦C for 3–6 h.
The MMA monomer comes to coat the inner wall of the glass tube because of
centrifugal force and is gradually polymerized (Fig. 6a). After heat treatment
at 90◦C for 24 h, the polymer tube based on PMMA is obtained as the cladding
layer of the GI preform. The tube is then filled with a core solution containing a
mixture of MMA monomers as well as DPS, di-tert-butyl peroxide, and n-lauryl
mercaptan as the dopant, initiator, and chain transfer agent, respectively. The
tube filled with the mixture is heated in an oil bath at 120◦C for 48 h under a
nitrogen pressure (Fig. 6b). Finally, the preform is heat drawn to the fiber at
220–250 ◦C (Fig. 6c).

The mechanism for forming a GI profile is described in Figure 7. At the be-
ginning of core polymerization, the inner wall of the PMMA tube becomes slightly
swollen by the monomer–dopant mixture to form a polymer gel phase. The re-
action rate of polymerization is generally faster in the gel phase than in the
monomer mixture because of the gel effect, and the polymer phase grows from
the inner wall of the tube to the core center. During the growth process, the MMA
monomer can diffuse into the gel phase more easily than the dopant molecules
because the molecular volume of the dopant, which contains benzene rings, is
larger than that of the monomer. Hence, the dopant is concentrated in the middle
region to form a quadratic refractive index profile.

The interfacial-gel polymerization technique has been particularly common
in acrylic GI POF studies and has enabled the precise control of the refractive
index profile, leading to a maximally high bandwidth (36). However, this batch
process requires many complicated procedures. Furthermore, the fiber length
obtained at any one time is completely dependent on the preform size. This is
a serious limitation in terms of fabrication costs.

Coextrusion Process. To realize mass production, a new process for GI
POF fabrication called coextrusion has been investigated (37,38). In this pro-
cess, polymers doped with low –molecular weight dopants and homogeneous poly-
mers are first prepared as the base materials of the core and cladding layers,
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Fig. 6. Fabrication process of GI POFs by the preform method: (a) preparation of polymer
tube, (b) core polymerization, and (c) heat drawing. Reprinted from Koike, Y.; Koike, K.,
J. Polym. Sci., Part B: Polym. Phys. 2011, 49, 2–17, with the permission of the John Wiley
& Sons.

respectively. In PMMA–DPS systems, polymerizations are performed at 90◦C for
24 h. The bulk polymers are then further heated at 110◦C for 48 h. The two
materials are melted in their respective extrusion sections at 210–250◦C and
compounded in a die to fabricate a POF with a concentric circular core/cladding
structure. At this point, the fiber does not have a GI distribution. However, by
heating the fiber in the diffusion section, a radial concentration profile of low
–molecular weight dopant is formed as a result of molecular diffusion. Finally,
the GI POF is obtained by winding it onto a take-up reel. The operational proce-
dure of coextrusion is illustrated in Figure 8. This process is very simple, and
hence GI POFs are expected to be manufactured continuously at a relatively
low cost.

In previous studies, it was presumed that a GI POF fabricated by this pro-
cess would have a refractive index distribution with a tail at the core/cladding
boundary, not as steep as that prepared by the conventional batch process. There-
fore, the bandwidth of the GI POF obtained by dopant diffusion coextrusion
would be inferior to that obtained by the batch process. However, contrary to this
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Fig. 7. Formation process of GI distribution by the interfacial-gel polymerization tech-
nique. Reprinted from Koike, Y.; Koike, K., J. Polym. Sci., Part B: Polym. Phys. 2011, 49,
2–17, with permission of the John Wiley & Sons.

expectation, a GI POF without any tail prepared by the process was reported in
2007 (38). If low molecular weight molecules diffuse in a radial direction, their
diffusion can be expressed by Fick’s diffusion equation:

∂C
∂t

= 1
r

∂

∂r

(
Dr

∂

∂r
C

)
(8)

where C is the concentration of low-weight molecules, t the diffusion time, r the
distance from the fiber center, and D the mutual diffusion coefficient of low-
weight molecules. The concentration profile calculated using equation 8 has a
gradual shape around the diffusion front because D is almost constant in general
systems. However, in the polymer–dopant system, the plasticization that occurs
as a result of adding the dopant into the polymer matrix must be considered.
As the dopant concentration increases, the Tg, which determines the mobility
and diffusivity of the dopant, decreases linearly. In other words, diffusion within
the diffusion section of the coextrusion equipment obeys Fick’s law with a diffu-
sion coefficient that varies as a function of dopant concentration. Figure 9 shows
the comparison of the refractive index profiles of experimental and simulated
data. The simulation was performed with a diffusion coefficient calculated from
the results of a one-dimensional diffusion experiment. The polymer matrix and
dopant are PMMA and DPS, respectively. The experimental and simulated data
show good agreement, indicating a high possibility that a high-bandwidth GI
POF can be prepared by the dopant diffusion coextrusion process. Currently, this
continuous fabrication method is well established and is employed for some com-
mercially available GI POFs.
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Fig. 8. Schematic diagram of GI POF fabrication by the coextrusion procedure. Reprinted
from Koike, K.; Koike, K., in Advanced Photonics Polymer: Materials and Applications,
2011, pp. 21–27, with permission of the CMC, Tokyo, Japan.

Fluoro Materials for Advanced Polymer Optical Fibers

With various improvements in the fabrication process enabling the avoidance
of contaminants and the formation of GI profiles, low-loss and high-bandwidth
POFs have become leading candidates for short-range networks. Since the first
SI POF was commercialized, most POFs have been manufactured using PMMA,
a mass-produced commercially available polymer that demonstrates high light
transmittance and provides excellent corrosion resistance to both chemicals
and weather. These properties, coupled with low manufacturing costs and easy
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Fig. 9. Refractive index profiles. A broken line indicates the refractive index profile cal-
culated from equation 8 using the measured dependence of the mutual diffusion coefficient
for a PMMA–DPS system. A solid line indicates the measured refractive index profile for
a PMMA–DPS-based GI POF fabricated by the coextrusion method. Reprinted from—Ref.
(38), permission of the IEEE.

processing, have made PMMA a valuable substitute for glass in optical fibers.
However, the performances can be further improved by modifying the base mate-
rial.

Partially Fluorinated Polymers. The high attenuation of conventional
POFs is dominated by C H overtone stretches and combinations of stretch and
deformations. Hence, the most effective method to obtain a low-loss POF is sub-
stituting hydrogen with heavier atoms such as fluorine, as is shown in Figure
5. However, if vinyl monomers such as MMA are perfluorinated, the polymer-
ization rate drastically decreases. Boutevin studied various partially fluorinated
polymers, which are easily prepared by free-radical polymerization and calcu-
lated the influence of the molar number of C H bonds per unit volume (39).
The contribution of the fluorine substituent is considerably larger than expected
from the chemical structure. For instance, poly(2,2,2-trifluoroethyl methacry-
late) (poly(TFEMA))-based GI POF provides a surprisingly low attenuation—71
dB/km at 650 nm (40)—relative to that for PMMA-based GI POF. Although the
number of C H bonds per monomer unit between TFEMA and MMA differs by
only 1, the trifluoroethyl group of TFEMA possesses a large volume, and the
number of C H bonds per unit volume in poly(TFEMA) is only 64% of that in
PMMA. However, the long side chain not only reduces fiber attenuation but also
lowers Tg.

Recently, a novel GI POF based on a partially fluorinated copolymer with
a lower attenuation and higher Tg than those of PMMA-based GI POF was re-
ported (41). In this study, a copolymer of MMA and pentafluorophenyl methacry-
late (PFPMA) was employed as the core polymer. In general, copolymers tend
to have extremely high scattering losses because of their large heterogeneous
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Fig. 10. Chemical structures of Teflon AF and CYTOP.

structure and corresponding heterogeneity of the refractive index; consequently,
they have not been leading candidates for POF base materials. In this copoly-
meric system, however, the increase in scattering loss is negligibly small since
the refractive indices of both homopolymers are almost identical (PMMA: nD =
1.4914, poly(PFPMA): nD = 1.4873). Moreover, the number of C H bonds per
unit volume in poly(PFPMA) compared with that in PMMA is only 34%; hence,
smaller absorption losses and lower attenuation than those for PMMA can be ob-
tained by copolymerization. When the core composition is 65/35 = MMA/PFPMA
(mol%), the attenuations are 172–185 dB/km at 670–680 nm, and Tg of the fiber
is more than 90◦C, ensuring long-term usage in home environments.

Perfluorinated Polymers. For further reduction of fiber attenuation,
perfluorinated polymers have also been intensively investigated. Compared to
a large number of radically polymerizable hydrocarbon monomers, only a few
classes of perfluoromonomers can homopolymerize under normal conditions via
the free-radical mechanism. The most typical example of a perfluoromonomer
that can be prepared via free-radical polymerization is tetrafluoroethylene (TFE),
developed by DuPont in 1938. As is well known, poly(TFE) (TEFLON) is opaque
despite a lack of C H bonds. In general, perfluorinated resins are rigid and eas-
ily form partially crystalline structures (42). Hence, light is scattered at the
boundary between the amorphous and crystalline phases, causing haziness. To
avoid the crystalline form, an effective method is to introduce aliphatic rings
into the main chain, which becomes twisted and incapable of forming a crys-
talline structure. The most famous examples of amorphous perfluorinated poly-
mers are Teflon AF and CYTOP, which were developed by DuPont and AGC, re-
spectively. Their chemical structures are shown in Figure 10. Both have excellent
clarity, solubility in fluorinated solvents, thermal and chemical durability, high
electrical isolation, low water absorption, and low dielectric properties. In partic-
ular, their high transparencies arise from cyclic structures existing in the poly-
mer main chains. Teflon AF is a copolymer of perfluoro-2,2-dimethyl-1,3-dioxole
(PDD), which posses a cyclic structure in its monomer unit, and TFE. On the
other hand, CYTOP is a homopolymer of perfluoro(4-vinyloxyl-1-butene) (BVE)
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Fig. 11. Comparison of attenuation spectra between PMMA, and CYTOP-based GI
POFs. Reprinted from—Ref. (36), with permission of IEEE.

and cyclopolymerization yields the cyclic structures (penta- and hexacyclic) on
the polymer chain (43).

Although both have sufficient properties as the core material, Teflon AF has
mainly been utilized as the cladding layer of optical fibers or waveguides because
of its extremely low refractive index (nD = 1.29). Given that this value is lower
than even that of water, liquid-core optical fibers have been studied for other pur-
poses such as Raman spectroscopy analysis (44). In 2000, AGC commercialized
the first CYTOP-based GI POF (Lucina), which has been adopted by condomini-
ums, hospitals, data centers, and other facilities in Japan. Figure 11 is a com-
parison of the attenuation spectra for PMMA- and CYTOP-based GI POFs. CY-
TOP molecules consist solely of C C, C F, and C O bonds. The wavelengths of
the fundamental stretching vibrations of these atomic bonds are relatively long;
therefore, vibrational absorption loss of CYTOP at the region of the light source
wavelength is negligibly small. In addition, it has a fairly low-light scattering
property because of the low refractive index (nD = 1.34) (see eq. 6). The attenua-
tion of CYTOP-based GI POF is approximately 10 dB/km at 1.0 µm. Given that
the theoretical limit of attenuation is 0.7 dB/km at this wavelength (45), it is ex-
pected that the attenuation can be lowered further by preventing contamination
during the fabrication process.

In fact, the excellent low-loss characteristic of CYTOP-based GI POF is far
beyond the requirement of short-range networks. However, its real uniqueness is
the low material dispersion derived from the low refractive index. The bandwidth
of multimode optical fibers that excite many modes is predominantly influenced
by modal dispersion. However, once the modal dispersion is reduced by forming
a GI profile, the influence of material dispersion on bandwidth can no longer
be ignored. Material dispersion is induced by the wavelength dependence of the
refractive index of the fiber material and the finite spectral width of the light
source.
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The refractive index profiles of GI POFs can be approximated by the follow-
ing power law (46):

n(r) = n1[1 − 2
(r/R)g]1/2
, 0 ≤ r ≤ R

= n1(1 − 2
)1/2
, R < r

(9)

where n(r) is the refractive index n at radius r of the fiber, n1 the refractive index
at the core center, n2 the refractive index of the cladding, R the core diameter, g
the refractive index profile coefficient, and 
 the relative index difference defined
as follows:


 = n2
1 − n2

2

2n2
1

∼= n1 − n2

n1
. (10)

The crucial factor defining the refractive index profile in GI POFs is the
coefficient g, and the optimum value for maximizing the bandwidth can be deter-
mined from the modal and material dispersions (47,48). From analyses using the
Wentzel–Kramers–Brillouin method, the modal dispersion σ inter, material disper-
sion σ intra, and total dispersion σ total can be expressed as follows:

σinter = Ln
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σtotal =
√

σ 2
inter + σ 2

intra (14)

where the spectral width σ s is the wavelength dispersion of the input pulse, c
the velocity of light, λ the wavelength of light, and L the transmission distance.
Figure 12 shows a comparison of material dispersions among PMMA, CYTOP,
and silica glass. The material dispersion of CYTOP is even lower than that of
silica glass. The theoretical dependence of the bandwidth of the CYTOP-based
GI POF and a multimode GOF on wavelength is shown in Figure 13. CYTOP-
based GI POFs are predicted to have a higher bandwidth than multimode GOFs.
Indeed, in 1999, AGC and Bell Laboratories reported an experimental transmis-
sion at 11 Gbps over 100 m using CYTOP-based GI POFs (49). Furthermore,
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Fig. 12. Comparison of the material dispersion of fiber materials for CYTOP, PMMA,
and silica. Reprinted from Ref. (36), with permission of IEEE.

Fig. 13. Dependence of the theoretical −3 dB bandwidth on wavelength in the CYTOP-
based GI POF link as compared with that in multimode GOF (σ s = 1.0 nm). Bandwidth is
calculated based on the assumption that each fiber has an optimal refractive index profile
at 850 nm. Reprinted from Ref. (36), with permission of the IEEE.

CYTOP-based GI POFs capable of 40 Gbps transmission over 100 m were sub-
sequently reported in 2007 (50) and 2008 (51,52). These are highly significant
results that demonstrate that POFs can achieve a higher bandwidth than multi-
mode GOFs.

Recently, demands for the replacement of electrical with optical signals
are rapidly increasing for not only in-home networks but also those of shorter
reach, such as in-device and on-board networks. In these areas, the required bit



384 OPTICAL FIBERS Vol. 9

rate is forecasted to be tens of gigabits per second in the next decade. Although
multimode GI GOFs are currently considered for the transmission medium, the
above data show that POFs can offer better performance even in such extremely
high-speed connections. Moreover, POFs can also provide ease of handling and
flexibility in wiring design with its features of plastic-specific robustness. In 2010,
AGC released another CYTOP-based GI POF called Fontex. By employing a dou-
ble cladding structure—a thin layer with considerably lower refractive index is
placed around the first cladding—the bending loss was further reduced while
high-speed capacity was maintained (53), thereby enabling various wiring de-
signs to become possible. In addition, the continuous fabrication of GI POF has
also been established by the coextrusion process.

Conclusion

This article reviewed the status of POF developments in the past half century
that have focused on loss reduction and bandwidth enhancement. Today, opti-
cal fibers are ubiquitous and can be encountered anywhere—in networks such
as submarine links, long-distance terrestrial networks, metropolitan and access
loops, and FTTH drop architectures. However, they are still not used in build-
ings. Currently, several technologies are available for broadband intrabuilding
networking. In particular, coaxial cables, twisted-pair cables, and wireless LANs
are being intensively investigated. However, from the standpoints of transmis-
sion speed, reliability, ease of handling, and safety, GI POFs appear to be the best
solution. Furthermore, POFs are now ready for use in not only intrabuilding net-
working but also device and storage interconnections where data transmissions
more than 40 Gbps will be required in the near future. POFs are no longer just
alternatives to GOFs; their advantages for short-range networks are obvious. In
the future beyond FTTH services, there awaits a world in which all information
will be directly transferred by light signals, bringing us back to real-time face-
to-face communications with large screens and clear motion pictures. We believe
that POF technologies will contribute in no small way to accelerate this paradigm
shift.
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OPTICAL PROPERTIES

Introduction

Three phenomena take place when light interacts with polymeric materials: ab-
sorption, scattering, and transmission through the bulk of the material. In the
case of absorption, it is possible that emission may take place of some or all of the
absorbed energy. In the case of scattering, the light vector changes direction. This
change may happen either with a change in energy (inelastic scattering) or with-
out (elastic scattering). The scattered intensity depends on the refractive index
variation within the material. In the case of transmission, the light propagates
through the material and its state of polarization may change.

Polymers have many important optical properties, such as refractivity, re-
flection, scattering, absorption, clarity, haze, birefringence, stress-optical coeffi-
cient, optical configuration parameter, yellowness index, transmission, gloss, sur-
face texture, and color among others (1).

Market applications based on optical properties of polymers are countless.
Polymer optical lenses, CDs, DVDs, and packaging applications for the medical,
electronic, food, and cosmetic markets are just a small sampling where optical
properties of polymers play a dominant role (see Fig. 1).

Optical computing, optoelectronics, and fiber optics are some other emerg-
ing high technology areas. Transitioning from traditional copper wire to fiber-
optic cables for faster information transfer, light switches of very high speed, or
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Fig. 1. Advances in our understanding of optical properties of polymers have led in ad-
vances such as optical storage media (picture from Bayer MaterialsScienceNafta.com at
http://www.bayermaterialsciencenafta.com).

intensity modulators up to 40 GHz are areas of immense interest in today’s mar-
ket. Altering the frequency of light from red to blue for laser applications and
the associated increase in the density of data stored on an optical disk because
of the shorter wavelength of blue light has recently been accomplished. Polymers
can play a vital role in developing new electro-optical devices, optical waveguides,
display screens, optical integrated circuits, amplifiers, attenuators, and photonic
switching systems.

The future of information technology requires processing at ultrahigh
speeds and storage capacities that do not seem to have an upper limit. Pho-
toresponsive polymer materials designed at the molecular level promise to de-
liver function and performance beyond those of the current materials (2). Photon-
induced direct structuring of polymers has led to new applications at the interface
with laser technology (3).

Applications in the biomedical and food-related areas are also very impor-
tant. Contact lenses, medical tubing, and films for food packaging are just few
examples. There is literally no area of our life that has not been positively af-
fected by the usefulness of the optical properties of polymers.

Basic Definitions and Computational Prediction of Fundamental
Optical Properties of Polymers

Reliable prediction of optical properties allows a better, clearer understanding of
the underlying structure–property relationships. This in turn opens new avenues
for designing new polymers with desired optical properties. One may rely on ab
initio (“from first principles”) and semiempirical models to study polymer frag-
ments and monomers (4). Monte Carlo, molecular dynamics, and QSPR (quan-
titative structure-property relationships) techniques are also being extensively
used to study single chains and multichain polymer systems in bulk and in solu-
tion (5). Here, we very briefly review the theory and qualitatively look at some of
the available methods for predicting optical properties.

Optical Polarizability and Its Anisotropy. The polarizability, α, the con-
stant of proportionality between the induced dipole moment, µ′, and the intensity
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of the applied electric field, E, is of primary importance and is given by (6)

µ′ = µ+ αE+ 1/2βE2 + 1/6γ E3 + · · · (1)

where µ is the permanent dipole moment and the parameters β and γ in the
nonlinear terms are the hyperpolarizabilities (see also under Nonlinear Optical
Properties). Qualitatively, polarizability is the “ease” of the displacement of the
electrons around the nuclei because of the presence of the field.

Application of perturbation theory allows the calculation of the electronic
polarizability according to

α = 2
3

∑
n

|〈0|µ|n〉|2
En − E0

(2)

where the numerator is proportional to the square of the electric transition dipole
moment µ from the ground (eg, “0”) to the excited (eg, n) states. Dynamic polar-
izabilities far from an absorption band may be calculated from

α(ω) = 2
3�

∑
n

ωn0|〈0|µ|n〉|2
ω2

n0 − ω2
(3)

where � = h/2π with h being the Planck’s constant and ω the frequency.
It is common to divide the polarizability by the factor 4πε0 to obtain what

is called the “polarizability volume,” which typically has units of Å3. According
to equation 1, if the two vector quantities µ and E are not of the same direction,
then α must be a tensor. Generally for a molecule, one may write the polarizability
tensor as (7)

α =
⎡
⎣αxx αxy αxz

αyx αyy αyz
αzx αzx αzz

⎤
⎦ (4)

from which through diagonalization one obtains

α =
⎡
⎣αX 0 0

0 αY 0
0 0 αZ

⎤
⎦ (5)

where X, Y, and Z are now the principal axes of the molecule. In the case of
spherical symmetry, αX = αY = αZ. Carbon tetrachloride, an optically isotropic
solvent used routinely in depolarized Rayleigh scattering experiments, is a typ-
ical molecule with spherical symmetry. For cylindrical symmetry, it holds that
αY = αZ. This will be true, for example, for the bonds of a polymer chain that is
being treated in the freely jointed chain limit.

The anisotropic part of the polarizability tensor is defined as

α̂ = α − 1
3

Tr(α̂α̂)E3 (6)
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where E3 is the identity matrix of order 3. The quantity 1/3 Tr(α̂α̂) is equal to the
mean polarizability, and Tr( ) is the trace of the product matrix.

In some cases, it is convenient to employ the following two relationships:

α|| = αX − αY + αZ

2
(7)

and

α⊥ = αY − αZ (8)

where the symbols α‖ and α⊥ denote the longitudinal and transverse anisotropies
of the polarizability, respectively.

Ab Initio and Semiempirical Approximations and Models. The gen-
eral formulas of ab initio methods can be used for calculations directly and with-
out any approximation, only if the set of wavefunctions and eigenenergies is
known with sufficient accuracy. This is true only in the case of the very sim-
plest atoms and molecules. The “from first principles” approach is to calculate the
wavefunctions by solving the Schrödinger equation exactly. For large molecules,
such as polymer fragments and chains, it is currently impossible to produce a set
of exact wavefunctions or to obtain sufficient spectroscopic data. Therefore, var-
ious assumptions are introduced to alleviate the complexity of the calculations;
semiempirical models contain such assumptions which are beyond the scope of
this chapter. However, one may rely on semiempirical quantum-mechanical meth-
ods to predict (at least qualitatively) properties of polymer chain fragments.

Optical properties, such as linear polarizabilities can be calculated by rely-
ing on the methods mentioned above. For nonlinear optical properties, there are
several approximate methods available too. Some of the most basic ones are given
below in a qualitative manner. For further reading a number of excellent books
on the subject are suggested (8–10).

Resonant Case. The greatest simplification of the general formulas for
the susceptibilities (see under Nonlinear Properties) can be made in the case
when the nonlinear process under study is resonantly enhanced. In this case, one
aims to extract the significant resonant terms from the full expression for suscep-
tibility, χ (n), and then piece together the contributions from all the other levels
into a negligible term. The resonant contribution may then be calculated using
the best available wavefunctions for the resonant levels. One could also choose
to use experimental data for the selected transition frequencies and oscillator
strengths. In the case when one pair of levels provides the dominant resonant
contribution, a two-level model is appropriate.

Resonant Two-Level Atom Systems. The description of resonant optical
processes is greatly simplified by focusing on the dominant resonant transition.
The model is based on a concept of an ensemble consisting of many two-level
atoms that are identical and noninteracting. By “two-level,” one refers to two
energy eigenstates that are used to describe the atom. An alternative approach
is to consider the eigenstates of the system and the optical field taken together
(often called “dressed” atoms approach).
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Unsoeld Approximation and Charge Models. In the case when all the
combinations of optical frequencies involved are far removed from molecular reso-
nances, the hyperpolarizabilities do not depend on the details of the energy struc-
ture but only on the chemical bonding. The hyperpolarizabilities depend on the
detailed distribution of charges in the ground state only, together with statistical
averages of the frequencies and oscillator strengths of transitions to the excited
states.

For saturated molecules in which the electrons are localized in bonds, the
moments can be estimated using the vector sum of the polarizabilities of the
individual bonds, and the interaction between bonds is neglected (bond additivity
scheme—see below for more on bond additivity).

Sum Over States. This method computes molecular orbitals, from which
values for transition frequencies may be calculated. First the electronic ground
state of the molecular system is determined, after which one may apply either
the Hartree–Fock–Roothan method or the LCAO (linear combination of atomic
orbitals) approximation. Then one accounts for correlations by configuration in-
teraction calculations to form the lowest energy excited states and transition
dipole moments of the molecule. Finally, transition frequencies and dipole mo-
ments are employed along with the formulas for the hyperpolarizabilities. The
sum over states method needs as input, energies, and transition moments for ex-
cited states. It yields β(ω) directly (eq. 1); identification of contributing excited
states is important.

Finite-Field Method. This method relies on deriving the various terms
in the power series for the static-induced molecular dipole moment in terms of
derivatives with respect to the local field. Therefore, if the molecular dipole mo-
ment can be calculated as a function of local electric field E then βijk is obtained
from the second derivative of this function at E = O.

The Local Field

The role of local field is very important in determining optical properties of poly-
mers, both in solution and in the bulk (11). It becomes particularly critical in
measurements where polarized light is involved. It is therefore reasonable to in-
clude a short description in this article.

In a vacuum, the electric field E is defined in terms of the force experienced
by an infinitesimal test charge that can be placed at any point in space. However,
this cannot be done within systems like a polymer melt or a polymer solution,
since, by definition, the space where we would like to measure the field is already
occupied by either a polymer fragment or a solvent molecule.

Typically, the standard definition of E at a point in a polymer system pro-
ceeds analogously to the procedure in vacuum except that one first creates a
needle-shaped cavity oriented along the field direction. This definition has its own
limitations: the shape of the cavity in which E is defined will probably be different
from that of the definition; real charges will probably not have an appropriately
shaped cavity around them. The actual field must be modified by allowance of the
real shape of the molecule to which the charge belongs. The definition neglects the
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fields due to the other charges that belong to the molecule under consideration.
E is defined in the absence of the other charges that belong to the molecule. Even
if the interaction of these charges is already taken into account in the quantum-
mechanical calculation of the molecular states in vacuum, there are contributions
mediated through material outside the cavity that must be included.

Lorenz–Lorentz theory addressed the issue by extending the approach of
Clausius–Mossotti to optical frequency fields (12,13). This extension relies on a
spherical cavity (compare with the need for a needle-shaped cavity) and takes
into account the effect of other charges. The only thorny issue is that a spherical
cavity is not the best choice for anisotropic molecules. Nevertheless, the Lorenz–
Lorentz approach has been widely used in studying optical properties of polymers
(14). The expression of the local field is given by

L = n2 + 2
3

E (9)

Using the molecular shape as a guide to develop the anisotropic cavity field
may be a more realistic way of dealing with the issue. Boundary conditions could
be a needle-shaped cavity and a disk-shaped one.

For polarized measurements, the relationship between refractive index and
absorbance is critical. Directional absorbance changes lead to birefringence,
which in turn will affect strongly the nature of polarized light. The Kramers–
Kronig relations come into play for cases like this one (15). They relate the com-
plete electromagnetic absorption spectrum of a material to its refractive index at
all frequencies and vice versa. A form of the relation is


n = 2.303Cc
2π2 P

∫ ∞

0

ε(ν
′
)dν

ν
′2 − ν2 (10)


n is the contribution to the refractive index due to the solute whose concentra-
tion is C (mol/L), c is the speed of light, and ε(v′) is the molar extinction coefficient.

n is the difference between the refractive indices of the solution and the sol-
vent. 
n is essentially the isotropic contribution to the refractive index by the
solute whose absorption spectrum determines ε(v′). A common application of the
Kramers–Kronig relation appears in light scattering, especially when one is in-
terested in the effects of scattering on absorbance measurements.

Refractive Index

According to the ISO definition (16), refractive index is the ratio of electromag-
netic radiation in vacuo to the phase velocity of electromagnetic radiation of a
specified frequency in the medium. The refractive index is always greater than
unity, and it is dimensionless. For anisotropic materials, the state of polarization
of the light and its direction must be defined relative to a reference axis in the
sample.

The two experimental methods recommended by ISO-489 are the Abbe
refractometer technique and the Becke line technique. The latter is more useful
with powdered or granulated transparent material or even with small flakes
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Fig. 2. Dispersion curve for an acrylic cast sheet. From Ref. 17.

of material taken from a larger sample. ASTM D542 method includes only the
Abbe method, and it is widely used for the characterization of refractive index of
polymers.

The refractive index decreases with increasing wavelength. The term dis-
persion curve refers to the graphical representation of that dependence (Fig. 2)
(17).

One may estimate the refractive index in terms of the molar refraction R,
which quantifies the intrinsic refractive power of the structural units constituting
the polymer. According to References 18 and 19, the molar refraction RLL is given
as

n =
√

(V + 2RLL)
(V − RLL)

(11)

According to another definition, by Gladstone, molar refraction RGD is given by

n = 1 + RGD

V
(12)

The value of n increases with the refractive power of the polymer. There is
no simple correlation between high mass density and high refractive index for
all polymers. For example, the densities of many polymers containing aromatic
rings are not especially high, but these polymers usually have high refractive
indices.

Both the intrinsic refractivity and the density are key physical factors de-
termining the refractive index.

Both RLL and RGD have relatively little dependence on temperature and
crystallinity. On the other hand, the molar volume V changes drastically with
both of those properties. In particular, volume increases with temperature while
it decreases with increasing crystallinity. As a result, the refractive index de-
creases with increasing temperature and increases with crystallinity. The refrac-
tive index undergoes a change at the glass-transition temperature.
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Table 1. Refractive Indexes for Some Polymers

Polymer Refractive index Temperature, ◦C

Nylon 6,6 1.566 See Ref. 21
Poly(butyl acrylate) 1.3900 25
Poly(methyl acrylate) 1.5750 25
PMMA 1.49 See Ref. 21
Poly(carbonate) 1.5570 25
Polyethylene (0.914 g/cc) 1.5050 25
Poly(tetrafluoroethylene) 1.555 20

The temperature dependence of n is quite similar for all polymers. An em-
pirical rule for glassy polymers (20) is that n decreases by about from 1 × 10− 4 to
2 × 10− 4 per deg K increase of temperature. For isotropic amorphous polymers
above Tg that value changes to about from 3 × 10− 4 to 5 × 10− 4 per deg K, at
typical temperatures. Since n can never be less than unity, the rate of decrease
with increasing temperature above Tg eventually levels off and asymptotically
approaches zero. However, most polymers will degrade long before reaching tem-
peratures high enough to for such a phenomenon be observed. Therefore, the
empirical rule mentioned above is valid for (moderate) temperatures of practical
interest.

Typically, one aims to predict the refractive index of the amorphous limit for
a semicrystalline polymer. After that, the effect of crystallinity may be calculated
by using either RLL or RGD combined with an estimate of the change in volume
due to crystallization. A large collection of refractive index data on polymers may
be found in Physical Properties of Polymers Handbook by the American Institute
of Physics (21). A representative albeit necessarily short list is given below in
Table 1.

Bicerano, in his book Prediction of Polymer Properties, proposes the follow-
ing predictive equation for the refractive index at room temperature (22):

n = 1.885312 + 0.024558
(
170χν − 200χ − 121χν − 9Nrot + Nref

)/
N (13)

χ0, 0χv, and 1χv are the connectivity indices; Nrot and Nref are correction factors
that account for crystallinity and for contributions of certain atoms such as F, Si,
and ring structures.

The graphical representation of the correlation is given in Figure 3.
Specific Refractive Index Increments. The rate of change of refractive

index n of a dilute solution with changing polymer concentration C plays an im-
portant role in the extraction of information from light-scattering experiments,
in particular for the determination of weight-average molecular weights (see
Fig. 4). That change depends on the polymer type, solvent, and temperature (23).

dn
dC

≈ (npolymer − nsolvent)
ρpolymer

(14)
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Fig. 3. Refractive index correlation for a series of polymers. Standard deviation: 0.0157;
correlation coefficient: 0.9770. The line denotes y = x. From Ref. 22.

Fig. 4. Correlation for specific refractive index increments for a series of polymers.
Standard deviation: 0.0158; Correlation coefficient: 0.9796. The line denotes y = x. From
Ref. 22.

The correlation outlined above relies on values of refractive index and of
density for the amorphous phase. All results are for room temperature.

Refractive Index Fluctuations in Glassy Polymers. Fluctuations in
the refractive index within the bulk of a polymer can arise because of various op-
tical inhomogeneities. Those fluctuations may be described by a radial correlation
function, defined as

γ (r) = 〈ηiη j〉r

〈η 2〉av
(15)
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where η j and ηi are the refractive indices at positions j and i, respectively, being
at a distance r from each other. The brackets denote averages at all pairs of points
at distance r apart.

At r = 0, the correlation function approaches unity. A common expression is

γ (r) = exp( − r/a) (16)

with constant α being the correlation length. For PMMA, for example, α is at
100–200 nm.

Fluctuation in the refractive index will affect the intensity of the scattered
light. According to Debye and Bueche (24), the scattered intensity at an angle θ

to the incident beam has intensity I, given by

I ∼〈η 2〉av

∫ ∞

0
γ (r)r 2 sin Sr

Sr
dr (17)

with

S = 4π/λ sin (θ/2) (18)

For PMMA, the root mean square refractive index fluctuation is around 2 × 10− 4.
The larger the fluctuation magnitude, the larger is the scattering intensity. This
is significant for applications such as fiber optics, where transmission distances
are critical.

Refractive Index and Orientation Fluctuations in Semicrystalline
Polymers. The crystalline regions in semicrystalline polymers are optically
anisotropic. The simplest spherulite-based model for predicting light scattering is
a sphere of radius r with a different polarizability in the radial direction αr than
in the tangential direction αt (25). Assuming vertically polarized incident light,
the intensities of the two scattered components (vertical and horizontal) are

IVV ∼ cos4µA(αt − αr)
2 + · · · (19)

IHV ∼ sin2
µA cos2µA(αt − αr)

2 (20)

where µA is the azimuthal angle in the scattering pattern. The HV component
will have a maximum intensity in the θ direction at

sin
(

θm

2

)
= 1.025

π

(
λ

r

)
(21)

Therefore, the scattering maximum moves to larger θ values as the mean
spherulite radius decreases. For unpolarized incident light, the scattering pat-
tern becomes axially symmetric, with intensity independent of the angle µA.

There is always a concern when one tries to simultaneously optimize proper-
ties such as transparency and toughness, because the requirements for those two
in terms of particle size conflict with each other. For example, rubber-toughened
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Fig. 5. Scattering coefficient K for a single sphere of relative refractive index n versus
the ratio of the sphere diameter to the wavelength of the light. From Ref. 26.

ABS is opaque because the particle size of the rubber particles is kept at 1 µm in
order to optimize toughness.

Another example is that of polypropylene film produced on a cast film line.
Its optical properties can change considerably by changing line conditions such
as die temperature and chill roll temperature. Line speed affects cooling time
and is therefore important too in affecting optical properties. All those conditions
affect the development of the crystalline structure of the film, which in turn is
related to its optical properties. Random copolymers of PP will have better optical
properties than homopolymers, because of their inherently lower crystallinity.

Particulate Scattering from Isolated Irregularities. A model that ad-
dresses the issue of particulate scattering on the surface is the following: If the
scattering centers are sufficiently separated from each other, the total scattering
is the sum of those calculated individually from each particle. Mie light-scattering
theory (26,27) uses spherical particles of diameter d and relative refractive index
n (which is the ratio of the refractive index of the sphere to that of the matrix)
(28).

The scattering efficiency factor K is defined as the total scattered energy
divided by the energy incident on the surface of the particle. The size of the sphere
will affect the values of K (Fig. 5). In general there are three regions of interest:

When the particle diameter is less than 10% of the wavelength of light,
Rayleigh scattering is observed, in which the efficiency factor is given by

K = 8
3

π4
(

d
λ

)4(n2 − 1
n2 + 2

)2

(22)
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When the diameter is of the same order of magnitude as the wavelength of light,
a peak in the value of K is observed. When the diameter is larger the scattering
efficiency is around 2.

Internal Absorption. Internal absorption causes the transmitted inten-
sity I to fall exponentially as the path length L increases through the polymer:

I = (1 − R)2 I0 e− AL (23)

I0 is the incident intensity, and A is the attenuation coefficient. All polymers ab-
sorb strongly in the UV region.

Transmission and Haze

The degree of optical transparency of a polymeric material is determined by its lu-
minous transmittance, haze, and clarity. Total luminous transmittance is the ra-
tio of the transmitted luminous flux to the incident luminous flux. Regular trans-
mittance is the ratio of undiffused transmitted flux to incident flux. Typically, it
encompasses the flux that deviates from the incident beam no more than 2.5◦.

A breakdown of the factors affecting the appearance of a transparent poly-
mer appears in the chart below:

The term “haze” is used to describe the slightly cloudy appearance of film
material resulting from the forward scattering of light. ASTM D1003 defines
“haze” as the “percentage of transmitted light which in passing through the spec-
imen deviates from the incident beam by forward scattering.” For the purposes of
this method, only light flux deviating more than 2.5◦ on the average is considered
to be haze. Haze can be caused from a variety of sources found at the surface or
in the bulk of the material. Some of them could be impurities, voids, bubbles, and
filler particles. Regions of different refractive indices brought about by crystal-
lization can also be a cause of haze. Surface roughness could also be a reason for
haze. For example, abrasion and/or weathering will affect haze by altering the
surface of a polymer sample.



398 OPTICAL PROPERTIES Vol. 9

Fig. 6. Simple hazemeter schematic. From Ref. 29.

Haze characterizes the loss of contrast that results when objects are viewed
through a scattering medium. The deterioration of contrast is mainly due to light
scattered forward at large angles to the undeviated transmitted beam and is usu-
ally expressed through the forward-scattered fraction.

It is important to distinguish between surface and bulk scattering; for test-
ing purposes, the former is minimized by wetting the surface with a liquid of
similar refractive index. That way the two effects (surface vs bulk) can be decou-
pled. The “milk-like” appearance of translucent polymer samples viewed from the
side on which light is incident is due to back scattering.

It is customary to calculate the total luminous transmittance of the sample,
Tt, as well as haze, H. The ASTM method uses the following equations:

T1 = 100
(

T2

T1

)
(24)

and

H = 100
[(

T4

T2

)
−

(
T3

T1

)]
(25)

The various transmittances are defined as follows (29):

Measurement Position A Position B

T1 No sample White standard
T2 Sample White standard
T3 No sample Light trap
T4 Sample Light trap

A simple hazemeter schematic is shown in Figure 6.
ISO CD 14872, on the determination of haze of transparent mate-

rial, specifies instrumentation similar but not identical to ASTM. While both
methods require four measurements each, the sphere geometry employed is
different.

Polymer morphology and its response to processing parameters will af-
fect haze values. For example, polypropylene homopolymers have higher haze
than random copolymers, with ethylene. A highly polished mold will produce
much better optical quality samples than a nonpolished mold. The haze values
of polypropylene copolymers, in cast film operations, will be affected by such
parameters as die temperature, chill roll temperature, line output, and sample
thickness.
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Fig. 7. Transmission of light through a sheet. From Ref. 30.

Transparency and Clarity

Transparency is a property that depends mainly upon the optical homogeneity of
the polymer both in the bulk and at the surface. The variation of the refractive
index in the material has the following effects:

(1) It produces changes in the phase and the amplitude of the light wave.
(2) It removes from the incident wave part of its energy through scatter within

a certain solid angle.

The first effect is responsible for the aberration of the image formed by the
optical system, for example, films, sheets, or optical lens. Typically, loss of clarity
is associated with the confusion in the image plane of two distinct points in the
object plane.

The second effect is responsible for the deterioration of contrast of the
formed image. The two effects are closely interrelated and together constitute
the two different aspects of what is typically termed as “transparency.”

Consider a monochromatic parallel beam of unpolarized flux φ incident per-
pendicularly on a polymer film immersed in a liquid of matching refractive index.
A certain amount of the flux, φsc, will be scattered in all directions; another part,
φab, will be absorbed by the material. The remainder, φunder, will be transmitted
without any deviation (Fig. 7) (30):

φunder = φ − φab − φsc (26)

The specular transmittance T is defined as

T = φunder/φ (27)

T is a function of the wavelength of the incident light and of the thickness
of the sample. Immersion of the sample in a liquid of matching refractive index
avoids having to take into account the reflective losses at the incident and emerg-
ing surfaces.
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For materials of fairly high transparency, the relationship between specular
transmittance and sample thickness Z is given by

T = exp{( − σ + K)Z} (28)

An expression based on the extinction index n′′ is

(σ + K) = (4π/λ)n′′ (29)

The sum σ + K is equivalent to the attenuation factor α:

α � 54.6(n′′/λ) (30)

σ is known as the scattering coefficient and is a measure of the amount of scat-
tered light. K is the absorption coefficient and represents the amount of light
absorbed. Both quantities have units of m− 1. Typically, for polymers, K is fairly
small when compared to α. Therefore, the attenuation coefficient may be taken to
be equal to the scattering coefficient, which leads to the following expression for
the total flux transmitted, φT:

φT = φunder + φsc (31)

Clarity is the ability of the sample to transmit the fine details of an object
viewed through it. Maximum clarity is therefore achieved by minimizing the size
of scattering centers as it is strongly related to the angular distribution of the
scattering intensity. It is also affected by the distance between the object viewed
and the sample (31).

Fresnel’s law allows calculation of the maximum transparency τ i of a plastic
material.

τi = 1 − R0 (32)

with

R0 = (n − 1)2

(n + 1)2 (33)

Maximum transparency of a polymer can range between 98% (for a refrac-
tive index of 1.33) and 92.8% (for a refractive index of 1.73). However, none of
these values can be achieved in practice because there is always absorption and/or
scattering of light by the sample.

For example, poly(methyl methacrylate) (PMMA), one of the most transpar-
ent plastics, never exceeds a transparency of around 93% for wavelengths be-
tween 430 and 1100 nm. In theory, however, PMMA could achieve a transparency
of 96.1%. PMMA’s transparency decreases above 1150 nm and below 380 nm.

Transparent polymers have values of τ i higher than 90%. On the other hand,
polymers with τ i less than 90% appear clear as only thin films. These are called
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translucent or contact-clear because films look clear when in contact with an ob-
ject but hazy when viewed alone.

Clarity is negatively affected by light absorption and scattering. As we saw
earlier, loss of contrast by forward scattering causes haze. The combined loss by
scattering (both forward and backward) causes a “milk-like” appearance.

Local fluctuations of refractive index and/or orientation of anisotropic vol-
ume elements cause a polymer to be opaque. The various volume elements must
be at least equal to the wavelength of the incident light. The clarity of the ma-
terial can thus be increased considerably if elements such as microdomains are
decreased. For example, spherulites are more homogeneous optically than lamel-
lar structures of similar diameter.

Adjustment of refractive indices of phases within a polymer blend can some-
what improve the clarity of the polymer. For example, ABS-modified PVC has
a milky/yellowish appearance if the ABS is dispersed in PVC. The blend looks
bluish milky if PVC is dispersed in ABS. In general, if the dispersed materials
have core-shell morphology then one can get transparent material if the mean
refractive index of the core-shell particles matches that of the matrix.

Processing conditions strongly influence the morphology of polymers, thus
affecting their transparency. For example, for injection/blow-molded PET, non-
spherulitic structure and a limited range of crystal orientations can be achieved
by (1) imparting crystallization at a low temperature upon heating from a
glassy or partially disordered state, (2) cooling preforms very rapidly so they
are glassy, and (3) subsequent reheating to 100◦C, so very small crystals form.
Biaxial stretching before the occurrence of crystallization results in the desired
microstructure.

Minimization of the refractive index difference between the crystalline and
amorphous phases will also yield in higher transparency of articles. For exam-
ple, poly(4-methyl-1-pentene) will yield transparent injection-molded products
because of the small difference in refractive index for the two phases.

The hiding power of a polymer surface is related to inhomogeneities (such
as fillers or more than one phase) that cause strong reflections.

R0,h = (n1 − n2)2

(n1 + n2)2 (34)

The refractive index of the polymer is given by nl and that of the inhomo-
geneity (eg, filler) by n2.

The hiding power of a polymer is also affected by light scattering. High
filler concentrations lead to multiple scattering, which reduces the hiding power
through reduction of the relative scattering intensity. If one wishes to increase
the hiding power, one must look into increasing the backward scattering. Increas-
ing the size of the filler particles would be one way to accomplish that. Typically
though, one finds that the hiding power reaches a maximum at certain filler size
and then it decreases.

ASTM D-1746 correlates see-through clarity with regular transmittance.
However, the correlation is not very strong for highly diffusing materials. There
is no method widely accepted for this property. The work of Webber is often cited
as a popular approach (32).
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Reflection and Gloss

Reflectivity is defined as the ratio of the intensity of reflected to incident light.
Both of these depend on the angles of incidence (α), and refraction (β):

R = Ir

I0
= 1

2

[
sin2(α − β)

sin2(α + β)
+ tan2(α − β)

tan2(α + β)

]
(35)

Gloss is the ratio of the reflectivity of a sample to the reflectivity of a standard.
The gloss increases with increasing refractive index and with angle of inci-

dence. In the polymer film industry, three different angles are employed: 20◦, 45◦,
and 60◦. A test at an angle of 85◦ may also be performed in certain cases.

Gloss decreases when the sample has a rough surface because of the scatter-
ing. Optical inhomogeneities just below the surface also affect the values of gloss
in a negative way.

Differences in local gloss on a surface cause “glitter” as a result of high di-
rected light reflections. For example, polymer fibers show glitter if their cross-
sections are triangular or trilobal.

Gloss can also be defined as the degree to which a surface simulates a perfect
reflecting material in its capacity to reflect light. Specular gloss is the term used
for the proportion of light reflected in the mirror direction. The typical standard
for gloss is optically flat, black glass. However, the assigned values of gloss depend
on the refractive index of the glass employed, so comparisons between tests must
take that into account.

According to ASTM D523, an angle of 60◦ is recommended for general use,
20◦ for high gloss materials, and 85◦ for low gloss materials. ASTM D2457 sug-
gests measurements at 20◦, 45◦, and 60◦.

Polymer surface morphology will affect the value of gloss. Processing param-
eters as well as mold finish (for various molding operations) or chill roll finish (in
cast film operations) will also affect gloss values. Typically, rubber-modified poly-
olefins have a lower gloss than highly crystalline polyolefins.

Birefringence

Birefringence is the optical phenomenon in which a polymer sample exhibits dif-
ferent refractive indexes for light with plane polarization in two perpendicular
directions. In other words, an unequal retardation of orthogonal components is
observed. Crystalline phases in a polymer are birefringent. Birefringence may
also be induced in the unordered phase by applying an orientation field, be that
mechanical or electromagnetic. Orientation birefringence is a result of physical
ordering of optically anisotropic elements along some preferential dimension. For
uniaxially oriented samples, there will be two refraction indexes n‖ and n⊥ cor-
responding to the polarization of light parallel and perpendicular to the sample
symmetry axis. In a Cartesian coordinate system, the birefringence for uniaxial
symmetry will be given as


n = n‖ − n⊥ (36)
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Its individual components, along the axis, are given by


nx = 
ny and 
nz = 0 (37)

A macroscopic, quantitative way to analyze birefringence is through Jones
(33–40) and Mueller (41) calculus and the Poincare sphere (42). These tools are
widely used in the optical industry and references on them abound. Another ac-
tive field of birefringence applications is the combination of the technique with
polymer rheology, called flow-birefringence (43,44).

Birefringence of the Single-Chain and the Rotational Isomeric
State Model

The optical behavior of a single isolated chain is central in building optical molec-
ular theories for polymers. Application of the rotational isomeric state (RIS)
model to strain-birefringence is a well-known technique that has been around
for the last 30 years. We focus on the mechanics of calculating the optical configu-
ration parameter of a chain. The optical-configuration parameter is central to the
structure-property optical relationships in polymers. This will help us to better
understand the optical behavior of polymer networks later on. Flory and Nagai
have shown how to evaluate the optical-configuration parameter in terms of the
RIS model, thereby obtaining the following equation (7,45,46):


αs = 3
2

∑ 〈rTâir〉0

〈r2〉0
(38)

where rT is the transpose (ie, the row form) of the end-to-end vector r and α̂i is the
traceless tensor representing the anisotropy of the polarizability of bond i defined
by

âi = ai − āiE3 (39)

where αi is the polarizability tensor, ᾱi is the mean polarizability, and E3 is the
identity matrix of order 3. The angle brackets denote averages over the free un-
perturbed chain.

Application of the RIS model transforms the sum to a serial matrix multi-
plication scheme as follows:

n∑
i = 1

〈
rTαir

〉
0 = 2Z− 1J ∗

(
n∏

i = 1

Qi

)
J (40)

The configuration partition function is denoted by Z. The matrix Qi is the
generator matrix, for the quantity 〈rT αi r〉0 and is a rather large expression. The
interested reader is encouraged to consult Flory’s work on the subject (7).

Matrix Ti transforms a vector from its representation in local coordinate
system i + 1 into its representation in local coordinate system i. The row and
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column operators J and J* in equation 40 are given by the first and last columns,
respectively, of the matrix Qi.

Birefringence of Semicrystalline Polymers. For semicrystalline poly-
mers, the birefringence is the sum of the following terms:


n = vc
nc + (1 − vc)
na + 
nf (41)

vc is the volume-fraction crystallinity determined from density measurements,

nc is the contribution to birefringence from the crystalline phase, 
na is the
contribution of the amorphous phase, and 
nf is the contribution from the bound-
aries between the two phases. An alternative expression, using the degree of crys-
tallinity χ c, as it is determined from X-ray diffraction, is


n = χc
nc + (1 − χc)
na + 
nf (42)

The value of 
nf depends on the shape of the boundary between the phases
as well as the difference in the average refractive indexes of the two phases.
If that difference is small enough, one could neglect its contribution. One way
to determine its value is to swell the oriented polymer in solvents of varying
refractive index. The solvent should swell the amorphous phase only and alter
its refractive index. Thus, the refractive index difference between the crystalline
and the swollen amorphous phase may be altered (47).

Deformation birefringence arises as a result of an external deformation ap-
plied to the polymer sample. It could result from chain-packing changes or even
bond-angle or bond-length deformations. Applying an external deformation is one
way to make a normally optically isotropic sample optically anisotropic.

Deformation birefringence of a semicrystalline polymer is given by


n = vc
n0
c fc + (1 − vc)
n0

a fa +
nf (43)


n0
c is the intrinsic birefringence of a crystalline phase, where the axis of the

crystal is most nearly parallel to the chain axis.
The strain-induced birefringence in the amorphous region of a semicrys-

talline polymer disappears at the glass-transition temperature, as the chains as-
sume isotropic configurations.

The deformation birefringence for graft or block copolymers is


n = vA
n0
A fA + vB
n0

B fB + 
nf (44)

The volume fractions of the individual components A and B are denoted by vA
and vB. Their respective orientation functions are denoted by f A and f B.

Birefringence of Polymer Networks. Elastomeric polymer networks
deserve special mention because their cross-linked structure gives them unique
physical properties, unlike those of other polymers. Covalently bonded networks
are insoluble in any solvent, even in those that dissolve their precursor poly-
mers. Optical techniques such as strain-induced birefringence allow the devel-
opment of structure-property relationships as well as the study of their optical
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properties. Here we review some of the classical theories as well as some of the
latest developments in the field.

The Theory of Kuhn and Grün. The theory of birefringence of deformed
elastomeric networks was developed by Kuhn and Grün and by Treloar relying
on the same procedure as that used for the development of the classical theo-
ries of rubber-like elasticity (48,49). The pioneering theory of Kuhn and Grün is
based on the affine network model: that is, upon the application of a macroscopic
deformation, the components of the end-to-end vector for each network chain are
assumed to change in the same ratio as that of the corresponding dimensions of
the macroscopic sample.

Kuhn and Grün proceeded to calculate the length of the deformed chain
vector and its angular coordinates in terms of the original length and orientation
and the macroscopic elongation of the sample. Their assumptions allow the cal-
culation of the contribution of a given chain to the total polarizability referred
parallel to the principal axes of strain. Integration over all network chains allows
the determination of the total polarizability for the network.

The chain model adopted by Kuhn and Grün is not based on the detailed
chemical structure of the chain repeat units. Instead, the chain is composed of
anisotropic “statistical segments” that become oriented as the network is de-
formed. Each segment is free to assume any orientation without any correlation
to the orientation of the neighboring segments. The chain is considered to follow
Gaussian statistics. Each link is assigned two polarizability components for light
polarized parallel (symbol: α‖) and perpendicular (symbol: α⊥) to the segment
axis. The difference in the refractive indexes is in general given by

ni − nj = 
n0�i j i, j = 1, 2, or 3 (45)

where �i j is an orientation function depending on the angles θ and φ. The angle
between the axis of the segment and the 3-direction is denoted by θ . The angle
between the projection of the segment on the 1,2-plane and the 3-axis is denoted
by φ. The Hermans orientation function is then given by

f = 3〈cos2θ〉− 1
2

(46)

where (cos2 θ ) is over the orientation of all segments.
On the basis of this model, Kuhn and Grün developed the following expres-

sion for the stress-optical coefficient C for the case of uniaxial elongation:

C = 
n
τ

2π

45kT
(n̄2 + 2)

n̄

αs (47)

where 
n is the birefringence of the uniaxially stretched sample subjected to a
stress τ (per unit area in the stretched state), k is Boltzmann constant, T is the
absolute temperature, and n is the average refractive index of the network.
The stress-optical coefficient is essentially the proportionality constant between
the birefringence and the difference between the true stresses along the same
axes. It is predicted to be independent of the degree of cross-linking and
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proportional to the anisotropy of the statistical segment. Experimentally, it is
found that this conclusion captures only part of the actual physics of the network.
The anisotropy of the statistical segment 
αs is given by


αs = (β1 − β2)s (48)

where β1 and β2 are the polarizabilities parallel and perpendicular, respectively,
to the axis of the segment.

One crucial assumption here is that the local field on a segment is given by
the Lorentz–Lorenz equation, which implies that the environment of a segment
is optically isotropic. (See also under Local Field). The treatment also involves
the assumption of tensor additivity of polarizabilities of noninteracting segments
(valence optical scheme or bond additivity scheme).

The anisotropy of a segment may be related to the anisotropy of the con-
stituent bonds, again assuming polarizability additivity, by using


αs =
∑{

(β1 − β2)i
[
3 cos2θi − 1

]/
2
}

(49)

where β1i and β2i are the polarizabilities of the ith bond along and perpendicular
to the bond axis, respectively, and θ i is the angle between the bond axis and the
segment axis.

According to the theory, the orientation of the statistical links is predicted
to be proportional to the stress difference, τ i − τ j

�i j = 1
5

νc

νL

(
α2

i −α2
j

) = τi − τ j

5νLkT
(50)

where vc is the number of network chains per unit volume and vL is the number
of statistical segments per unit volume.

Birefringence of Phantom Networks. This theory is the basis for all the-
ories that deal with birefringence of elastomeric polymer networks. It is based
on the phantom network model of rubber-like elasticity. This model considers
the network consisting of “phantom” (ie, noninteracting) chains. Consider the in-
stantaneous end-to-end distance r for the ith network chain at equilibrium and
at fixed strain. For a perfect (ie, no-defects) phantom network, the birefringence
induced because of a deformation is defined as (50)


n =
(

2π

27

)(
ν

V

)[
(n2 + 2)2

n
�2

][
�2

x −
(
�2

y + �2
y

)
2

]
(51)

�t
2 are the components of the molecular deformation tensor, which is given by

�2
t =

[
1 − 2

ϕ

]
λ2

t + 2
ϕ

t = x, y, z (52)

where λt
2 are the components of the macroscopic deformation tensor.
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As we saw previously, the quantity �2 is defined as

�2 = 9
10

∑
i

〈rTâir〉0

〈r2〉0
(53)

The summation is over all the units forming the chain. âi is the anisotropic
part of the polarizability tensor for the unit with index i. rT is the transpose vector
of the end-to-end vector r, and the subscript 0 signifies that the average is over
all configurations of the free chain. It is assumed that the polarizability tensor for
the chain with a given configuration is obtained as the sum of the polarizability
tensors of the groups forming the chain.

The connection between the polarizability tensor and the parameter �2
given by

[
αxx − (ayy + azz)

2

]
r

= �2
x2 − [(y2 + z2)/2]

〈r2〉0
(54)

and 〈r2〉0 is the mean square end-to-end distance of a free chain. αxx, αyy, and αzz
are the x, y, and z components of the tensor âi for the chain averaged over all
configurations. The subscript r on the left side of equation 54 signifies that the
averaging is for the chain with fixed ends.

Combining equations 51 and 52, we obtain for the birefringence of a phan-
tom network,


nph =
(

ξ

V

)
kT C

⎡
⎣λ2

x −
(
λ2

y + λ2
z

)
2

⎤
⎦ (55)

Focusing on the birefringence along the two principal axes x and y (typical
for uniaxial deformation experiments), we obtained


nxy =
(

2πν

27V

)(
1 − 2

ϕ

)⎡
⎣ (n2 + 2)2

�2

n

⎤
⎦(

λ2
x − λ2

y

)
(56)

For the development of equation 56, we have used the expression for the
quantity C, the stress-optical coefficient, which is given by (compare to eq. 47)

C = 2π

27kT
(n2 + 2)2

n
�2 (57)

and n is the mean refractive index of the network.
The Real Network. The total birefringence for a real network is the linear

combination of the contributions resulting from the phantom network and the
contributions arising from the constraints (51).


nxy = 
nxy,ph + 
nxy,c (58)
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Fig. 8. Basis for experimental birefringence setup. From Ref. 54.

Flory has defined a reduced birefringence in a way similar to the reduced
stress:

[
nxy] = [
nxy,ph]
[
1 + 
nxy,c


nxy,ph

]
(59)

where

[
n] = 
n
(

V
V0

)1/3

(α2 − α − 1)− 1 (60)

The contribution from topological constraints is based on the various theo-
ries of rubber-like elasticity (52).

Birefringence Measurements. Birefringence measurements rely on
placing a birefringent object between crossed polarizers (53,54). The basic con-
cept is depicted in Figure 8.

Placing the sample at 45◦ to the plane of light polarization causes the object
to stand out on a dark background. The two components of the polarized light A
and B correspond to the principal planes of the sample. These two components
travel the sample at different speeds, thus causing the emerging beams A1 and



Vol. 9 OPTICAL PROPERTIES 409

Fig. 9. Stress field visualization through birefringence. From Ref. 55.

B1 to be out of phase. Each of these components reaches the analyzer, where
they may be resolved into components parallel and perpendicular to the analyzer
direction. One can see the interference results since they cause bright colors (typ-
ically called interference patterns). A photosensor may also be used to help quan-
tify the results. Advances in technology of photoelastic modulators (PEM) and
digitizing image software are helping in the designing of new instruments that
measure birefringence.

One application of birefringence related to polymer rheology is stress field
visualization. It relies on flow-induced birefringence techniques to examine the
spatial and temporal evolutions of stress in a polymer melt (see Fig. 9) (55). In this
particular example, the picture shows the isochromatic fringe patterns of a high
density polyethylene melt in the entrance region in capillary flow experiment
at 200◦C. Techniques such as the application of birefringence to polymer flow
problems are very useful in understanding the polymer processing.

Extensional flow and structure–property relationships may also be stud-
ied by birefringence. A particularly interesting application from transient flow
is presented in Figure 10, where phenomena such as overshoot and ringing are
observed (55). In this example, we see results for 1.5% polyethylene oxide solu-
tion for three different velocity gradients. Birefringence detects the presence of
an overshoot, whose magnitude increases with the velocity gradient, while the
time needed to attain the maximum has decreased. Phenomena such as these are
observed after start-up of an extensional flow in a four-roll mill at various strain
rates. Theories of polymer rheology can be improved with the insight provided by
such experiments.

Nonlinear Optical Properties of Polymers

All the properties dealt with up until now involve linear interactions between
light and polymer. Interaction of light with polymers in the nonlinear region
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Fig. 10. Overshoot and ringing as observed through flow-birefringence experiments. In
this example we see results for 1.5% polyethylene oxide solution for three different velocity
gradients. From Ref. 55.
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involves second- and third-order effects as well as the phenomenon of photo re-
fractivity (56,57). An optical nonlinear optical (NLO) polymer is one that, in re-
sponse to an externally applied electric field, can either vary the speed of incom-
ing light or alter its frequency. Varying the speed of light involves a change in
the refractive index of the material. An optically nonlinear polymer has two com-
ponents: the polymer itself and an optically nonlinear molecule (chromophore),
which is either chemically attached to the polymer or dissolved in it.

The induced polarization P of a polymer is given by

P = χ (1) E+ χ (2) EE+ χ (3) EEE+ · · · (61)

Linear optical phenomena involve the first-order susceptibility χ (1), and in
that case only the first term in the equation above is important. Higher order
susceptibilities are involved in nonlinear optical phenomena. Susceptibilities are
a function of wavelength.

An equivalent equation but at the molecular level is the following:


µ = αE+ βEE+ γ EEE+ · · · (62)

which gives the change in dipole moment µ when the field E is applied. Molecular
polarizability is given by the term α. We saw equation 62 in a similar form earlier
as equation 1. Higher order polarizabilities (hyperpolarizabilitites) are given by
β (second-order), y (third-order), etc.

In order for the polymer–chromophore system to be optically nonlinear, the
chromophores must be aligned so that on average they are all pointing in the
same direction within the polymer. This alignment is achieved through a process
called poling. The polymer is placed in a strong electric field, and its temper-
ature is raised above its Tg. Above this temperature, the chromophores become
mobile and can orient themselves in the external field. After orientation, the poly-
mer is cooled back down to room temperature and the orientational ordering is
“frozen-in.”

Polymer NLOs are easily formed into thin films for guiding light in the op-
tical equivalent of integrated circuits. These can potentially be operated at very
high data rates, much higher than those possible for inorganic systems. However,
inorganic systems do not need poling to achieve nonlinearity. In polymer sys-
tems, orientation degradation occurs as a result of thermal noise. Cross-linking
has been considered as an one method to stabilize the orientation of the chro-
mophores. Another method is the use of high Tg polymer matrices.

The area of applications of nonlinear optics has not matured yet, and the
opportunities for creative work, both theoretical and experimental, abound. Here,
we have only covered some very introductory concepts.
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VASSILIOS GALIATSATOS
Equistar Chemicals, L.P.

OXETANE POLYMERS

Oxetane is a name commonly used for the unsubstituted cyclic ether with a
four-membered ring and the structure (1):

CH2 O

CH2 CH2

(1)
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This monomer is also known by other names including trimethylene oxide, ox-
acyclobutane, and 1,3-epoxypropane. The parent ether polymerizes readily as
a result of ring strain associated with the small ring size. A variety of substi-
tuted oxetanes have been synthesized and many of them also polymerize readily
(Table 1).

The most important chemistry needed to polymerize and understand the
mechanisms of polymerization of oxetanes was observed in the late 1930s
(5,6) and developed throughout the 1940s. Tetrahydrofuran (THF), the next
higher member in the homologous series of cyclic ethers, was used as a model
monomer. The first report of the polymerization of an oxetane was that of 3,3-
bis(chloromethyl)oxetane (BCMO) (7). This was followed in 1955 by a detailed
consideration of a family of 3,3-disubstituted oxetanes (8) and in 1956 by stud-
ies of the homopolymerization of oxetane itself (9,10). In each decade since then,
interest in these polymerizations and in the resulting polymers has waxed and
waned as monomers with different substituents became available and new appli-
cations for known polymers have been found.

During the 1950s, Hercules, Inc. developed a commercial synthesis for
poly[3,3-bis(chloromethyl)oxetane] (PBCMO) and marketed the polymer for
about 15 years, but it has since been withdrawn. Other oxetanes are being copoly-
merized, mainly with THF, to prepare precursors for use as the soft segment in
polyurethanes (qv), polyethers, and poly amide-type elastomers. In the United
States, interest has centered on energetic polymers prepared from oxetanes in
which one or more of the hydrogen atoms in the 3 position have been replaced by

electron-deficient groups like CH2CH3, NO2, and CH2OCH2C(NO2)2

CH3

. These materi-
als are explored as precursors to polymers that can be used as propellants and
other explosives.

Monomers

Properties. More than a hundred different oxetanes have been synthe-
sized; a few selected examples are given in Table 1 (see also Ref. 11). The parent,
unsubstituted oxetane is a liquid that boils at ∼48◦C. Fully deuterated and fully
fluorinated analogues have been prepared (1). Alkyl, cycloalkyl, bridged hydrocar-
bon, haloalkyl, sulfonyl chloride, ether, ester, hydroxyl, sulfide, mercapto, amino,
substituted amino, carboxyl, nitrile, nitro, and azido groups can be introduced at
any desired position on the ring or in side chains. Multiple substitution is com-
mon. Sometimes the functional groups are attached directly to the ring; most
often there is a methylene group between the ring and the functional group. The
physical properties of the resulting monomers vary widely with the substituent.
Substituted oxetanes can be solids or very high boiling liquids distillable only at
reduced pressure.

Many of the oxetanes are polymerizable. Quantitative conversion to polymer
is often observed when polymerizations are carried out under proper conditions
with suitably purified materials and appropriate initiators (12). The basicity of
the monomer and ring strain are important indicators of the polymerizability
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of a given cyclic ether; both are high and favorable for polymerization of many
oxetanes. The unsubstituted oxetane is the most basic of the unsubstituted cyclic
ethers (13). It has a ring strain of 107 kJ/mol (25.6 kcal/mol), only slightly smaller
than that of the readily polymerizable cyclic ether with a three-membered ring
(oxirane) and more than 20 times greater than that of the cyclic ether with a
six-membered ring, which does not homopolymerize (13).

Basicity and ring strain are not the only factors that determine polymer-
izability. Some substituted oxetanes do not polymerize under normal conditions
because of the nature of their substituents. The usual mechanism by which oxe-
tanes polymerize involves a cationic (oxonium ion) ring-opening reaction. Unless
they are suitably protected, amine, hydroxyl, carboxyl, and other simple electron-
donating substituents either inhibit polymerization entirely or terminate poly-
merization after one or two propagation reactions. Ether or formal substituents
are known transfer agents and the molecular weight of any polymer formed is
consequently reduced (12). Bulky substituents on the 2 and 4 positions may pre-
vent polymerization due to steric inhibition; many electronegative substituents
on the ring may prevent formation of a stable oxonium ion. However, copolymer-
ization of such unpolymerizable oxetanes with less substituted oxetanes or with
tetrahydrofuran and other monomers that polymerize by a similar mechanism
may still be possible. Copolymerization of this kind is known to occur with THF
(12,14).

Preparation. Syntheses of oxetanes are well established, but side reac-
tions are common and yields are usually not more than 60% (3,15). Purification
is often difficult and adds significantly to production expense.

Figure 1 summarizes the methods commonly used to form the oxetane
ring (1,3). Treatment of a 3-chloropropanoI or 3-chloropropyl acetate with base
is by far the most commonly used method. 3-Bromopropanols react in the
same way, but treatment of 3-iodopropanols with alkali normally gives differ-
ent products such as olefins (15). Iodo-derivatives, eg, 3,3-bis(iodomethyl)oxetane,
are prepared by exchanging the chlorine or bromine of the corresponding
3,3-bis(halomethyl)oxetane using Nal as the source of iodine (1). Other substi-
tuted 3,3-bis(methyl)oxetanes, eg, fluoromethyl or azidomethyl derivatives, are
similarly prepared using reagents like KF (1) or NaN3 (3), respectively. Figure 2
outlines the methods that have been used (3) to prepare a series of oxetanes with
other kinds of substituents in the 3 position. The key intermediate for this series
of compounds is 3-hydroxyoxetane. The hydroxyl is protected during ring closure.
The protecting group can be removed with acid; the hydroxyl group is converted
to its p-toluenesulfonate (tosylate), and the 3-(tosyl)oxetane is converted by the
methods shown to the 3-azido-, 3-amino-, 3-nitro-, and 3,3-dinitrooxetane deriva-
tives.

Polymerization

The ring-opening polymerization (qv) of oxetane (OX) is primarily accomplished
by cationic polymerization (qv) methods. Insertion polymerization (16), an-
ionic polymerization (qv) (17), and with certain special oxetanes, a free-radical
ring-opening polymerization (18) have also been used. In certain cases,
aluminum-based catalysts (18) impose a degree of microstructural control on the
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Fig. 1. Preparation of oxetanes (1,3). R1, R2 = H, CH2X or other functional group and
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polymerization process that is not obtainable with a pure cationic system. The
polyoxetane structure has also resulted from an anionic rearrangement polymer-
ization. A polymer having largely the structure of poly(3-hydroxyoxetane) was
obtained from the anionic polymerization of glycidol or its trimethylsilyl ether,
both oxirane monomers (19).
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Fig. 2. 3-Hydroxyoxetane derivatives (3).
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Initiators. The initiation of cationic polymerization requires a reagent
that generates the propagating tertiary oxonium ion (2):

CH2 O+ X–

(2)

This can be accomplished by a variety of electrophilic reagents such as Lewis
acids, preformed trialkyl oxonium ion salts, acylium ion salts, carbocationic salts,
etc. Appropriate strong acids may be used, either directly or generated in situ,
but present the complication that the secondary oxonium ion formed first (3)

HO+ X–

(3)

is unreactive relative to the propagating tertiary oxonium ion (2)(10). A counte-
rion X− of rather low nucleophilicity is required in order to generate a propa-
gating oxonium ion species of adequate stability (14). Thus simple anions such
as chloride or bromide are not suitable because they collapse immediately to the
corresponding haloalkyl ether (or alcohol). The ions used in the earliest stud-
ies were commonly BF4

− or BF3OH− which allowed for practical polymeriza-
tions of the reactive oxetane ring system, but suffered from a degree of instabil-
ity evident in careful kinetic analyses. Thus more recent studies have tended
to use the marginally better SbCl−

6 or the superior ions PF6
− , AsF6

− , or
SbF6

− (14,20). The exact nature or structure of the anion formed with the alkyl
aluminum–water initiators is not known, but it seems to function as a very stable
ion of low nucleophilicity.

Lewis Acid Types. The Lewis acids corresponding to the counterions
just discussed are suitable initiators for oxetane polymerizations. Thus BF3 or
BF3 etherate was used in classic studies of OX polymerization (9,10). Pure dry
monomer will not polymerize with BF3 alone (7); an active hydrogen material,
generally water or an alcohol, is required and leads to a BF3OH− or BF3OR−

counterion. Some of the stronger Lewis acids such as PF5 or SbF5 are able to
self-initiate and do not require the presence of active hydrogen compounds (21).

Preformed Trialkyl Oxonium Ion Salts. The preparation of triethyl and
trimethyl tetrafluoroborate has been described (22). The corresponding hexafluo-
rophosphate or hexafluoroantimonate salts can be prepared similarly or a method
starting with a commercially available hexafluorophosphoric acid solution can be
used (23). Additionally, the salts are often formed in situ using the Lewis acid
with a so-called epoxide promoter (24). These salts are strong alkylating agents
and initiate polymerization by a simple alkyl exchange reaction:

O+ +R3O+X– R2OX–R O+
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Acylium Ion Salts. The acylium ion salts corresponding to the counterions
mentioned above are also good initiators:

O

O

+RC+X– X–RC O+

O

The acyl dialkyl oxonium ion is about as reactive as a similar trialkyl ion. These
salts can also be isolated and used directly, or they can be formed in situ from the
acid chloride and a silver salt, eg, silver hexafluoroantimonate (25).

Super Acids and Their Esters. These compounds are often excellent initia-
tors for cationic polymerization of cyclic ethers. The fluorosulfonates and trifluo-
romethanesulfonates especially have been exploited. The polymerization kinetics
are complicated by an ester ion equilibrium, but proper choice of a solvent with a
high dielectric constant

O+ FSO–
3 O OSO2F

often favors the formation of the reactive ion and produces good polymerization
rates (14). However, these initiators have been found to be of little value in ox-
etane polymerizations. For example, polymerization of BCMO initiated by ethyl
trifluoromethanesulfonate proceeds extremely slowly because the above equilib-
rium is far to the right under polymerization conditions (26); the ester form is vir-
tually unreactive to the cyclic ether and does not participate in the propagation
reaction. Moreover, the active oxonium ion, when formed, collapses immediately
to the corresponding ester. Thus a suitable mechanism for rapid polymer forma-
tion with this otherwise excellent group of initiators does not exist for BCMO and
probably not for other oxetanes as well.

Aluminum Alkyl-based Initiators. Cationic initiators can be prepared from
trialkylaluminum by modification in inert solvent with 0.5–1.0 mol of water per
mole of aluminum alkyl (27,28). Initiator efficiencies and rates of initiation are
enhanced by the use of epoxide promoters with in situ trialkyl oxonium salt
formation (24,28). A true cationic polymerization strictly analogous to those ob-
tained with Lewis acid initiators is obtained, but the true nature of the counterion
formed is not known and, in fact, is probably not a single species. Furthermore,
it is difficult to predict the exact number of active sites that form (29,30). The
alkyl aluminum coordination catalysts, developed primarily for oxirane polymer-
izations, can also be successfully applied to oxetanes (16). These catalysts are
prepared by adding one of several coordinating modifiers to a water-modified alu-
minum alkyl system. The most commonly used modifier appears to be acetylace-
tone (2,4-pentanedione) (16,31,32).

Other Initiators. Cationic polymerization of oxetane has been initiated elec-
trochemically (33), by γ -rays (34), by free-radical systems (18,35), and by uv ra-
diation (36). These methods have not achieved any great importance.

Mechanistic Considerations. The cationic ring-opening polymerization
of four-membered (and higher) cyclic ethers takes place by a nucleophilic attack
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of the incoming monomer oxygen on one of the two-ring, α-carbon atoms of the
active cyclic oxonium ion:

X–

CH2

CH2

CH2CH2 O+

..

..

CH2

CH2

CH2
O

O+

CH2 O
X–

If the oxetane is unsymmetrically substituted, the microstructure of the product
differs if attack occurs only at one of the two α-carbon sites or if both α-carbon
atoms are subject to attack.

The monomer oxygen atom is not the only reactive oxygen atom in the sys-
tem. All ether oxygen atoms in the backbone, side chains, or additives are poten-
tially reactive. Thus polymer oxygen atoms can attack the active cyclic oxonium
ion. Intramolecular attack by polymer oxygen, ie, attack of the oxonium ion end
group by a polymer oxygen of the same polymer chain, can lead to either depoly-
merization (qv) or to formation of cyclic oligomers. Attack by the penultimate
oxygen atom ion leads to depolymerization:

CH2

CH2

CH2O

O+

O

CH2

CH2

CH2O+ +

Whereas this is an important reaction for tetrahydrofuran, it is energetically un-
favored for the highly ring-strained oxetane system and does not need to be con-
sidered under ordinary polymerization conditions. Attack of this same oxygen
atom at either of the two-ring, α-carbon atoms leads to an eight-membered ring,
which also is energetically unfavored and not found. Attack by oxygen atoms fur-
ther back on the chain leads to the oxonium ion precursors of larger ring systems
that are often found in substantial quantities. Intermolecular attack by polymer
oxygen leads to the formation of polymeric acyclic oxonium ions:

CH2O+ CH2 OO+

CH2

CH2

CH2

CH2

O+( CH2 )3

Such ions have been invoked to explain various kinetic features, eg, temporary
termination as an explanation of the dramatic change from a very rapid to a slow,
steady polymerization rate (37). Evidence of polymeric acyclic oxonium ions was
inferred from the higher viscosity of an unterminated oxetane polymerization so-
lution compared to the viscosity of the same solution just after amine termination
(38). This effect was not observed for a DMOX polymerization where steric inhi-
bition prevents reaction of polymer oxygen. Intermolecular reaction of polymer
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oxygen also accelerates broadening of the molecular weight distribution to its
most probable value of two.

Kinetics. The kinetics of OX and DMOX polymerizations were first con-
sidered in 1956 (10). Subsequent analysis has shown that the kinetic expression
for these polymerizations can be reduced to

− d[M]
dt

= kp[I0][M]

which was thought to describe all oxetane polymerizations adequately regardless
of the initiator used (39). Here only the propagation rate constant kp is used and
[I0] represents either the concentration of a fast, 100% efficient initiator or the
concentration of active sites as measured directly; [M] is monomer concentration.
Some systems may not be this simple and rate constants obtained from actual
measurements of active sites may represent average, overall rate constants en-
compassing several processes.

The following conclusions for OX polymerizations in methylene chloride at
−30◦C using PF− counterion have been presented (37). Initiation with the tri-
alkyl oxonium ion salt is slow. Initiation with trityl salts is by direct addition of
the trityl carbocation to oxetane and the reaction is fast. The polymerization, ie,
the propagation reaction, is very fast. A competing fast reaction with polymer
oxygen removes active growing sites to form dormant or “sleeping” ions by a pro-
cess often referred to as temporary termination. The polymeric acyclic oxonium
ion so formed is analogous in structure and reactivity to the triethyl oxonium
ion and thus reacts only slowly with monomer to reinitiate the fast polymerizing
active site. Such participation of polymer oxygen also accounts for the molecular
weight distributions which are broader than the anticipated Poisson distribution.
Furthermore, such a scheme is also consistent with the proposals that have been
made to explain cyclic oligomer formation.

More recent studies with 3MOX, carried out at −78◦C and using acetyl hex-
afluorophosphate as initiator, confirm the extremely fast propagation rate (40).
Near quantitative conversion to polymer in less than two minutes suggests no
involvement of polymer oxygen using this monomer under these conditions. A
similar observation was made when DMOX polymerization was qualitatively
compared with OX polymerization, both at 25◦C in methylene chloride and both
initiated by triethyloxonium hexafluoroantimonate (38). The rate of polymeriza-
tion of DMOX was much faster than that of OX, and a lack of the viscosity effect
upon termination of the DMOX polymerization suggested little, if any, involve-
ment with polymer oxygen in the case of DMOX. Qualitative or quantitative ki-
netic data bearing on this point have not yet been reported for other substituted
oxetanes.

Cyclic Oligomers. The formation of high polymer from OX monomers
is often accompanied by variable amounts of low molecular weight oligomeric
material, eg, the cyclic tetramer, a 16-membered tetraoxycyclic ether (9). The
amount of cyclic tetramer that forms varies with polymerization conditions and
with monomer structure; OX and DMOX form cyclic tetramer, whereas 2MOX
and BCMO do not. Later studies showed that small amounts of a cyclic trimer
can form in BCMO polymerizations (41). In more recent studies, in the case
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of the unsubstituted OX, both cyclic tetramer and cyclic trimer form (42). The
amounts formed vary with counterion, polymerization temperature, and solvent.
A more detailed study revealed that an array of cyclic oligomers results for both
OX (trimer through octamer) and DMOX (tetramer through nonamer); tetramer
is the major one in both cases (43). Oligomers are formed only from polymer (not
by a direct reaction) and only in the presence of monomer. First, a “backbiting re-
action,” ie, an intramolecular reaction of polymer oxygen, forms a macrocyclic ox-
onium ion. Subsequent reaction with monomer at the exocyclic methylene group
releases the free macrocycle and regenerates the active propagating ion (43).

The ease of macrocycle formation is very dependent on stereochemical con-
siderations, such as the preferred conformation of polymer chains. Thus the ex-
tent of cyclic oligomer formation varies greatly with oxetane-ring substitution
(see also MACROCYCLIC POLYMERS).

Microstructure. High frequency nmr instrumentation is useful for stud-
ies of the microstructure of unsymmetrically substituted oxetanes and oxetane
copolymers. Propagation occurs when monomer attacks either of the two endo-
cyclic α-carbon atoms of the active cyclic oxonium ion. In the case of the unsubsti-
tuted OX or the 3-substituted derivatives, the molecules are symmetrical and no
observable differences arise between attack at the two endocyclic α-carbon atoms.

However, for the 2-substituted oxetane, eg, 2MOX,

CH2

CH3

CH

3

2

4

α

β

1 CH2O+

(4)

attack at C-4 results in β-bond cleavage, opening of the O CH2 bond, whereas
attack at C-2 results in α cleavage. Exclusive attack at one position to give only β

(or α) cleavage results in a regular head-to-tail structure. But even occasional at-
tack at the other position to give α (or β) cleavage results in backwards placement
of the monomer unit and consequent head-to-head, tail-to-tail structural units:

CH2

CH3

CH2 CH O CH2

CH3

CH2 CH O head-to-tail

CH

CH3

CH2 CH2 O CH2

CH3

CH2 CH O tail-to-tail

CH2

CH3

CH2 CH O CH CH2 CH2 O head-to-head

CH3
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Furthermore, the head-to-head linkages can have either a meso or a racemic con-
figuration of the two methyl groups.

Cationic polymerization results in both α and β cleavage. Both head-to-tail
and head-to-head, tail-to-tail placement can be detected by 13C nmr (20,27,44).
The extent of mixed cleavage depends on polymerization temperature. Higher
temperatures favor more random attack at the two sites. An alkyl aluminum
catalyst system coordinated with acetylacetone results in exclusive head-to-tail
placement (27,32). Either α or β cleavage occurs exclusively; this result cannot
distinguish between the two modes of cleavage. In addition, the coordinate cat-
alyst exerts steric control, and measurement of isotactic, syndiotactic, and het-
erotactic triad concentrations showed that syndiotactic placement was somewhat
favored over the random placement found in the head-to-tail units produced by
cationic catalysts. Further analysis using optically active 2MOX monomer led
to pure isotactic structure with coordinate catalysis and showed that α cleavage
occurs primarily with inversion of configuration of the chiral center (45,46).

In the polymerization of cis- and trans-2,4-dimethyloxetane, the meso cis
isomer is converted to a polymer that has a largely racemic diisotactic structure
(45,47). The racemic trans isomer yields a polymer suggesting random placement
of the repeating units. Thus the direction of ring opening is influenced by the
configuration of the growing oxonium ion only for the cis isomer. The anionic
and insertion polymerizations of propylene oxide also include some head-to-head
monomer placement (31,48).

An oxetane doubly substituted in the 2 position, the 2,2-dimethyloxetane,
leads exclusively to head-to-tail structure under cationic conditions (49). Ring
opening occurs exclusively by α cleavage as a result of an equilibrium between
the oxonium ion and the corresponding ring-opened tertiary carbocation. It is
suggested the propagation in this case is via the carbocation, whereas the oxo-
nium ion easily undergoes transfer to monomer. In this way, the production of
only low molecular weight polymer and oligomers with primary hydroxyl and iso-
propenyl end groups is accounted for (49).

Though symmetrically substituted, the P3MOX can, in theory, show
isotactic–syndiotactic–heterotactic placement of the lone methyl along the poly-
mer chain. It is very difficult to detect by 13C nmr because the isotactic–
syndiotactic–heterotactic splitting is only about 0.017 ppm (compared to 0.14 ppm
for P2MOX). Though it could not be accurately assessed, the relative areas were
consistent with a totally random placement of the methyl groups (40).

Polyoxetane Glycols. Relatively low molecular weight polyethers with
hydroxy end groups have been the only commercially important products re-
sulting from THF polymerization. Thus as the next lower homologue, with
increased potential for functional or modifying ring substitution, the oxetanes
offer an enticing extension of this chemistry. However, as has been noted, oxe-
tane polymerization is very fast and control of the polymerization to give low
molecular weight products with end-group functionality has, until recently, not
been possible. Japanese patents (50,51) describe the preparation of low molecu-
lar weight oxetane–tetrahydrofuran copolymers using methods that appear sim-
ilar to those used to prepare PTHF glycols (52). The preparation of polyoxetanes
and oxetane–THF copolymers substituted with energetic groups such as azido or
nitro have also been described (4,53–55). The latter methods generally involve
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polymerization in the presence of relatively large amounts of organic diols, eg,
1,4-butanediol, or the use of preformed Lewis aciddiol mixtures as polymeriza-
tion initiators. Butyllithium has been used to cleave high molecular weight poly-
oxetane (POX) to low molecular weight POX glycols (56). Low molecular weight
POX glycols have also been prepared by ozone degradation of a high molecu-
lar weight polymer followed by lithium aluminum hydride reduction or by direct
polymerization using Lewis aciddiol mixtures as initiator (57). Standard methods
and recipes are then used to extend the chain of these glycols into polyurethane
networks (58). POX glycols have also been used to prepare a series of block copoly-
mers (qv) (59).

Copolymers. Oxetane copolymerizes, often competing effectively with
other oxetanes and with other cyclic ethers such as oxiranes or THF or with lac-
tones, dioxanes, or dioxolanes (28). Copolymerization (qv) is often desired in order
to modify and adjust crystallinity or crystallization rates. Symmetrical oxetanes
generally crystallize readily and for some applications this is not a desirable prop-
erty, eg, for elastomeric applications. Since BCMO was once commercial and its
polymer is highly crystalline and high melting, its copolymerizations have been
extensively studied (28). Copolymerization of BCMO with the dioxolane ring of
a 1,6-anhydroglucopyranose has also been demonstrated (60). Many pairs of re-
activity ratios (r1r2) covering a wide variety of copolymers of oxetanes have been
determined and tabulated (28,61). These values can vary substantially with con-
ditions and need to be critically evaluated before use.

Studies of ionomers have resulted in copolymerizations of oxetane with
ethyl glycidate (62) and with ethyl undecanoate (63,64). Ethyl glycidate does
not copolymerize readily and only copolymers containing ca 1 mol % ethyl gly-
cidate have been prepared. The copolymerization of DMOX with THF was stud-
ied in order to determine the Tg (see also GLASS TRANSITION) of various composi-
tions (65) and the apparent r1, r2 values (66). The latter studies indicated that
random copolymers were formed. Random copolymerization was also found for
the DMOX–OX pair (67). The study suggested that OX was more reactive than
DMOX toward each of the two growing ions. A study of the copolymerization of
2MOX with 2-methyltetrahydrofuran, which does not homopolymerize, showed
that copolymerization of 2-methylTHF also does not occur readily. Nmr analysis
indicated that both monomers entered the polymer chain in both head-to-tail and
head-to-head placement (68), that is, on copolymerization both monomers behave
like 2MOX (20).

Copolymerization with carbon dioxide has been demonstrated (69). Reaction
with carbon dioxide to give a polycarbonate requires an alkyl tin catalyst modified
with a phosphine or an amine.

Properties of Polymers

A large number of polyoxetanes have been prepared and partially characterized
(1). The properties of the polymers vary greatly with the symmetry, bulk, and po-
larity of the substituents on the chain (Table 1). The polymers range from totally
amorphous liquids to highly crystalline, high melting solids. The unsubstituted
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oxetane polymer has a melting temperature of 35◦C, not far above ambient tem-
perature. A single methyl substituent at either the 2 or 3 position gives a polymer
with stereoisomeric possibilities. Only amorphous polymers have been reported
for oxetanes with single methyl substituents (1,10). The 3,3-dimethyl derivative
gives a crystalline polymer with a melting temperature of 47◦C, whereas 3,3-
bis(halomethyl)oxetanes melt at 135, 180, 220, and 290◦C for fluoro-, chloro-,
bromo-, and iodo- derivatives, respectively (1). As usual, the effect of copolymer-
ization is to lower the melting temperature. For example, the random, high molec-
ular weight copolymer of BCMO and THF is a tough, amorphous rubber (12).

Other crystallization parameters have been determined for some of the poly-
mers. Numerous crystal-structure studies have been made (70–77). Isothermal
crystallization rates of polyoxetane from the melt have been determined from 19
to −50◦C (78,79). Similar studies have been made for PDMOX from 22 to 44◦C
(80,81).

The pressure dependence of the glass-transition temperature Tg of BAMO–
THF copolymer has been determined by high pressure (≤850 MPa or 8.5 kbar) dta
and dielectric methods (82). Tg increases with increasing pressure. The results fit
a modified Gibbs-DiMarzio theory. The effect of copolymer composition on Tg (65)
and on dipole moments (83) has been studied over the whole composition range
for DMOX–THF copolymer. The copolymers exhibit a Tg intermediate between
those of the parent homopolymers.

Solubility parameters of 19.3, 16.2, and 16.2 (J/cm3)1/2have been determined
for POX, PDMOX, and poly(3,3-diethyloxetane), respectively, by measuring solu-
tion viscosities (84). Heat capacities have been determined for POX and compared
to those of other polyethers and polyethylene (85,86). The thermal decomposition
behavior of poly[3,3-bis(ethoxymethyl)oxetane] has been examined (87).

Properties have been determined for a series of block copolymers based on
poly[3,3-bis(ethoxymethyI)oxetane] and poly{[3,3-bis(methoxymethyl)oxetane]-
co-THF}. The block copolymers had properties suggestive of a thermoplastic elas-
tomer (59) (see THERMOPLASTIC ELASTOMERS).

Extensive physical property measurements have been reported only for
PBCMO (88,89) (Table 2). This polymer was commercially available in the United
States from Hercules, Inc. for about 15 years under the trade name Penton, but it
is not currently produced for commercial sale. It has also been studied extensively
elsewhere under the name Pentaplast. The comparatively high heat-distortion
temperature combined with a low water-absorption value make PBCMO suitable
for articles that require sterilization. It also has excellent electrical properties, a
high degree of chemical resistance, and, because of the chlorine in the backbone,
is self-extinguishing. PBCMO is resistant to most solvents, specifically to ketones,
water, aldehydes, esters, aromatic hydrocarbons, and weak organic bases, eg, ani-
line, and ammonia, weak acids, weak alkalis, and strong alkalis; it is attacked by
strong acids (88). It is reported to be somewhat soluble in hot o-dichlorobenzene
or cyclohexanone and in hexamethylphosphoramide at room temperature (1). It
is attacked by fuming nitric acid and sulfuric acid (88). Most other crystalline
oxetane polymers are also insoluble in common organic solvents (71). The amor-
phous and low melting oxetane polymers, in contrast, are soluble in a wide variety
of organic solvents.
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Table 2. Typical Properties of Poly[3,3-bis(chloromethyl)oxetane]

Property Value Refs.

melting temperature, ◦C α form, 186 90
β form, 180 70

glass-transition temperature, ◦C 7–32a 90
density, 25◦C, g/cm3

amorphous 1.386 90
crystalline 1.47 90

compression modulus, 6.9 MPab 130 91
tensile strength, MPab 41.4 88,90,91
elongation at break, % 35–150 88,91
heat-distortion temperature, ◦C

1.82 MPab 85–93 91
0.48 MPab 149 91

izod impact (notched), 228◦C, J/mc 27 88,91
Rockwell hardness R100 91
flexural strength, MPab 34.5 88
thermal expansion, 10− 5/◦C 8 88
volume resistivity, �·cm 1×1016 88
dielectric strength, V/µm 16 88
dielectric constant, 106 Hz 3 88
power factor, 106Hz 0.011 88
flammability self-extinguishing 88
water absorption,% (24 h) 0.1 88
mold shrinkage, cm/cm 0.005 88
crystallographic data α form β form 71

crystal system orthorhombic monoclinicd

space group D2H-2, D2H-16 CS-1 or CS-2
CS-3

unit cell
a, nm 1.785e 0.685, 1.142
b, nm 0.816c 1.142, 0.706
c, nm 0.467–0.482 0.475, 0.482
β, degrees 109.8, 114.5

monomer/unit cell 4 2
crystal density, g/cm3 1.47–1.514 1.472, 1.456
heat of fusion, kJ/mol 23.0
chain configuration, N∗P/Q 3∗1/1 3∗1/1
aDepends on method of determination.
bTo convert MPa to psi, multiply by 145.
cTo convert J/m to ftlbf/in., divide by 53.38.
dTwo groups of data for a monoclinic cell are given in Table 2. A third group suggests an orthorhombic
cell with C2V-12 space group; a = 1.301 nm; b = 1.171 nm; c = 0.467 nm; 4 monomers/unit cell and a
crystal density of 1.447 g/cm3.
eOne reference reverses a and b.

Processing

This discussion is limited to processing of PBCMO because this is the only oxe-
tane polymer that has been commercialized (88). A typical commercial polymer
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had a number-average molecular weight of 250,000–350,000. Such PBCMO can
be injection-molded in standard machines, using chrome-plated or polished hard-
steel dies. As a result of its highly crystalline nature, PBCMO has a fairly low
melt viscosity and easily fills molds. Molding cycles of 20 s or less are possible
for parts with wall thicknesses of 1.6 mm or less. A stress-free molding with low
shrinkage on cooling is obtained. The parts can be machined easily and compo-
nents with exceptional dimensional stability are produced. PBCMO can also be
extruded, using screw designs of the type used for nylon or polyethylene and
temperatures of 182–230◦C. Because of its low water absorption, predrying of the
molding powder is not necessary. Coatings with a homogeneous void-free finish
up to 1-mm thick can be applied to a variety of substrates (glass, steel, paper)
by water or solvent-dispersion systems or by using the fluidized-bed technique of
coating (88).

Analytical and Test Methods

Titration. A rapid method for determining the oxetane content of a sam-
ple by titration has been reported (92). The sample (1–2 meq) is refluxed for 3 h
with 25 mL of 0.20-N pyridinium chloride in anhydrous (<0.01% water) pyridine
to convert the oxetane to its 1,3-chlorohydrin. The mixture is cooled and the ap-
paratus is rinsed with 50-mL water. Excess pyridinium chloride is titrated with
standard aqueous alkali (0.15-N NaOH) using phenolphthalein indicator. A blank
determination is carried out on 25 mL of the pyridinium chloride solution. The
difference between the blank and the excess is a measure of the oxetane content
of the sample:

[(B− S) × N × 5.806]/w = % oxetane-ring content

where B = mL of NaOH to titrate blank, S = mL of NaOH to titrate sample, N =
normality of NaOH, and w = sample weight in grams.

Spectroscopy. Ir and nmr spectroscopy are useful aids in the character-
ization of oxetanes and oxetane polymers. The CH frequencies of the monomer
are generally observed at 2900–3000 cm− 1, The oxetane ring shows absorption
between 960 and 980 cm− 1 regardless of the substituents on the ring (1). An un-
usually high oxetane-ring ir frequency of 1000 cm− 1 has been reported for DNOX
(3). Polymer ether (COC) ir absorptions are typically near 1100 cm− 1. Proton nmr
chemical shifts for oxetane monomer and polymer are typically ∼4.0–4.8 δ (CH2)
and 3.5–4.7 δ (CH2), respectively (3,40,44). 13C nmr increasingly is being used to
characterize polyoxetane microstructure (27,69).

Equivalent Weight of Hydroxyterminated Polymer. The following pro-
cedure has been used for PAZOX (3). Approximately 0.2 g of polyoxetane, 5 mL
of 1,2-dichloroethane, 2 mL of 1,1,1,3,3,3-hexamethyIdisilazane, and 0.5 mL of
chlorotrimethylsilane were added to a 50-mL, round-bottomed flask equipped
with a magnetic stirrer, condenser, and drying tube. Volatile materials were re-
moved at 70◦C under vacuum. The residue was dissolved in 1-mL deuterochlo-
roform and the 1H nmr spectrum was recorded. The hydroxyl equivalent weight
was calculated on the basis of the areas of the δ 3.3 signal (5 protons per monomer
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unit) and the δ 0 signal (9 protons per siloxy group). The same method was used
for polymers with more complex nmr spectra by using weighed mixtures of sily-
lated polymer and a known amount of a reference such as p-dichlorobenzene. In
these cases, the equivalent weight was calculated on the basis of the reference
and siloxy signals (3).

Health and Safety Factors

Very little has been reported about the toxicity and hazards of handling the ox-
etanes and their polymers. Both properties are influenced markedly by the sub-
stituents. Oxetane itself is a low boiling flammable organic liquid and should be
handled with care like any other low boiling and flammable liquid. Details of its
toxicity are unknown, although one report states that it may be narcotic in high
concentrations (93). BCMO is reported to be moderately irritating to the respi-
ratory tract with high danger of permanent injury. Animal experiments show
irritant and narcotic effects (94). Because of its structure and chlorine content,
BCMO can evolve toxic fumes on decomposition and is classified as dangerous in
disasters (94). AZOX is one of the monomers designed to yield energetic polymer
and, as such, is hazardous. Adiabatic compression tests indicate that the material
is a sensitive explosive (3). AZOX can be handled safely by collecting the material
directly in methylene chloride at −78◦C as it forms and storing it as a methy-
lene chloride solution (3). Under no circumstances should an energetic monomer
be distilled; rather purification of energetic monomers via column chromatogra-
phy is suggested. Elution of BAMO with methylene chloride through a column
packed with basic alumina (95) or elution of 3-nitrato-methyl-3-methyloxetane
with 50/50 vol/vol chloroform/hexane through a neutral alumina packed col-
umn (96) have been recommended. Methylene chloride–hexane was used to pu-
rify DNOX by passing through silica gel (3). The polymers derived from the
energetic monomers burn with a great deal of smoke. Special procedures have
been developed for disposal of these energetic polymers.

Uses

Suggested uses for PBCMO include valves, bearings, precision gears, corrosion-
free coatings, wedges and slot liners for starters in electric motors, films, adhe-
sives, and even rope. Markets for this high price, high performance material were
mainly in the field of chemical processing and precision injection-molded indus-
trial parts. As a lining material PBCMO converts carbon steel tanks into vessels
capable of handling high corrosive fluids at elevated temperatures (88). There
are a large number of reports of the usefulness of PBCMO in adhesive and coat-
ings applications (97,98). There are a substantial number of reports that describe
the use of BCMO and other oxetanes to prepare polyglycols or copolyglycols for
use in polyurethanes or polyesters or polyamide-type elastomers (51,99). PBCMO
has been used in glass- and metal-filled composites (100,101). Grafting of 2- and
4-vinylpyridine to PBCMO and subsequent quaternization with methyl bromide
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give ion-containing membranes that demonstrate significant salt exclusion and
are potentially useful as reverse-osmosis membranes (102).
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OXIDATIVE POLYMERIZATION

Introduction

Oxidative polymerization is, formally, abstraction of two hydrogen atoms from a
monomer to give a polymer, and thus may be classified as polycondensation. The
applicable monomers are mainly aromatic compounds. Electrical and chemical
oxidation methods are often used, in which catalysis with dioxygen or hydrogen
peroxide is the most favorable; the reaction temperature is moderate and the by-
product is water only. Oxidative polymerization is one of the cleanest and lowest
loading methods in polycondensation. However, the reaction mechanism is un-
clear in many cases and the coupling selectivity is not generally easy to control.

This article deals with oxidative polymerization of phenols, anilines, thio-
phenol derivatives, aromatic hydrocarbons, heterocyclic aromatics, and other
monomers. The reaction mechanism, the coupling selectivity, and the character-
istics of the resulting polymers are discussed.

2,6-Disubstituted Phenols

Until the 1950s, oxidation of 2,6-dimethylphenol (2,6-Me2P) by an oxidant
like benzoyl peroxide (1) or alkaline ferricyanide (2) mainly gave 3,3′,5,5′-
tetramethyldiphenoquinone (DPQ) (Fig. 1). In 1959, oxidative polymerization of
2,6-Me2P catalyzed by CuCl/pyridine (Py) under dioxygen leading to poly(2,6-
dimethyl-1,4-phenylene oxide) (Poly-2,6-Me2P) was discovered (3). Various cat-
alysts such as copper/substituted-ethylenediamine complexes were developed
and Poly-2,6-Me2P was found completely miscible with polystyrene (4) (see
POLYETHERS, AROMATIC).

Oxidative Coupling Mechanism. Poly-2,6-Me2P is a C O coupling
product and DPQ is a product via C C coupling. Control of the C O coupling is
a most important question (5). Three possible reaction mechanisms for the C O
coupling selectivity have been proposed as follows: (1) coupling of free phenoxy
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Fig. 1. Oxidation of 2,6-dimethylphenol.

Fig. 2. Three possible mechanisms for C O coupling in the oxidative polymerization of
2,6-dimethylphenol.

radicals resulting from one-electron-oxidation of 2,6-Me2P, (2) coupling of phe-
noxy radicals coordinated to a catalyst complex, and (3) coupling through phe-
noxonium cation formed by two-electron-oxidation of 2,6-Me2P (Fig. 2).

Coupling of Phenoxy Radicals Coordinated to Catalyst Complex. Be-
cause the oxidative coupling of 2,6-Me2P with benzoyl peroxide or alkaline fer-
ricyanide affords DPQ as the main product (1,2), it seems that the free phenoxy
radical leads to C C coupling. C O coupling results from the phenoxy radical
coordinated to the copper complex [(ii) in Fig. 2]. In CuCl/Py catalysis, increasing
the amount of Py to copper (6,7) favors the C O coupling. Substituents at the
2,6-positions of Py (6) or high reaction temperature (8) makes the C C coupling
favorable.
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The kinetic study of Cu/Py catalysis showed that the oxidative polymeriza-
tion proceeded by a Michaelis–Menten-type reaction mechanism and the C O
coupling is preferred when at least one of the radicals is coordinated to copper
(9). ESR measurements using a copper(II) acetate/Py complex (10), where Py/Cu
= 20, showed two phenoxo-copper(II) complexes, and the oxidative polymeriza-
tion gave mainly Poly-2,6-Me2P. For Py/Cu = 2, none of phenoxo-copper(II) com-
plexes was detected and the major product was DPQ. Thus, these data suggest
that coupling via the coordinated phenoxy radicals mainly leads to the C O cou-
pling.

Coupling of Phenoxonium Cation with 2,6-Dimethylphenol. No ESR sig-
nals of free phenoxy radicals in the oxidation of 2,6-Me2P with a [CuCl(OCH3)Py]
complex were detected (11). It was assumed that the phenoxy radical was oxi-
dized by the Cu(II) complex (totally two-electron-oxidation from the phenol) to
give the phenoxonium cation, which can couple with the phenol leading to C O
coupling [(iii) in Fig. 2]. For a Cu/N-methylimidazole (NMI) catalyst, the reac-
tion order in copper changed from 1.22 at NMI/Cu=10 to 1.70 at NMI/Cu=75, and
the selectivity for the C O coupling reached a maximum at the NMI/Cu ratio
of at least 30 (12). From the data, the key intermediate may be a µ-phenoxo di-
copper(II) complex, in which two-electron-transfer from phenoxo moiety to two
copper atoms can give a phenoxonium cation.

By ab initio calculation, the atomic charges for the phenol, phenolate anion,
phenoxy radical, phenoxonium cations of 2,6-Me2P were determined (13). Since
the oxygen atoms in all the species were negative, it was considered that the
species susceptible to the C O coupling has positive charge on the para-carbon,
and therefore, it should be the phenoxonium cation. The coupling of the phenoxy
radicals was excluded, because the treatment of 2,6-Me2P with benzoyl peroxide
yielded DPQ (1). The reaction between the phenoxy radical and phenol was ruled
out, because 2,6-dimethylanisole did not react in the oxidative polymerization of
2,6-Me2P (14).

If the oxidative coupling of 2,6-Me2P proceeds via the phenoxonium cation,
in the presence of a nucleophilic reagent in excess to the phenol, the phenoxo
cation should react with the nucleophile, and hence, Poly-2,6-Me2P cannot be
obtained. In fact, it was found that the oxidative polymerization of 2,6-Me2P
catalyzed by a Cu(tmed) (tmed: N,N,N′,N′-tetramethylethylenediamine) complex
with an excess amount of n-pentylamine produced Poly-2,6-Me2P in 75% yields
(5). The nucleophilicity of n-pentylamine toward benzyl chloride was confirmed
to be much greater than that of 2,6-Me2P. These facts strongly indicate that such
electrophilic intermediates as a phenoxonium cation are not involved in the ox-
idative polymerization.

Coupling of Free Phenoxy Radicals. The above two mechanisms [(ii) and
(iii) in Fig. 2] are based on the assumption that the coupling via free phenoxy rad-
icals of 2,6-Me2P leads to the C C coupling mainly. With alkaline ferricyanide (2),
DPQ was produced in 45–50% but the other half of the oxidized material was a
yellow nonketonic polymer, probably Poly-2,6-Me2P. On the other hand, the ox-
idation with benzoyl peroxide afforded the C C coupling products in total 60%
yield (1). However, detailed analysis for this oxidation reaction showed that the
reaction mechanism did not involve radical intermediates but rather a benzoyl
perester intermediate (15). It was reported that the thermal decomposition of
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benzoyl 2,6-dimethylphenyl carbonate, which should generate the phenoxy rad-
ical, produced Poly-2,6-Me2P and DPQ in 35–38% and 10% yield, respectively
(16). From these studies, it seems that some complicated experimental results
and different understandings were involved in the above assumption of the C C
coupling selectivity in the free-radical coupling, which was pointed out before
(17).

In addition, many studies on the oxidative coupling of 2,6-Me2P with inor-
ganic oxidants were performed, and in some cases the free radical was observed.
The oxidation with MnO2, PbO2, and Ag2O produced Poly-2,6-Me2P in 60–95%
yields. For MnO2 (18) and Ag2O (19), the free radicals of 2,6-Me2P and Poly-2,6-
Me2P were detected by ESR measurements. By the addition of increasing amount
of triethylamine in oxidative polymerization with PbO2, the formation of DPQ
was suppressed and the yield of Poly-2,6-Me2P was increased (20). On the other
hand, the oxidation by hexachloroiridate(IV) anion in an acidic aqueous solution
afforded DPQ in 55–65% (21).

It was considered from the above studies (20,21) that the selectivity for the
C O or C C coupling of 2,6-Me2P was much affected by a coexisting base or
acid. Recently, oxidative coupling of 2,6-Me2P with Ag2CO3 was examined in the
presence of excess n-pentylamine (nPA) or acetic acid (AcOH) (5). The ratio of the
products Poly-2,6-Me2P and DPQ was 50/50 without these additives, >99/∼0 with
nPA, and 0/100 with AcOH. These data indicate that generally in the oxidative
coupling of 2,6-Me2P the addition of a base would lead to the C O coupling and
that of an acid to the C C coupling.

The above observations may be explained by the following proposal (22): in
basic reaction media, a free phenoxy radical is formed leading to C O coupling
[(i) in Fig. 2], and in acidic reaction media, a phenoxonium cation could be gen-
erated to give the C C coupling. In the electrochemical oxidation of 2,6-Me2P,
the oxidation above pH 5.2 takes place via two monoelectronic steps, the first of
which forms the free phenoxy radical; the oxidation below pH 5.2 undergoes one
dielectronic step, which might generate the phenoxonium cation (23). It is still
unclear whether or not the phenoxonium cation is really involved as the interme-
diate in the oxidative coupling; however, at least the phenoxonium cation should
be easier to form under acidic conditions than under basic conditions.

To summarize on the above observations about the reaction mechanisms,
the C O/C C coupling selectivity in the oxidative polymerization of 2,6-Me2P
appears to be as follows (5).

(1) The coupling via coordinated phenoxy radicals and the coupling of free phe-
noxy radicals under basic conditions would mainly lead to the C O cou-
pling.

(2) The coupling of free phenoxy radicals under acidic conditions or the cou-
pling of phenoxonium cations from the two electron oxidation with phenol
would favor the C C coupling.

Chain Extension Mechanism. The chain extension mechanism in the
oxidative polymerization of 2,6-Me2P has been almost established (Fig. 3). It has
been widely accepted that two dimeric phenoxy radicals couple with each other
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Fig. 3. Chain extension in the oxidative polymerization of 2,6-dimethylphenol.

to give a quinone-ketal intermediate, which has not been detected. No reactiv-
ity of the tail phenoxy group (marked B in Fig. 3) was observed, because the
π -conjugation is cut off by the ether bond (25); ie, the head-tail coupling mecha-
nism, in which the oxygen atom of head phenol unit couples at the para-carbon
atom of tail phenoxy group (24), is excluded. The oxidation of a 4-phenoxyphenol
marked with methyl group (let it be A-B as two distinguishable aromatic rings)
yielded none of the dimer through a head-tail coupling (A-B-A-B) but the dimer
through a quinone-ketal intermediate (B-A-A-B) (26).

Two reaction routes from a quinone-ketal intermediate to a tetramer were
proposed; one is a quinone-ketal redistribution to give a monomer radical and
a trimer radical (27), and the other is a quinone-ketal intramolecular rear-
rangement (28). The oxidative polymerization from 2,6-Me2P dimer produced the
oligomers of even numbers such as 2,6-Me2P itself and the trimer (27,29). From
these data, the extension mechanism for the oxidative polymerization of 2,6-Me2P
definitely involves quinone-ketal redistribution and it is unclear whether or not
quinone-ketal rearrangement actually occurs. For 2-methyl substituted and 2,6-
unsubstituted 4-phenoxyphenols, only quinone-ketal rearrangement took place
at a low temperature; however, at higher reaction temperatures, quinone-ketal
redistribution also occurred (26). Application of the redistribution mechanism re-
sulted in the modification (30–32) and depolymerization (33) of Poly-2,6-Me2P.

In general, the oxidative polymerization of phenols undergoes a stepwise
growth mechanism, although the electrochemical oxidative polymerization has
been suggested to be a chain reaction mechanism (34). However, phenolic dimers
and higher oligomers have electron-donating phenoxy groups at p-positions and
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become easier to oxidize (more reactive) than phenolic monomers. Therefore, un-
til the monomer is almost consumed, the reaction mixture consists mainly of the
monomer and polymer, and so it often seems to proceed formally via chain reac-
tion mechanism, but it is actually reactive intermediate polycondensation (35).

Other 2,6-Disubstituted Monomers. Various poly(2,6-substituted-1,4-
phenylene oxide)s possessing alkyl, aryl, alkoxyl, and halogen groups have been
produced (see POLYETHERS, AROMATIC). Recently, some functional polymers (36–
39) were synthesized, one of which was converted to a heterocyclic ladder polymer
(39). Poly(2,6-difluoro-1,4-phenylene oxide)s with crystallinity (40) and no crys-
tallinity (41) were synthesized. By enzyme catalysis, oxidative polymerization of
3,5-disubstituted-4-hydroxybenzoic acids, with liberation of carbon dioxide, pro-
duced poly(2,6-disubstituted-1,4-phenylene oxide)s (42,43).

2- and/or 6-Unsubstituted Phenols

A phenoxy radical intermediate has four reactive positions: the oxygen and para-
carbon as well as two ortho-carbons. Therefore, for o-unsubstituted phenols, it is
difficult to regulate the coupling selectivity. Enzyme catalysts and enzyme model
catalysts have been studied for the control of the polymerization of 2- and/or 6-
unsubstituted phenols.

Enzyme Catalyst. Oxidative coupling of phenols is involved in some bi-
ological reactions; for example, formation of lignin (qv) or melanin is catalyzed
by oxidoreductase enzymes such as peroxidase, oxidase, or oxygenase (44,45). In
1983, horse radish peroxidase (HRP) catalyst was used to remove phenols from
waste water, affording water-insoluble low molecular weight phenolic polymers
(46). Since HRP was employed as the polymerization catalyst (47–49), the poly-
merization of various phenols by using HRP with hydrogen peroxide or laccase
(an oxidase) with dioxygen has been extensively investigated (50,51). These en-
zymes show high catalytic activity for generating free radicals from phenols, but
are unable to control the coupling selectivity (52).

In oxidative polymerization of phenol by HRP catalyst (53,54), soluble
polyphenol was obtained for the first time by controlling the polymer structure
and molecular weight (55). Regio-controlled poly(hydroxyphenylene) was synthe-
sized by using poly(ethylene glycol) (PEG) as template (eq. 1) (56). The enzyme-
catalyzed oxidative polymerizations of alkylphenols (57–61), biphenols (62–64),
and various functional phenols (65–70) were also performed. For glucose-β-D-
hydroquinone, only C C coupling at o-positions was claimed (eq. 2) (65). Chemos-
elective polymerization of a phenolic monomer having a methacryloyl group (eq.
3) (71) and an ethynyl group (72) was achieved and gave the corresponding
polyphenol. “Artificial urushi” was prepared by laccase-catalyzed cross-linking
reactions of urushiol analogues (73,74). (see ENZYMATIC POLYMERIZATION).

(1)
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(2)

(3)

Peroxidase Model Catalyst. An N,N′-bis(salicylidene)ethylenediamino
iron [Fe(salen)] complex was found to be a cheap peroxidase model catalyst for
oxidative polymerization of phenols with hydrogen peroxide (75–79). Hematin
also polymerized ethylphenol in a reaction mechanism similar to that for HRP
(80).

Tyrosinase Model Catalyst (“Radical-Controlled” Oxidative Poly-
merization Catalyst). Conventional copper catalysts were not able to give use-
ful polymers from phenols having at least one o-position unsubstituted (26,81,82).
Peroxidase (HRP), oxidase (laccase), and peroxidase-model [Fe(salen)] catalysts
also showed a limited ability for controlling the coupling selectivity of such phe-
nols (5,53). New copper catalysts were then studied. Copper(I)/diamine com-
plexes, typical conventional catalysts, reacted with dioxygen to give bis(µ-oxo)
dicopper(III) complexes (83). In the reaction of HRP with hydrogen peroxide,
Fe(IV) O intermediates were formed (84). These active oxygen complexes were
subjected to the reaction with phenols to afford “free” phenoxy radical species
(83,85). These data suggest that the regioselective coupling cannot be achieved
by the catalysts generating “electrophilic” or “radical” active oxygen species.

Then, a working hypothesis was made (Fig. 4) (86,87): if a catalyst gen-
erates only a “nucleophilic,” strictly speaking “basic,” µ-η2:η2-peroxo dicop-
per(II)complex 1 (88,89), it will abstract a proton (not a hydrogen atom) from phe-
nol to give phenoxo–copper(II) complex 2, equivalent to phenoxy radical–copper(I)
complex 3. Intermediate species 2 and/or 3 are not “free” radicals but “controlled”
radicals, and therefore regioselectivity of the subsequent coupling will be entirely
regulated. The difficulty for conventional catalysts to control the regioselectivity
(90,91) is probably due to generation of free radicals. This new concept is charac-
terized by the exclusive formation of controlled phenoxy radicals, and hence the
new concept was termed a “radical-controlled” oxidative polymerization (87).

Oxidative Polymerization of 4-Phenoxyphenol by Tyrosinase Model Cat-
alyst. “Radical-controlled” oxidative polymerization of 4-phenoxyphenol (PPL)
catalyzed by tyrosinase model complexes has been developed (eq. 4)(86,87,92,93).
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Fig. 4. Nucleophilic vs electrophilic active oxygen complexes.

(4)

This was the first simple synthesis of crystalline poly(1,4-phenylene oxide)
(PPO) having a melting point by the catalytic oxidative polymerization method,
although other time-consuming synthesis procedures have been reported (94–
96). As the tyrosinase model, (hydrotris(3,5-diphenyl-1-pyrazolyl)borate) copper
[Cu(Tpzb)] complex (5) and (1,4,7-R3-1,4,7-triazacyclononane) copper [Cu(LR): R
= isopropyl (iPr), cyclohexyl (cHex), and n-butyl (nBu)] complexes (6) were em-
ployed.

To examine the coupling selectivity, the ratio of oxidative coupling dimers
formed at the initial stage of polymerization of PPL was investigated (Table 1)
(86,87). CuCl/N,N,N′,N′-tetraethylethylenediamine (teed), which was the sole
catalyst reported for oxidative coupling of PPL (26), was also employed (entry
7). As a model system of free phenoxy radical coupling, an equimolar amount of
2,2′-azobisisobutyronitrile (AIBN) was used for the oxidation of PPL (entry 8). In
the case of CuCl/teed, four dimers were detected and the structures of the dimers
were identified as 7, 8, 9, and 10. Products 7 and 8 are formed by C O coupling,
and formation of 9 and 10 is based on C C coupling.
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Table 1. Dimer Ratio at Initial Stage of Oxidative Polymerization of 4-Phenoxyphenol

Initial dimer ratio, %

Entry Catalyst Oxidant Solvent 7 8 9 10

1 Cu(Tpzb)Cla O2 Toluene 91 9 0 0
2 Cu(Tpzb)Cla O2 THF 91 9 0 0
3 Cu(LiPr)Cl2

a O2 Toluene 93 7 0 0
4 Cu(LiPr)Cl2

a O2 THF 89 7 1 3
5 Cu(LcHex)Cl2

a O2 Toluene 95 5 0 0
6 Cu(LnBu)Cl2

a O2 Toluene 90 9 0 1
7 CuCl/teeda O2 Toluene 79 6 2 13
8 b AIBN Toluene 82 4 2 12
aPolymerization of PPL (0.60 mmol) with Cu complex (0.030 mmol) and 2,6-diphenylpyridine (0.30
mmol) in solvent (1.2 g) under dioxygen (101.3 kPa) at 40◦C. CuCl (0.030 mmol) and teed (0.015
mmol) was used as the Cu complex in entry 7.
bOxidized by AIBN (0.60 mmol) under nitrogen at 40◦C.

For the CuCl/teed catalyst, considerable amounts of the two C C coupling
dimers of 9 and 10 were detected and 7 selectivity was low (79%). The dimer
ratio was very similar to that via free-radical coupling by AIBN oxidation, in
which considerable amounts of the C C coupling dimers were observed. How-
ever, for Cu(Tpzb) (5) in toluene and in THF, and for the Cu(LiPr), Cu(LcHex), and
Cu(LnBu) (6) in toluene, none or very little of the C C coupling dimers were de-
tected, showing high regioselectivity of 7. The order of 7 selectivity was Cu(LnBu)
(90%) < Cu(LiPr) (93%) < Cu(LcHex) (95%), in good agreement with that of steric
hindrance of the substituents (87). These data show that the regioselectivity of
phenoxy radical coupling can be controlled by these catalysts. The dimerization
catalyzed by the Cu(LiPr) in THF gave C C coupling dimers to some extent.

The resulting polymer was isolated as a methanol-insoluble part. In the
cases with little or no C C dimer formation (entries 1–3,5,6), white powdery
polymers with Mw of 700–4700 were obtained. The IR spectrum patterns of the
polymers were very similar to that of PPO synthesized by Ullmann condensa-
tion (95). From the DSC analysis, the polymers showed melting points (Tm) at
171–194◦C. In polymerizations giving considerable amounts of the C C dimers
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Fig. 5. Reaction mechanism for copper complex catalysis of oxidative polymerization.

(entries 4,7,8), the brownish polymers showed no clear melting points in the DSC
traces.

Reaction Mechanism of Catalytic Cycle. On the basis of the above data,
the reaction mechanism for the copper complex catalysis is postulated as fol-
lows (Fig. 5). First, the starting copper(II) chloride complex Cu(Tpzb)Cl (5) or
Cu(LR)Cl2 (6) reacts with PPL or oligomers of PPL to give phenoxo-copper(II)
complex (2), equivalent to phenoxy radical-copper(I) complex (3). Regioselective
coupling takes place between two molecules of 2 and/or 3 to produce copper(I)
complexes (11) as well as the phenylene oxide products having p-linkage selec-
tively, because the steric hindrance of the catalysts blocks the coupling at o-
positions.

In case of the Cu(Tpzb) complex (5), formation of µ-η2:η2-peroxo dicopper(II)
complex (1) from 11 was confirmed under dioxygen (89) in both toluene and THF.
For the Cu(LiPr) complex as well as the Cu(LcHex) and Cu(LnBu) complexes (6), it
was reported that 11 afforded complex 1 in nonpolar solvents such as toluene (97).
1 reacts with phenols to regenerate 2 (98) and hydrogen peroxide (99). Hence,
this catalytic system would allow only the regioselective coupling process from
2 and/or 3 and completely exclude free-radical coupling reactions; the present
reaction is thus recognized as “radical-controlled” oxidative polymerization.

For the Cu(LiPr) complex under dioxygen in THF, 11 gave bis(µ-oxo) di-
copper(III) complex (4) (97). 4 abstracts hydrogen atoms from phenols to give
bis(µ-hydroxo) dicopper(II) complex (12) and free phenoxy radical (13). There-
fore, this catalytic cycle involves the free-radical coupling with the formation of
C C linkages, although production of 2 from complex 12 also takes place (100).
The CuCl/teed complex also reacts with dioxygen to give 4 (83).
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Fig. 6. Reaction mechanism for oxidative coupling and chain extension of 4-
phenoxyphenol.

Two computational studies have been performed; one disagreed with the
above reaction mechanism (101), but the other was in good agreement (102).

Reaction Mechanism of Oxidative Coupling and Chain Extension. Fig-
ure 6 shows a specrulative reaction mechanism for oxidative coupling of PPL to
produce dimers (87,92). For simplicity, the mechanism is argued here by express-
ing intermediate structures in the form of free radical rather than controlled rad-
icals. First, two phenoxy radicals are generated from PPL and couple to each
other (radical coupling); then only three reaction routes (a, b, and c) can take
place, giving rise to a quinone-ketal intermediate, 8 and 9, respectively. From
the quinone-ketal, the redistribution path (quinone-ketal redistribution, d) was
ruled out, and therefore the rearrangement path (quinone-ketal rearrangement)
is proposed in the oxidative coupling of PPL. On cleavage of the ketal C O bond,
synchronous bond formation of route e to 7, that of f to 10, and that of h to 9 can
occur, but that of g regenerates the quinone-ketal.
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In the “radical-controlled” oxidative coupling of PPL, the radical coupling
takes place from controlled phenoxy radical–copper(I) intermediate. Therefore,
the steric effect of the catalyst would suppress 8 formation (route b) and inhibit
9 formation (route c), mainly giving quinone-ketal intermediate (route a). More-
over, almost no detection of 10 as well as 9 shows that the catalyst must be kept
interacting with the quinone-ketal intermediate during the rearrangement. Prob-
ably, the carbonyl group of the quinone-ketal coordinates to the copper(I) atom of
the catalyst. Thereby, bond formation at the o-position to 10 and 9 via routes f
and h, respectively, would be protected and give 7 predominantly via route e.
Further chain extension follows in a similar way to that of dimerization.

Oxidative Polymerization of Other Phenols by Tyrosinase Model Catalyst.
The substituent effect of phenol monomers on the reaction rates has been inves-
tigated (103). For the Cu(tmed) catalyst, the reaction rates were governed by the
O H homolytic bond dissociation energies of the monomers, which are closely re-
lated to the electronic effect of substituents. On the other hand, for the Cu(LiPr)
catalyst, the steric effect of substituents at the o-positions depressed the reaction
rates.

In the oxidative polymerization of phenol, the Cu(LiPr) catalyst showed high
selectivity for C O coupling; however, it did not exclude the formation of C C
coupling (104). The resulting polymer consisted mainly of a 1,4-phenylene oxide
unit but contained a considerable amount of C C coupling structures, showing
no crystallinity. The oxidative polymerization of 2- and 3-methylphenol regiose-
lectively produced soluble poly(phenylene oxide)s, showing good thermal stability
(105,106).

The polymers obtained from 2,5-dialkylphenols [2,5-R2P: R = methyl (Me),
ethyl (Et), n-propyl (nPr)] are noteworthy (107) (eq. 5). The oxidative polymeriza-
tion of 2,5-Me2P catalyzed by Cu(LiPr)Cl2 in toluene under dioxygen produced a
white polymer. The Mw was 19,300 and the structure was composed exclusively
of a 2,5-dimethyl-1,4-phenylene oxide unit. The melting temperatures in the first
and second scan (Tm1 and Tm2) were detected at 308 and 303◦C, respectively.
Poly-2,5-Me2P (eq. 5) showing heat-reversible crystallinity was synthesized for
the first time. The isomeric polymer Poly-2,6-Me2P (Fig. 1) showed a melting
point at 237◦C (Tm1), but once the crystaline part had been totally melted, recrys-
tallization never occurred (Tm2 not detected) by slow cooling or after annealing
(108). Since thermoplastic polymers are mainly used as melt-moldings, Poly-2,6-
Me2P is generally accepted as an amorphous polymer; however, Poly-2,5-Me2P is
considered as a crystalline one.

(5)

In the oxidative polymerization of 2,5-Et2P and 2,5-nPr2P (107), white
polymers with Mw of 23,100 and 32,200, respectively, possessed only the
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1,4-phenylene oxide units. The latter showed heat-reversible crystallinity with
Tm2 at 276◦C, however, the former did not show a detectable Tm2. The recrystal-
lization for poly(alkylated phenylene oxide)s after melting seems to be governed
by both the position and nature of alkyl substituents.

Oxidative Polymerization of Naphthol Derivatives. Oxidative
polymerization of 2-naphtol (109) and 1,5-dihydroxynaphthalene (110) has
been done using enzyme catalysts. Solid-state polycondensation of 2,6-
dihydroxynaphthalene with FeCl3 catalyst (111) has been accomplished. Asym-
metric oxidative coupling polymerization of 2,3-dihydroxynaphthalenes and their
derivatives was achieved by chiral copper catalysts (112–115).

Oxidative Polymerization of Anilines

Oxidative polymerization of aniline produces polyaniline (PAN) (eq. 6). This poly-
mer was obtained as aniline black about a century ago (116,117) and has been re-
vived as an electrically conducting polymer (see ELECTRICALLY ACTIVE POLYMERS).

(6)

Polyaniline has been synthesized electrochemically (118,119) and with
chemical oxidizing agents (120–123); a typical oxidizing agent is ammonium per-
sulfate (120,121). Catalytic oxidative polymerization of aniline using iron salt
catalyst (124) or HRP enzyme catalyst (125–129) with hydrogen peroxide, iron
salt catalyst with ozone (130), and copper salt catalyst with dioxygen (131) has
been done. A photo-induced catalytic system (132,133) and a gas-phase plasma
method (134) have also been reported. Strongly acidic reaction conditions in the
polymerization are normally selected, because polymer structure and electrical
conductivity of PAN depend on the pH of the polymerization reaction (135,136).

The reaction mechanism of oxidative polymerization of aniline has been a
big controversy (Fig. 7). The dimerization step is generally proposed as (i), in
which aniline is one-electron-oxidized to a cation radical, followed by coupling of
two molecules of the cation radical to a dimer. The subsequent steps of chain ex-
tension are under discussion; routes involving coupling of cation radicals such as
(ii)–(iv) (137–140) and routes via electrophilic attack of a two-electron-oxidized
quinodal diiminium ion (v) or nitrenium ion (vi) (141,142) have been proposed.
The addition of electron-rich arenes does not inhibit the polymerization, and
therefore the route through the nitrenium ion (vi) seems to be rejected (137).

Protonic doping is necessary to convert PAN from an insulator to a conductor
(136), and so various dopants such as acid-substituted polymers (143–146) and
chiral sulfonic acids (147–149) have been employed. Emulsion polymerization
of aniline-afforded PAN particles (150–156) and PAN–silica particles (157,158).
Polyaniline nanofibers have been synthesized by template-guided polymeriza-
tion (159,160) and aqueous/organic interfacial polymerization (161–163). Interca-
lated PANs in V2O5 (164), VOPO4 (165), MoO3 (166), and FeOCl (167) have been
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Fig. 7. Reaction mechanism for oxidative polymerization of aniline.

obtained, and included PANs in zeolite molecular sieves (168) and mesoporous
channel hosts (169).

Many substituted polyanilines were also synthesized (170). Typical exam-
ples are self-doping polymers, such as sulfonic acid ring-substituted PANs (171–
177), mercaptopropanesulfonic acid substituted PANs (178), N-alkylsulfonic
acid substituted PANs (179–181), and N-phenylsulfonic acid substituted PANs
(182,183). Polyanilines having boronic acid for detecting sugar and dopamine
(184,185) and for controlling self-doped states (186) have been produced.
Long-chain-substituted anilines were polymerized at an air–water interface
by the Langmuir–Blodgett technique (138,187,188). (see LANGMUIR-BLODGETT

FILMS). Polyanilines with liquid crystalline substituents (189,190) and redox-
active disulfide unit (191) were synthesized. Oxidative polymerization of 1-
aminonaphthlenes gave PAN-like polymers (192,193).

Oxidative Polymerization of Thiophenols and Their Derivatives

Thiophenol is oxidatively coupled to give diphenyldisulfide (eq. 7), because forma-
tion of an S S bond, resulting from the coupling of thiophenoxyl radicals, hap-
pens more readily than formation of a C S bond (194). Oxidative polymerization
of 1,3-dimercaptobenzene afforded poly(1,3-phenylenedisulfide) (195–197).

(7)

Poly(phenylene sulfide) (PPS) has been synthesized by oxidative polymer-
ization of diphenyl disulfide, which was obtained via oxidation of thiophenol
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Fig. 8. Reaction mechanism for oxidative polymerization of diphenyl disulfide.

(eq. 8) (198–208). PPS is an engineering plastic with a high melting point, which
is manufactured by condensation polymerization eliminating a salt.

(8)

The oxidative polymerization of diphenyl disulfide was carried out in the
presence of a strong acid by electrolysis (198) and by reaction with Lewis
acids such as SbCl5 (199–201) or quinones such as 2,3-dichloro-5,6-dicyano-1,4-
benzoquinone (202–205). VO catalysts such as vanadyl acetylacetonate with O2
have also been used for the oxidative polymerization (206–208), and the catalytic
reaction mechanism involving four-electron reduction of O2 has been discussed
(209–215).

The chain extension mechanism is shown in Figure 8 (201). Diphenyl disul-
fide is oxidized to a cation radical, which reacts with diphenyl disulfide to
give phenylbis(phenylthio)sulfonium cation, followed by electophilic attack of
diphenyl sulfide on the cation.

The use of various diaryl disulfides as the monomer produced PPSs substi-
tuted with methyl groups at the 2- or 3-, 2,3-, 2,5-, or 2,6-positions, methoxy at
the 2-position, etc. (204,207). Reactive functionalized oligomers (216) and block
polymers containing alkylene and perfluoroalkylene groups (217,218) have been
obtained. Cyclic hexakis(1,4-phenylene sulfide) was synthesized (219), and ring-
opening polymerization of such cyclic oligomers was also found (220).

The synthesis of PPS via poly(sulfonium cation) as a soluble precursor (221)
was developed through oxidative polymerization of methyl 4-(phenylthio)phenyl
sulfide (222), followed by dealkylation (eq. 9) (223–225).

(9)
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Fig. 9. Reaction mechanism for oxidative polymerization of benzene.

Oxidative Polymerization of Aromatic Hydrocarbons

In the 1960s, oxidative polymerization of benzene by CuCl2-AlCl3 was discovered
(eq. 10) (226). Other oxidants such as AlCl3-MnO2, FeCl3, and MoCl5 were em-
ployed. These systems allowed the polymerization of various monomers such as
toluene, chlorobenzene, diphenyl, naphthalene, and phenanthrene (227).

(10)

Oxidative polymerization of bis(1-naphthoxy) monomers is known as the
Sholl Reaction (eq. 11) (228). 1,4-Dialkoxybenzenes have been polymerized using
FeCl3 (229,230) and oxovanadium catalyst with dioxygen (231) to give poly(2,5-
dialkoxy-1,4-phenylene)s (eq. 12). Poly(4,6-di-n-butyl-1,3-phenylene) was also ob-
tained (232).

(11)

(12)
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Fig. 10. Reaction mechanism for oxidative polymerization of heterocyclic aromatics.

Three reaction mechanisms of C C coupling in oxidative polymerization of
benzenes have been reported (Fig. 9). The first step of each mechanism is one
electron oxidation of a monomer to give a cation radical. The next step may be (i)
coupling of two cation radicals (233,234), (ii) coupling of one cation radical with
one neutral molecule (226,228), or (iii) coupling of one cation radical with many
neutral molecules (stair-step mechanism) (235).

Oxidative Polymerization of Heterocyclic Aromatics

Oxidative polymerization of pyrrole (236), thiophene (237), furan (238), and se-
lenophene (239) was performed with electrical methods around two decades ago
(eq. 13). More recently, numerous studies on the resulting polymers, particularly
polypyrroles and polythiophenes, have been performed in terms of electrical con-
ductivity (see ELECTRICALLY ACTIVE POLYMERS).

(13)

For the oxidative polymerization of heterocyclic aromatics, two reaction
mechanisms, similar to that of benzenes, have been proposed (Fig. 10). One is
coupling of two cation radicals [(i) in Fig. 10] (240,241), and the other is coupling
of one cation radical with one neutral molecule [(ii) in Fig. 10] (242,243).

Oxidative Polymerization of Pyrroles. The synthesis of pyrrole blacks
was performed by chemical oxidative polymerization with a variety of oxidizing
agents such as hydrogen peroxide, lead dioxide, quinines, ferric chloride, and per-
sulfates (244) before the electrical method was employed (236). The catalytic ox-
idative polymerization under dioxygen to give polypyrrole (PPY) has also been
developed (245–247).

Various PPYs having 1-substituted (248), 3-substituted (249,250), and 3,4-
disubstituted (251–253) groups, and transition metal complex moieties (254–256)
have been obtained.

PPY particles were produced by colloidal dispersion method (257–259).
Monolayer and multilayer PPYs were obtained by thiol–Au interaction (260,261),
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Fig. 11. Regioisomers of 3-substituted polythiophenes.

by deposition on YBa2Cu3O7−δ (262,263), by intercalation in FeOCl (264), and by
monomer amphiphilicity (265). PPY wires (266–268), PPY tubes (269–271), and
PPY microcontainers (272,273) have also been synthesized.

Oxidative Polymerization of Thiophenes. Thiophene is oxidatively
polymerized to give polythiophene (PTH) by electrochemical oxidation (237); by
chemical oxidation with AsF5 (274), NO salts (275), and FeCl3 (276); and by cat-
alytic oxidation with dioxygen (277).

PTH can be substituted at the 3- and/or 4-positions (278). 3-Substituted
PTHs have regioisomers (Fig. 11), and the regioregularity greatly affects conju-
gation length and electronic properties. For poly(3-alkylthiophene)s, high regios-
electivity of 91–98% HT has been obtained by organometalic reaction (279,280);
however, a maximum 89% HT (Fig. 11) has been obtained by oxidative polymer-
ization (281,282). In oxidative polymerization of 3-arylthiophenes (283–285) and
3-alkoxy-4-methylthiophenes (286), 94–96% HT contents were achieved. This re-
gioselectivity has been discussed as arising from the spin density of the radical
cations (287,288).

Poly(3,4-ethylenedioxythiophene) was developed around 1990, and its com-
bination with poly(styrene sulfonic acid) became practical because of its high
film-formability, conductivity, transparency, and stability (289). Many functional
PTHs were prepared possessing crown ether (290,291), tetrathiafluvalene-like
structures (292,293), C60-attachment (294,295), probes for affinity chromism
(296–298), and various metal complexes (299–306).

PTH film obtained by electrochemical deposition was stronger than alu-
minum film (307). PTH fibers were produced by using capillary flow cell (308)
and with electrically independent connections (309). PTHs were included in ze-
olite (310,311) and such PTH wires (312) were obtained. PTH catenanes and ro-
taxanes have also been synthesized (313,314).

Oxidative Polymerization of Other Monomers

Treatment of m-diethynylbenzene with a copper catalyst and dioxygen gave a
poly(phenylene butadiynylene) (315). Use of Cu-incorporated mesoporous mate-
rials as the oxidative polymerization catalyst for 1,4-diethynylbenzene produced
highly conjugated poly(1,4-phenylene-1,4-butadiynylene) (316).

Bifunctional p-tolylcyanoacetic esters (317) and monofunctional phenyl-
cyanoacetic esters (318) were oxidatively polymerized using a copper catalyst
with dioxygen.
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OXYGEN SCAVENGING SYSTEMS

Introduction

Oxygen scavengers are mainly used for food and pharmaceutical applications, but
can also be used for any product that needs a low oxygen storage atmosphere. Es-
sentially, oxygen scavengers are so named because they preferentially absorb oxy-
gen within the environment, thus, preventing the oxygen from reacting with the
product. Many other terms have been used to describe oxygen scavengers, which
include the following: antioxidants, interceptors, controllers, and absorbers. Ac-
cording to Brody, the definition of an oxygen scavenger is a material in which
a chemical (or combination of reactive compounds) is incorporated into a pack-
age structure and may combine with oxygen to effectively remove oxygen from
the inner package environment (1). The purpose of an oxygen scavenger is to
limit the amount of oxygen available for deteriorative reactions that can lead to
reduced functionality of the product. For foods and pharmaceutical products, de-
teriorative reactions include lipid oxidation, nutritional loss, changes in flavor
and aroma, alteration of texture, and microbial spoilage. Typically, oxygen scav-
engers are used in packages that have air tight seals and are used in conjunction
with other means of preservation, such as chemical preservatives, reduced water
activity, reduced pH, vacuum packaging, or modified atmosphere packaging.
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Fig. 1. Mitsubishi ageless sachets.

History

Research on oxygen scavengers began in the 1920s for enclosed packages us-
ing a ferrous sulfate and moisture absorbing mixture (1). A British patent from
1938 used iron, zinc, or manganese to scavenge oxygen from canned foods (2).
Research continued throughout the 1940s with the bulk of the work performed in
the United Kingdom and by the U.S. Army for military rations. During the 1970s,
the first major commercial oxygen scavenger was introduced by Mitsubishi Gas
and Chemical Company in Japan, which was available in the United States by the
late 1970s. The product eventually became known under the trade name Ageless
and functions by using a permeable sachet that contains a reduced iron salt and
moisture absorbent material. Toppan Printing Company in Japan also produced
a commercially available oxygen scavenging system, but it functioned using an
ascorbic acid-based reaction. During the 1970s and 1980s, more oxygen scav-
enging systems were introduced by Japanese and U.S. companies using several
scavenging methods (1,2). During the 1980s, work began on oxygen scavenger
development using singlet oxygen reaction by the Commonwealth Scientific In-
dustrial Research Organization (CSIRO) in Australia. (See sachets shown in
Figs. 1 and 2).

Oxygen scavengers are the most patented of all active packaging technolo-
gies with at least 50 patents through 1989 and 20 issued from 1990 to 1994 (3).
In the 1990s, work focused more heavily on technologies to incorporate oxygen
scavengers directly into film and other package forms such as closure liners,
thermo-formed cups, tubs, and trays rather than sachets. Part of the reason for
this change was related to concern over consumers accidentally using the sachets
as “flavor packets” and incidents whereupon the contents of the sachet may seep
out into the food. These problems can lead to loss of product quality and can
also lead to serious consumer safety concerns. For example, iron in concentrated
amounts can be toxic to children or pets, because of their small body mass. For
this reason, the U.S. Food and Drug Administration mandated that iron-based sa-
chets must be labeled with “Do not eat” on the sachets sold in the United States
to avoid accidental ingestion of the contents. (4).
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Fig. 2. Multisorb Freshpax.

Based on information made available in 2002, oxygen scavengers in bottles
made up the largest portion of the market with 43.8% of the market, followed by
cap/liner/lidding representing 31.5%, sachets with 22.6%, and oxygen-absorbing
film with 2% (5).

Types and Mechanisms of Action

Iron-Based Systems. Iron-based sachets are the type of oxygen-
scavenging system that has been used commercially for many years. It generally
involves a reaction between iron powder contained in a permeable sachet that
also may contain a desiccant. Iron powder reacts with oxygen using the following
reactions (6,7):

Fe → Fe2+ + 2e−

1
2

O2 + H2O + 2 e− → 2 OH−

Fe2+ + 2 OH− → Fe(OH)2

Fe(OH)2 + 1
4

O2 + 1
2

H2O → Fe(OH)3

Oxygen Scavenging Polymer Materials. Many polymers have been
developed using a wide variety of chemistries (2); however, the most commer-
cially successful materials have been homogeneous blends of reactive substances
with polymers. An effective oxygen scavenging polymer was developed in which
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Fig. 3. Cryovac OS1000 oxygen scavenging film.

dissolved reagents of known chemistry were incorporated into a polymer, and the
trigger mechanism was light, which excited the reactive components in the film,
thus, influencing oxygen diffusion into the polymer. The oxygen has to be in an
excited singlet state, which requires the use of a photsensitizing dye and exposure
to visible light. Another approach was based on transition-metal-catalyzed oxida-
tion of an aromatic nylon. The transition metal in this case was cobalt or cobalt
salt. This material eventually became known under the trade name, Oxbar. The
material easily could be blended with polyester and eventually became important
for packaging wine and beer in plastic bottles, because it could effectively pre-
vent oxidation in both products. Amoco Chemicals introduced a material called
Amosorb, which blended polyester and polybutadiene and was catalyzed by a
transition metal salt. When the catalyst was added late in the injection-molding
process, the resulting material became an oxidizable polymer. Another material
using light as a triggering mechanism was developed and used a transition metal
catalyst and a photosensitizer (8). The reaction was designed in such a way as
to prevent the rupture of the polymer backbone as might normally occur through
oxidation. The material was composed of unsaturated polymers such as poly(1,2-
butadiene), which could scavenge ground-state oxygen as opposed to singlet oxy-
gen. This product is marketed under the trade name OS 1000 or 2000 by Cryovac
Division of Sealed Air (Fig. 3).

Other materials that incorporate active components into the polymer in-
clude material marketed by Chevron Chemical Company, which works by autoox-
idation of unsaturated groups on the polymer backbone. Oxidation of aromatic
nylons and hydrocarbon polymers with active side groups use light to trigger the
oxygen scavenging process. One method that differs from the light-triggering sys-
tems involves the light excitation of a photoreducible component such as phenolic
compound, which is reduced by oxygen, thereby scavenging oxygen.

Designing an oxygen scavenging system for specific types of packaging is
quite complex and still not well understood except by the vendors who specialize
in such systems. Most oxygen scavengers are designed for packaging based on
the removal of a specified amount of oxygen from the interior of the package over
a period of a few days. The oxygen absorption kinetics of six commercial oxygen
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scavengers that differed in oxygen scavenging capacity as well as oxygen scaveng-
ing methods (ie, iron based and enzyme based) was studied (9). It was determined
that the oxygen concentration was the primary limiting factor in the kinetics of
oxygen scavengers in atmosphere of less than 500 ppm but other factors such as
temperature, capacity, and variation between types of scavengers also occurred.
Miltz and Perry (10) studied the performance of iron-based oxygen sachets to
improve methods of applying them more effectively since cost and the lack of
technical understanding have limited their use. Based on their study, the actual
scavenging capacity was higher than the manufacturers specifications. They also
found that, in modified atmosphere packages containing carbon dioxide, the sa-
chets also absorbed the carbon dioxide as well as oxygen. Oxygen sachets were
found to reduce the transient period time (time to reach equilibrium) for active
modified atmosphere packaging by nearly half compared to passive modified at-
mosphere packaging without a sachet. This effect allowed the shelf life to be ex-
tended because of optimal atmosphere as soon as quickly as possible (11).

Applications

Current Use. Oxygen scavengers were initially used by the U.S. military
for the meals ready to eat (MRE) rations. Foods with oxygen scavengers for MREs
include the following: white and whole wheat bread, pound cake, fudge brownies,
wheat snack bread, potato sticks, chow mein noodles, nut raisin mix, pretzels,
waffles, and hamburger buns (1). In the retail market, typical uses in the United
States include fresh pasta, beef jerky, pepperoni, beer (cap liner and some bot-
tles), ketchup, juice, case-ready meats, prepared foods, and shredded cheese. Use
of oxygen sachets is more prevalent and diverse in Japan for products such as
seasonings, cheese, aseptically packaged cooked rice, dry pet foods, cough cap-
sules, plant growth hormone, antibiotics, vitamins pills and tablets, medical kits
to preserve reagents, kidney dialysis kits, and other products.

Current Research.
Meat Packaging. Oxygen scavengers are used in meat packaging to con-

trol color in red meat packages. When the pigment for red meat (myoglobin) is
exposed to oxygen, the meat appears as a bright red color, which is associated
with freshness and overall acceptability. However, when meat is exposed to too
much oxygen over time, the pigment converts to metmyoglobin, which appears
as a brown color and is not visually acceptable to consumers. Many studies have
used oxygen scavengers in modified atmosphere packages to extend the display
life of red meat packages. The conditions under which commercially available
scavengers with an oxygen absorbing capacity of 200 mL/sachet could prevent
transient discoloration of nitrogen flushed ground beef were studied (12). The
rate of oxygen absorption decreased with decreasing oxygen concentration when
the oxygen concentration was between 10% and 20%, but the rate of oxygen ab-
sorption became exponentially proportional with time when the oxygen concen-
tration was less than 1%. Oxygen concentration in packages needed to be reduced
below 10 ppm in 30 min at 2◦C or 2 h at 1.5◦C to prevent transient discoloration.
It was determined that to achieve this, more sachets than were economically fea-
sible would have been required at that time. Continued work on prevention of
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transient discoloration of beef was done by Tewari and others (13), who deter-
mined that steaks removed from a controlled atmosphere masterpack had less
discoloration when packaged with an oxygen scavenger and that the number of
sachets had more impact on discoloration prevention than the type of scavenger
used. The same research group also studied the effect of oxygen scavengers in-
side retail trays, lidding and over-wrapped trays, which were all equally effec-
tive for extending the acceptable shelf life of modified atmosphere, display ready
beef, and pork cuts (14). They also found that eight oxygen scavengers with a
capacity sufficient to achieve an oxygen half life of 0.6–0.7 were needed when
oxygen concentration could otherwise remain at less than 500 ppm during stor-
age. The redness of meat 96 h after removal from a gas-flushed mother pack was
measured (15). It was found that redness of meat packaged in a retail tray con-
taining oxygen scavengers was better than retail trays that did not contain an
oxygen scavenger. In another study, researchers found that a tray combined with
a controlled atmosphere mother pack (outer bag), double-flushed with 50% car-
bon dioxide and 50% nitrogen was effective for maintaining the display shelf life
of variety of red meat cuts (16). The oxygen scavenger helped maintain a low level
of oxygen (0.1%) to prevent formation of metmyoglobin.

Another study involved vacuum-controlled atmosphere packaging with car-
bon dioxide, carbon dioxide flushed packages containing iron-based oxygen scav-
enging sachets, and packages that contain oxygen scavengers alone for beef
stored for up to 20 weeks at –1.5◦C (17). Beef packaged with oxygen scavenger
alone provided the best results with regard to drip loss, microbial, and sensory
properties. Fresh pork sausages packaged in a 20% carbon dioxide, 80% nitrogen
atmosphere with an iron-based oxygen scavenging sachet, were found to have had
reduced psychrotropic aerobic counts and extended shelf life with regard to color
and lipid stability for 20 days at 2◦C (18). Catfish steaks were packaged in barrier
film and vacuum packaged with and without an iron-based sachet. Shelf life was
extended 10 days (20 days with sachet vs 10 days without sachet) with the aid of
the sachet based on sensory, microbiological, and volatile base nitrogen analysis.
The oxygen in the packages containing the sachets reached 0.42% within 24 h of
packaging (19). Labels are manufactured that absorb 10–20 mL of oxygen, and
larger labels are starting to become available that scavenge 100–200 mL O2 (7).
Besides labels, oxygen scavengers can also be incorporated into the polymer film.
The film is capable of reducing oxygen in the headspace to less than 1 ppm in
4–10 days for products such as dried, smoked meat, as well as processed meat
products (20).

Bakery Products. Baked goods such as bread, pastries, cakes, and cookies
can have an extended shelf life with use of oxygen scavengers combined with mod-
ified atmosphere packaging. The low-oxygen condition retard molds and other
spoilage bacteria and also reduces lipid oxidation, which can produce off flavors.
An advantage over using an oxygen scavenger system compared to modified at-
mosphere packaging alone was because of the fact that lower oxygen levels could
be achieved, and oxygen can be reduced in the case of leakage through defective
seals (21). The disadvantages could be cost and possible consumer objection to a
packet inserted inside the package that could become loose and cause accidental
ingestion by a child or pet. A few studies have reported on the effectiveness of
oxygen scavengers for bakery products. Sponge cakes (0.8–0.9 aw) were packed in
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a modified atmosphere package with oxygen absorber sachets of two different ab-
sorption capacities (100 and 210 mL). The cakes were analyzed for mold growth
over a period of 28 days at 25◦C storage. Modified atmosphere package alone
provided some benefits regarding mold prevention; however, combining oxygen
scavengers (using either 100 or 210 mL) with modified atmosphere (30% CO2)
prevented mold growth entirely during the 28 days of storage. The results also
indicated that a greater benefit existed for cakes with a higher aw (0.9) compared
to lower aw (0.8) (22).

In another study, oxygen absorbers were added to wheat crackers formu-
lated with high levels of oil for storage in hermetically sealed cans used as mili-
tary rations. The study included storage at 15, 25, and 35◦C (23). Shelf life was
assessed using sensory panels as well as hexane concentration and headspace
oxygen measurements. As storage temperature increased, headspace oxygen de-
creased within the can. Overall, cans of crackers without oxygen sachets reached
unacceptable levels of rancidity within 24 weeks at 25 and 35◦C. Cans of crack-
ers with oxygen sachets did not have rancid odors after 44 weeks of storage,
regardless of storage temperature. Thus, shelf life of canned crackers was ex-
tended for 20 weeks with oxygen absorbers added to the can.

Other Products. Orange juice contained in aseptic packages with an oxy-
gen scavenging barrier layer was found to have better retention of ascorbic acid
than packages with plain oxygen barrier film (24). Packages that contained oxy-
gen scavengers had less mold growth on cheddar cheese compared to packages
without the oxygen scavengers over a 16-week refrigerated storage period (25).

Milk processed using ultra-high temperature processing, was packaged and
stored in aseptic pouches that contain an oxygen scavenging film or a pouch with-
out the scavenging film. The milk in the oxygen scavenging pouch had signif-
icantly lower levels of dissolved oxygen and levels of volatiles associated with
staleness (26). Hazelnuts were packaged under controlled atmosphere conditions
with and without iron-based oxygen sachets. The nuts packaged using the sa-
chets were significantly less oxidized compared to the nuts without the sachets.
However, when the sachets were analyzed for volatile compounds, other flavor
compounds were also scavenged by the sachets (27).

Regulations

A program was developed by the European Union (EU) Fair R&D program to
establish and implement active and intelligent packaging technologies within
existing EU regulations, which would enable technologies to be used and allow
for products to be globally competitive with other technologies. The program in-
cluded, inventory, classification, evaluation, and recommendations for regulation
of active and intelligent packaging systems. Oxygen scavenging systems were
examined as part of the evaluation step and were tested for migration into a
variety of food stimulants. It was determined that migration from oxygen scav-
engers varied significantly depending upon type of system (sachet, cap, crown, or
film) and food stimulant (3). For example, migration of oxygen scavenger in water
(mg/sample) was 620, 74, 1.0, and 0.2 for sachet, cap, crown, and film, respec-
tively. Migration into liquid, solid, and gelled food stimulants using two different
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Table 1. Oxygen Scavenging Components

Sulfites
Boron
Glycols and sugar alcohols
Unsaturated fatty acids and hydrocarbons
Palladium catalysts
Enzymes
Yeast
Ferrous-iron
Organometallic ligands
Photosensitive dyes
Polydiene block copolymers
Polymer-bound olefins
Aromatic nylon

types of oxygen sachets was tested (23). Migration from oxygen scavengers did
not exceed E.U. migration limits as long as the sachet was properly located in the
package, and the packaging process did not favor the content becoming wet from
water released from the food.

Future Considerations

New methods of producing oxygen scavengers will continue to be developed. For
example, the use of aerobic microorganisms as the mechanism for oxygen scav-
enging has been suggested (29). The microorganisms can be trapped in poly(vinyl
alcohol) and used as a coating for high humidity foods. Another use that may
see increased application is addition of an oxygen sachet with biopolymer film.
Poly(lactic acid) film did not have oxygen barrier properties equal to the polyester
film typically used for packaging semihard cheese (30). However, when an oxy-
gen scavenger was added to the package, lipid oxidation of the cheese was
significantly reduced and continued to improve with dark storage (Tables 1
and 2).

Another new method may involve radiation treatment of ethyl vinyl alcohol
copolymers. Researchers irradiated ethylene vinyl alcohol (29% ethylene) with
30 and 90 kGy dosages and found that as the dosage increased, the longer the
polymer was able to react with oxygen (31).

Oxygen scavengers that function better under a variety of temperatures will
also be used. A patent was issued for an oxygen scavenging film that acts under
ambient and refrigerated conditions and can be incorporated uniformly into a
multilayer film (32). Another development involves a patent that indicates that
the activation of the oxygen scavenging component of a film can be triggered upon
packaging with the product to prevent loss of scavenging capacity in films that
may be active while film is in storage (prior to product packaging). The film would
receive an initial trigger using actinic radiation, which would not be sufficient to
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Table 2. Commercially Available Oxygen Scavenging Systems

Trade name Supplier

Agelesss Mitsubisihi Gas and Chemical Co., Japan
ATCO Emco Packaging Systems, UK; Standa Industries, France
Freshilizers series Toppan Printing, Japan
Freshpax Multisorb Technologies, Inc. USA
Freshmax
Bioka Bioka, Finland
Smartcap ZapatA Industries, USA
Daraform, Cryovac Cryovac, Division of Sealed Air, USA

OS 1000
Oxyguard Toyo Seikan Kaisha, Japan
Oxbar Carnaud Metal Box, UK
Zero2 CSIRO, Southcorp Packaging, Australia
Amsorb Amoco Chemicals, USA

activate the film fully and would receive the total dose necessary to trigger the
oxygen scavenging component when desired (33).

An oxygen scavenger that also indicates the level of oxygen present has been
developed, which makes it both an active, and intelligent package component.
The scavenger is in a pouch form with a layer in the pouch that has a color chang-
ing substance that can be viewed through a clear window (34).
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PACKAGING MATERIAL, MOLECULAR WEIGHT

Introduction

An important characteristic of packaging polymers is their molecular sizes rela-
tive to the much smaller organic or inorganic molecules. The molecular weight of
a packaging polymer, a measure of its molecular chain length, can significantly
affect the physical properties of the polymer. As molecular weight increases, ten-
sile and impact strengths increase sharply before leveling off, while melt viscosity
increases slowly and then sharply (Fig. 1).

When selecting molecular weight for a specific application, the strength
and melt viscosity should be compromised. The molecular weight should be high
enough to acquire adequate strength, but low enough to avoid high melt viscos-
ity, which makes the polymer difficult to process, such as flowing into a mold
or through an extruder die. Typically, the practical molecular weight range for
packaging polymers is between 50,000 and 200,000 as mentioned above.

Unlike small molecules such as oxygen or water, a polymer does not have a
single molecular weight. This is because polymer molecules of different sizes are
formed during the polymerization reaction. The relative fraction of different sizes
may be characterized using a plot of frequency versus molecular weight, known
as molecular weight distribution (MWD), as shown in Figure 2.

Two average molecular weights are often obtained from the MWD. The
number-average molecular weight H is defined as

M̄n =
∑

i Ni Mi∑
i Ni

(1)

where Ni and Mi are the number and molecular weight of polymer molecule i,
respectively. The weight-average molecular weight M̄w is defined as

M̄w =
∑

iwi Mi∑
iwi

=
∑

i Ni M2
i∑

i Ni Mi
(2)

where wi is weight of polymer molecule i.
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Fig. 2. Molecular weight distribution.

The polydispersity index (PDI) is defined as

PDI = M̄w/M̄n (3)

which is a measure of the spread of the molecular weight distribution. The value
of PDI is always ≥1. A value of PDI = 1 means that all the polymer molecules
have the same molecular weight and thus M̄n = M̄w. However, PDI = 1 is difficult
if not impossible to achieve; most commercial packaging polymers have PDI >2. A
higher PDI is associated with a broader MWD (Fig. 2b), meaning more variation
in molecular weights among the polymer molecules.

A broader MWD tends to decrease the tensile and impact strengths of a
polymer but to increase its ease of processability, due to the smaller molecules in
the distribution acting as a plasticizer or processing aid.
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Chain Entanglement

A unique characteristic associated with large molecular weight of packaging poly-
mers is chain entanglement, the ability of polymer chains to become entangled
with one another. The degree of chain entanglement increases with length of the
polymer chain or molecular weight of the polymer. Polymers consisting of short
chains are weak and brittle, but become strong and ductile above some critical
length. A minimum of 1000 to 2000 repeating units, for example, is necessary for
polyethylene to acquire the strength adequate for packaging foods.

Chain entanglement is important for packaging polymers. For example, dur-
ing thermoforming or blow molding of a thermoplastic, the polymer is in molten
state with its molecular chains resembling cooked spaghetti tangled up on a plate.
Chain entanglement holds the polymer chains together but also allows them to
slide pass one other, thereby providing both the necessary strength and the pli-
ability for the polymer to be molded into a film, bottle, or other shapes. After
cooling, sliding between polymer chains is more difficult and chain entanglement
makes the polymer strong and resilient.

Summation of Intermolecular Forces

The physical properties of a material are greatly influenced by the forces (such
as dipole–dipole forces, hydrogen bonding, and dispersion forces) between its
molecules. Although intermolecular forces exist between all molecules, their in-
fluences are more pronounced for polymers. Summation of intermolecular forces
refers to the total force between neighboring molecules—this total force is par-
ticularly significant for packaging polymer molecules due to their long molecular
chains.

The effects of summation of intermolecular forces may be observed in the
physical states of large and small molecules, for example, polyethylene of solid
versus ethane of gas. Except for the difference in size, the chemical structures are
the same and weak nonpolar intermolecular forces operate on both compounds.
Although weak nonpolar forces are operating in both compounds, the summation
of intermolecular forces is much greater for the long polyethylene chains of solid
than for ethane gas. However, polyethylene molecules are held more strongly to-
gether due to greater summation of intermolecular forces.

Summation of intermolecular forces and chain entanglement can signifi-
cantly influence the mechanical, thermal, rheological, and other properties of
thermoplastics.

KIT L. YAM
Rutgers University
New Brunswick, New Jersey
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PACKAGING, FLEXIBLE

Introduction

Flexible packaging is used to deliver a product from the manufacturer or distribu-
tor to the retailer or ultimate consumer and protect that product during shipping,
display, and storage. The total North American market for flexible packaging was
estimated to be worth approximately $17 billion in the year 2000 (1). Flexible
packaging provides a lightweight, cost-effective means for the transportation,
storage, and display of many products. Flexible packaging offers many advan-
tages over competitive rigid packaging including reduced weight and volume of
packaging material used, and subsequently discarded, as well as increased con-
sumer convenience. Whatever the application or use, polymer materials are se-
lected, and the entire packaging structure is designed, to meet the performance
requirements specific to that particular application.

Performance requirements may include the requirements of all users in the
value chain. For consumers this may mean the packaging protects the product,
identifies the product, and is easy to open. For retailers the packaging may pro-
vide eye-catching graphics that help sell the product and is of the proper physical
form for display purposes. For the packager, flexible packaging may need to pro-
vide high packaging speeds and low scrap rates, as well as meeting the functional
requirements for protecting the product inside the package. Specific performance
requirements will vary greatly from one type of package to another. But in every
case meeting the performance requirements will help assure proper protection of
the goods being packaged.

Forms of Flexible Packaging

Flexible packaging films may be in the forms of wraps, bags, and pouches of many
shapes and sizes. Packages may be as small as a single-serving sugar pouch or
as large as a palletized load of mulch bags. Packaging may be supplied to the
packaging end-user in the form of premade bags or pouches, or rolls of film. The
film may be applied directly to the packaged goods, as in the case of stretch film,
or may be formed into a package in-line with the filling machinery, as in the case
of a bag formed on a vertical form/fill/seal machine used to package candy. Some
packages are formed in a step that occurs well before the product is packaged.
Then the product is placed inside the package and the package is secured.

Key Performance Requirements. Some of the key performance require-
ments for high performance flexible packaging include the following. Barrier
properties: to keep oxygen, water, light, or grease from entering the package
or from leaving the package. Barrier properties may be characterized by mea-
suring the permeation of oxygen and water vapor through the packaging ma-
terial. Selective permeability: to allow oxygen and carbon dioxide to permeate
through the package at a calculated rate, in order to extend the life of fresh-cut
produce, for example. Oxygen, carbon dioxide, and water vapor permeability are
frequently measured and specified (see BARRIER POLYMERS). Abuse resistance: to
prevent damage to the packaging material and its contents during shipping and
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storage. Abuse resistance may include puncture resistance, tear strength, impact
strength, and modulus. Some packages require good toughness at refrigerated or
freezer temperatures. Sealability: to allow packages to be made at high packaging
speeds and keep the product secure by preventing the package seams from fail-
ing. Sealability may be characterized by heat seal and hot tack strength, heat seal
and hot tack initiation temperatures, seal-through-contamination performance,
caulkability, and seal integrity. Hot tack refers to the strength of the seal while
still in the molten state. It is critically important for packages where the product
drops into the package while the seal is still partly molten. Caulkability refers
to the ability of the sealant material to flow, filling in gaps around folds, wrin-
kles, or product contaminants. Machineability: to allow the packaging films to
be easily run on high speed automatic packaging equipment. Machineability is
governed largely by film modulus, film thickness, seal properties, and coefficient
of friction. Consumer appeal: package appearance is an important factor driving
product preference by consumers. Appeal is largely related to print quality and
package gloss. Film thickness and modulus may also impact consumer appeal.

Polymer Materials Frequently Used in Flexible Packaging. Poly-
mer materials commonly used in flexible packaging include linear low density
polyethylene (LLDPE) (ETHYLENE POLYMERS, LLDPE, PROPYLENE POLYMERS (PP)),
low density polyethylene (LDPE) (ETHYLENE POLYMERS, LDPE), high density
polyethylene (HDPE) (ETHYLENE POLYMERS, HDPE), high molecular weight high
density polyethylene (HMW-HDPE), and polypropylene (PP). Higher value, more
specialty polymers used include polyolefin plastomers (POP), ultralow density
polyethylene (ULDPE) (Ethylene Polymers, VLDPE), metallocene-catalyzed lin-
ear low density polyethylene (mLLDPE), enhanced polyethylene (EPE), ethylene
vinyl acetate (EVA) copolymers, acid copolymers, (IONOMERS), nylon or polyamide
(PA), poly(ethylene terephthalate) (PET), ethylene vinyl alcohol (EVOH), and
poly(vinylidene chloride) (PVDC). See POLYAMIDES, PLASTICS; POLYESTERS, THER-
MOPLASTIC; VINYL ACETATE POLYMERS; VINYL ALCOHOL POLYMERS; VINYLIDENE

CHLORIDE POLYMERS (PVDC). See also FILMS AND SHEETING.
These polymers are selected for the specific performance that they provide,

and are combined in the final package design to meet all the requirements for the
specific application in which they are being used. Often there are many differ-
ent combinations of materials or film constructions that will meet the minimum
performance requirements of an application. In these cases selection of the final
packaging structure may be based on considerations such as availability from
multiple suppliers and ability to provide differentiation over competitive pack-
aging. For example a combination of a box and an inner liner may be used or a
stand-up pouch may be used, each combination providing the minimum require-
ments for product protection and safety. One manufacturer may select to use a
box and inner liner and other manufacturers may elect to package their product
in a stand-up pouch for the same product. Or one manufacturer may choose to use
a stand-up pouch and another manufacturer may choose to use a pillow pouch for
the same product.

Polymers may also be combined with other materials, such as foil or paper,
to create a flexible package with performance attributes not achievable by the
polymers alone. This is done through the lamination or extrusion coating process,
described below.
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Manufacturing Techniques

Polymer films may be manufactured by blown film or cast film extrusion or by ex-
trusion coating of a polymer onto another substrate such as paper or aluminum
foil (see FILMS, MANUFACTURE; EXTRUSION). Blown films are made by melting and
pumping polymer through an annular die. Cast films are made by melting and
pumping polymer through a flat die. The extrusion coating process is similar to
the cast film process except that the molten polymer is coated directly onto an-
other material. The selection of manufacturing process is governed by factors
such as the size of the job to be run, the type of packaging material to be made,
performance requirements for the end-user packaging, and availability of equip-
ment. Cast film extrusion equipment typically operates at much higher output
rates than blown film equipment, so it may be advantaged for production of large
volumes of film of a single type, such as in the manufacture of stretch film. Blown
film extrusion typically runs at a lower rate and may result in film with improved
physical properties. Blown film also allows for adjustment of the bubble size and
resulting width of the film produced, a key advantage when films of many differ-
ent widths must be produced on the same machine.

The coextrusion process is used to combine multiple materials into a sin-
gle film (see COEXTRUSION). Both blown films and cast films may be coextruded
in three, five, seven, or more layers. The combination of multiple materials in a
single film allows a cost-effective means of combining the performance properties
of several polymers in a single film. One example would be the coextrusion of a
barrier polymer such as EVOH or PVDC with a sealant resin such as LLDPE,
EVA, or a POP. Coextrusion is widely used in producing high performance pack-
aging films such as those used to package foods. It is also widely used to produce
industrial films such as stretch film, and is increasingly used in producing other
types of industrial films.

Polymer films may be stretched, or oriented, to impart improved proper-
ties useful for a variety of packaging applications. Oriented film is produced
by a double bubble or tenter frame process. A thick film or sheet is manufac-
tured at a thick gauge, typically 0.254–0.508 mm (10–20 mil) and is subse-
quently oriented (stretched) in a semisolid state to many times its original di-
mensions (see FILMS, ORIENTATION). The multiple-step production is normally
done in a continuous operation. The stretching of the sheet to make the final
film may occur simultaneously in the machine and transverse directions, or the
stretching may occur sequentially. After orienting, the films are typically 12.7–
25.4 µm (0.5–1.0 mil) thick. The film is typically supplied in roll form. Biaxi-
ally oriented polypropylene (BOPP) is most often manufactured using a tenter
frame process. Oriented polyethylene films are usually manufactured using a
double bubble process. PVC films may also be oriented. Some oriented films are
crosslinked to further enhance their performance. Compared to other films, ori-
ented films typically provide improved optical properties, higher stiffness, and
increased film shrinkage during packaging, which leads to improved package
appearance.

Lamination is used to combine two or more films into a single packaging
structure. It allows for the combination of materials that cannot be coextruded.
An example would be a lamination of aluminum foil and a polyethylene sealant
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film. More complicated laminations may include multiple types of polymer film,
paper, and foil. Laminations can be categorized into main types: adhesive lami-
nations and extrusion laminations. In adhesive laminations, the substrates are
combined using an adhesive material. In extrusion laminations the substrates
are adhered together using a molten polymer, often LDPE, as the adhesive layer.
Lamination offers an additional benefit of allowing for the protection of the print-
ing ink between layers of polymer, thus providing superior graphics to packages
which are surface printed. Many packages with superior graphics, such as glossy
stand-up pouches, have a reverse printed outer layer laminated to structural and
sealant materials. Laminations are also used to provide a barrier to oxygen, mois-
ture, or light. The barrier functionality may be provided by foil or a barrier poly-
mer such as EVOH or PVDC. Most high value processed meat and cheese pack-
ages are laminations. This allows for both the combinations of various materials
into the packaging structure and for the superior graphic properties possible by
reverse printing the surface layer of the package and protecting the printing inks
within the package itself. Since laminations are more costly than coextruded or
monolayer films, laminations are generally reserved for use in higher value ap-
plications.

Metallization is used to apply a thin coating of metal, typically a form of alu-
minum, to a polymer film. This provides improved oxygen and water barrier prop-
erties as well as barrier to light. The best known use of metallized film is proba-
bly potato chip bags. Metallized films may also be used for nuts and salty snacks.
Metallized films may be coated to provide sealability or may be laminated to
another polymer film to provide improved properties such as seal integrity. Other
types of coatings, whether to provide barrier properties of other functionality, may
also be applied to polymer films used in flexible packaging.

Methods of Producing Packages. Packages may be formed in-line
by a variety of techniques or may be supplied to the packer as preformed
pouches or bags. Packaging may be created by wrapping or shrinking a basic film
around a bundle of goods. Examples of in-line packaging forming include vertical
form/fill/seal (VFFS), horizontal form/fill/seal (HFFS), and thermoform/fill/seal.
In VFFS operations, film from a roll is passed through a series of rollers and is
shaped by a forming collar into a tube. The film moves in a vertical direction
(down) over a filling tube. A vertical seal is made, forming the film into a contin-
uous tube. As the film continues through the machine, a horizontal seal is made,
perpendicular to the machine direction of the film, forming the bottom-end seal
of the bag. The product is dropped into the partially formed bag and the top-end
seal is made. The process may operate in a step-wise or continuous manner. One
example of a product normally packaged on VFFS equipment is fresh-cut pro-
duce. In HFFS operations, the film moves in a horizontal direction during the
packaging step, eliminating the need for high hot tack strength. One application
that typically uses HFFS equipment is chunk cheese. In thermoform/fill/seal op-
erations, a bottom web is formed, product is added, and the top web, which is
normally flat, is sealed to the bottom web. Thermoform/fill/seal packaging is fre-
quently used for bacon and processed meats. Stand-up pouches and other types
of packaging may be formed in-line with the filling equipment, or may be fully or
partially prefabricated prior to the filling step.
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Uses and Types of Flexible Packaging

Flexible packaging is used for the packaging of all types of items including food
products, medical devices, industrial goods, and consumer goods. The packaging
types can be described in terms of the products being packaged, such as bakery
goods, or by the type of packaging being used, such as shrink film. Major uses for
flexible packaging are described below.

Food Packaging. One key use of high performance flexible packaging
films is the packaging of food for distribution and retail sale. Food products are
increasingly being packaged at the manufacturer end for sale to the ultimate con-
sumer in the original package. This is a change from the traditional distribution
system where the product was wrapped for the consumer at the butcher shop.

Fresh Red Meat. Fresh red meat is often transported in large pieces from
the slaughtering house to local butcher shops in large barrier bags. These bags
are designed to provide a barrier to oxygen. As well as oxygen barrier, package
toughness and seal integrity are key requirements for these bags. These bags
may contain PVDC or EVOH as a barrier material, along with layer of various
PE resins for toughness and sealability.

Processed Meat. Processed and cook-in meat such as luncheon meat,
ham, bologna, and salami are packaged in barrier films that are designed to
keep oxygen from entering the package. This extends the shelf-life of the meat
product and allows the retailer to display the product for sale for an extended
period of time. It also allows the consumer to keep the product in their refrig-
erator, unopened, for some period of time after purchase. These packages are
often printed with eye-catching graphics to increase the likelihood of retail sale.
These films may contain a barrier polymer, printing surface such as PET or nylon,
toughness layers of LLDPE or ULDPE, and a sealant layer that could be LLDPE,
a POP, or an ionomer. In addition to low permeability to oxygen, abuse resistance
and seal integrity are critical to maintaining the proper atmosphere inside the
package. Optical properties such as high gloss and high clarity are important to
create consumer appeal. Barrier requirements for processed meats range from
0.2 to 1.0 cm3/(100 in.2·day·atm) for oxygen transmission rate (OTR) and 0.2–0.5
g/(100 in.2·day) for water vapor transmission rate (WVTR).

Case-Ready Meat. An emerging use for plastic packaging is in the pack-
aging of case-ready meats. In this application, a smaller package of fresh meat is
packaged immediately after the slaughtering operation and distributed through
retail stores directly to consumers. This saves the step of having the local butcher
cut and prepare the individual cuts of meat for retail sale. It allows for reduced
labor at the retail level and better usage of various cuts of meat. It also pro-
vides an improved level of food safety because handling of the raw food is re-
duced. Pork products such as pork loins and ribs are commonly sold in case-ready
flexible packaging. Beef and other meat products are increasingly being sold in
case-ready packaging. Different types of case-ready systems operate using dif-
ferent systems for product protection and extension of shelf-life. Some products
are packaged in barrier packages, totally excluding oxygen from the package.
Some case-ready systems package the food in a high oxygen environment, and
these systems also use barrier films. Other systems package the meat in a bag
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or tray/lid combination that allows oxygen to permeate the package at the proper
time to allow reddening of the meat that is expected by consumers.

Retortable Pouches. A growing use of flexible packaging is in the replace-
ment of metal cans with retortable pouches. These pouches are typically lami-
nations containing biaxially oriented nylon for toughness, foil for oxygen barrier,
and a PP sealant film. These pouches may contain items like tuna, pet food, and
soup. The food items are held at elevated temperature after packaging, so the
packages must remain intact at elevated temperatures. A minimum requirement
might be the ability to withstand a temperature of 130◦F for 20 min. In addition
to temperature resistance, toughness, seal strength, and barrier properties are
critically important.

Bakery Products. Bakery products such as bread, bagels, and tortillas are
usually sold in plastic bags. These bags are typically surface printed LDPE or
LLDPE and their main functional requirement is to protect the product from
drying out or being damaged during distribution. Good machineability is required
for high packaging speeds. These films are typically surface printed monolayer
structures. A haze of 5% or less is typically required of these high clarity films.
Films generally require COF of below 0.2 for fast packaging speeds.

Candy and Confectionery Packaging. Candy and other sweets are pack-
aged in flexible packaging. At the smallest level, individual bite-size portions of a
candy product may be packaged in a small pouch or a twist–wrap type package.
Candy bars are typically wrapped with oriented PP film that has been surface
printed. These items may then be packaged in a secondary bag, which may be
a laminated structure containing polyethylene and sometimes reverse printed
BOPP films. The outer bags must have sufficient toughness to protect the food
inside. The films are generally very glossy for maximum consumer appeal. To
provide fast packaging speeds the films need to have high hot tack strength com-
bined with low hot tack and heat seal initiation temperatures.

Cheese. Most cheese sold in the United States is prepackaged in some
type of flexible packaging. Types of cheese packaging include individually
wrapped slices of processed cheese, chunk cheese, and shredded cheese. Both
chunk cheese and shredded cheese require substantial barrier to oxygen to pre-
vent mold growth and spoilage. Either EVOH or PVDC may provide the oxygen
barrier. While EVOH is generally coextruded into the film structure, PVDC may
be coated onto the surface of a film via a coating process. They also require ex-
cellent seal integrity and abuse resistance to prevent the controlled atmosphere
inside the package from being lost. Cheese packages are often laminations made
with reverse printed outer webs containing PET or nylon for superior graphical
presentation. They may also be extrusion coated structures where the sealant
layer has been extrusion coated onto the outer layer. Sealant layers may con-
sist of EVA, an ionomer, or a POP. Low heat seal initiation temperature (90◦C
or below) and good seal through contamination performance are required of the
sealant material used. Processed cheese typically require films with OTR of 0.6–
1.0 cm3/(100 in.2·day·atm) and WVTR of 1.0 g/(100 in.2·day).

Fresh-Cut Produce. Key performance requirements for fresh-cut produce
packaging include proper oxygen and carbon dioxide permeability, seal integrity,
machineability, and consumer appeal. Consumer appeal includes both feel and
appearance. Feel is generally determined by film thickness and modulus while
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appearance is governed by print quality and film optical properties such as clar-
ity, haze, and gloss. In order to extend the shelf-life of the produce being pack-
aged, films must provide a level of oxygen permeability that is properly matched
to the respiration rate of the produce inside the package. Cut produce respires
after harvesting consuming oxygen and giving off carbon dioxide. By controlling
the permeation of gases through the package the environment inside the pack-
age is controlled, respiration is slowed, and shelf-life is extended. The bags must
have complete seal integrity in order to prevent the unplanned transfer of gases
between the bags and the environment. Bags may contain PP, LLDPE, ULDPE,
EVA, or POP. Oxygen transmission rate requirements vary widely depending on
the type of produce being packaged, but common items range from about 100
cm3/(100 in.2·day·atm) for caesar salad mixes, 150–200 cm3/(100 in.2·day·atm) for
iceberg salad mixes, ad 200–350 cm3/(100 in.2·day·atm) for specialty salad mixes
such as baby greens and exotic lettuces.

Frozen Foods (Fruits, Vegetables, IQF Poultry). Frozen foods are pack-
aged in a variety of packaging types. Examples of frozen foods packaged in flex-
ible packaging include frozen fruits, vegetables, french fries, and individually
quick frozen chicken breasts. Many frozen foods are packaged in surface printed
polyethylene films. Some higher value added items are packaged in laminations,
which may be shaped into stand-up pouches. Most frozen food bags are made on
standard VFFS machinery. Low temperature toughness, modulus, high hot tack
strength, and high seal strength are key requirements for frozen food packaging.
Some packages are clear and require good clarity, while others are pigmented and
require good gloss. LLDPE, ULDPE, EVA, and POP resins are all commonly used
in creating frozen food packaging. Stiffness must be adequate for high speed pack-
aging, and packaging films must have tear and puncture strength high enough to
prevent package damage during transportation and storage.

Crackers, Cookies, and Cake Mixes. Inner Liners are used for packaging
products such as cereal, crackers, and cookies inside a box. The key performance
requirement for packaging these products is most often moisture barrier. The
packaging film selected must be capable of keeping the product dry and in ex-
cellent condition upon delivery to the consumer. The packaging must offer seal
integrity and machineability as well. Certain products have additional require-
ments such as puncture resistance—to keep the product from poking through the
packaging film—and flavor and aroma barrier for highly flavored cereals. Most
inner liners contain HDPE for its moisture barrier properties and a sealant layer
which may be EVA or POP. Heat seal initiation temperatures of 90◦C and be-
low are commonly required. MVTR of 0.2 g/(100 in.2·day·atm) or below is often
required.

Salty Snacks. Salty snacks are frequently high in fat content and may
require a package that provides an oxygen barrier in order to prevent the fat in
the food from going rancid. They may also require grease resistance to keep the
package from leaving an oily spot. Salty snacks may be packaged in barrier films
containing foil, a metallized polymer film, or a barrier polymer such as EVOH or
PVDC.

Potato Chips. Potato chips are often packaged in metallized films. Met-
allization of a polymer film provides a combination of oxygen barrier, moisture
barrier, and light barrier. The use of a clear polymer film would not provide
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equivalent light barrier. Seal strength must be optimized to provide a secure
package that can be easily opened by the consumer. Seal integrity and consumer
appeal are also critical for this type of snack food packaging.

Ice. Ice bags are a specific type of carry-out bag used to transport man-
ufactured ice. These bags are typically surface printed monolayer films. EVA
copolymer is frequently used for these bags for its combination of sealability, low
temperature toughness, and ease of manufacture into a film. Ice bags require
good low temperature toughness, especially puncture strength, and adequate seal
strength to prevent the bags from bursting. The bags must not, however, be so
strong that the consumers cannot easily get to the ice inside the package.

Medical Device Packaging. Flexible films are used to package many
types of medical devices. These packages must protect the device from contam-
ination. Some medical devices are sterilized after packaging, and for these de-
vices the packaging must be compatible with the sterilization procedure and must
then maintain the sterile environment until the package is opened. Seal integrity
and abuse resistance are key requirements for medical packaging (see MEDICAL

APPLICATIONS).
Industrial Packaging.
Heavy Duty Shipping Sacks. Heavy duty shipping sacks are used for the

transportation of items such as resin, salt, pet food, fertilizer, chemicals, topsoil,
bark mulch, and compressed bales of fiber glass insulation. They typically con-
tain 40 pounds or more of product. Heavy duty shipping sacks may be supplied as
preformed bags or as rollstock, which is formed into bags in a continuous VFFS
operation. Special machinery is required to form heavy duty shipping sacks on
VFFS machinery in a high-speed continuous operation. These bags need moder-
ate COF because they must easily pass through the packaging equipment, but
stacked bags must slide off each other. Bags filled with hot products, such as salt,
must also be able to withstand the filling temperatures without excessive stretch-
ing or dimpling of the film. Film toughness and creep resistance are also of key
importance in many heavy duty shipping sack applications.

Shrink Film. Shrink film is used to collate bundles of goods. Industrial
shrink film is typically manufactured by the blown film process from a blend
of LDPE and LLDPE. Specialty polymers may be used to impart specific proper-
ties required for specialty applications of industrial shrink film. The use of LDPE,
with its long chain branching and high level of molecular entanglement results in
a film with a significant amount of molecular orientation locked into the film after
fabrication. When the film is subsequently heated the oriented molecules tend to
relax and return to an unoriented state. This allows the film to be shrunk around
the packaged goods by the application of heat. This is most typically done in a
shrink tunnel or sometimes with a hot air gun. Common uses of shrink film in-
clude cases of bottled water and soft drinks. Industrial shrink films are typically
several mils thick. Shrink films require good shrinkage properties and holding
force as well as enough abuse resistance to protect the product being packaged.

High Clarity Shrink Film (Oriented). Oriented, high clarity shrink film
is used for the protection and display of high value consumer goods. It is dis-
tinguished from regular shrink film by its superior clarity and appearance, as
well as increased shrinkage properties and higher stiffness. Goods are pack-
aged by wrapping the film loosely around the goods, sealing the film to make a
completely enclosed bag, and then shrinking the film by passing the package
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through a shrink tunnel or oven. Small holes may be poked in the film before
wrapping to allow air to escape from the surface of the package while the film is
shrinking. As in industrial shrink film, heat causes the molecules in the film to
relax, causing the film return to its original unoriented size, and it shrinks tightly
around the packaged goods. Since the polymer molecules in oriented shrink film
are much more highly oriented, a greater level of shrinkage may be obtained.
Boxed software and stationery products are often wrapped with high clarity
shrink film. Ice cream cartons and other food products are also wrapped in high
clarity shrink film. Optical properties, seal properties, shrinkage, and holding
force are key requirements for oriented shrink film (see FILMS, ORIENTATION).

Liners. Liners, called trash bags by most consumers, are used for waste
disposal in homes and businesses. Liners range in size from small bags used to
line a bathroom wastebasket to large lawn and leaf bags sized to hold 40 gallons
or more of waste. Liners may be supplied on a continuous roll, which has been per-
forated for easy separation of the individual bags, or as separate bags contained
in a box or bag. Liners are made from blown film, and the bags may be aligned in
either the machine or cross direction. Bags supplied on rolls are aligned with the
machine direction of fabrication, and the width of the bag is equal to the layflat
obtained during blown film extrusion. Some bags, such as drawstring bags, may
be aligned in the cross direction, or transverse to the direction of fabrication.
These bags have seals on their sides that run perpendicular to the direction of
fabrication. Liners are made primarily from LLDPE. Key properties include tear
strength, impact strength, and tensile strength and modulus.

Storage Bags. Storage bags are small polyethylene bags, normally con-
taining a plastic zipper or other closure, used by consumers and businesses for
storing small quantities of food or other products. They are typically made from
LDPE or LLDPE or blends of these two materials. Bag thickness may range from
less than 1 mil to more than 3 mils depending on total bag size and intended
use. Most bags are unprinted, though some contain a special labeling area on
the outside of the bag for use by the consumer in marking the bags with a brief
description of the items placed inside the bags. Most bags are clear to allow con-
sumers to see the product inside the bag. Since many bags have zipper closures,
the bags must be made from materials that are compatible with the simultaneous
extrusion or attachment of the zippers.

Carry-Out Bags. Carry-out bags are used by consumers to carry purchased
merchandise to their homes or businesses. These bags are typically polyethylene
structures. Many are surface printed monolayer films. Some are coextruded films
for enhanced performance. Examples include the merchandise bags used by de-
partment stores and discount stores and grocery sacks used at supermarkets.
Depending on the specific use the bags may be fabricated from high molecular
weight HDPE, LDPE, or LLDPE. Tensile strength and toughness are key re-
quirements, although some carry-out bags are highly oriented HMW-HDPE, and
consequently have low MD tear strength.

Stretch Film. Stretch film, or stretch/cling film, is used in the unitization of
goods for transportation. A thin film is stretched, either by machine or by hand,
and wrapped around multiple smaller packages to hold the goods together. The
film clings to itself and to the pallet, securing the load. In its most common form,
stretch/cling film is applied to a pallet of goods using a power prestretch pal-
let wrapper in an automated operation. In this operation the film is stretched,
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typically between 100 and 300% of its original length, by a set of rollers turn-
ing at different speeds and is then applied to a pallet of goods, which sit atop a
moving turntable. Machine wrap film is typically supplied on rolls that are 20 or
30 in. wide. Hand wrap film is supplied on smaller rolls. Stretch/cling films may
be manufactured by either a cast film or blown film process. Most stretch/cling
films are coextruded structures, and LLDPE is the primary component of most
stretch films. For specialized applications, coextrusions containing minor layers
of PP, EVA, POP, or ULDPE may be employed. For most stretch film structures, a
resin with good inherent cling is used as one or both surface layers, or a tackifier
such as polyisobutylene is added to the structure to provide the proper level of
cling force. Stretch film is used to hold entire or partial pallets of goods, such as
resin bags, fertilizer bags, cartons of consumer goods or food products, together
during shipment. Most stretch film is removed by the retailer prior to the display
of the packaged items for sale. Consumers can frequently view pallets of lawn
and garden products, such as bark mulch and topsoil, still wrapped with stretch
film on display at home improvement warehouses. Stretch films must have good
stretchability, load retention, and puncture resistance.

Stretch Hooder. Stretch hooder film is used to form a large bag capable
of containing an entire pallet of goods. Film is supplied on rolls and formed into
a gusseted bag during the packaging operation. The bag is then stretched to in-
crease its circumference and, while under tension, placed over a pallet of goods.
The tension on the film is released as the film covers the goods, and the film con-
tracts and secures the load. The main advantage of stretch hooder packaging over
regular stretch wrap is that the load is completely covered on the top and sides.
The chief disadvantage is that considerably more polymer is required to make a
stretch hooder bag than to make enough stretch/cling film to contain the same
load. Stretch hooder film is made on blown film extrusion equipment. Stretch
hooder films must have good elastic memory and good abuse resistance.
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PELLETIZING

Introduction

In the production of thermoplastics, the primary products frequently leave the
manufacturing facility in the form of pellets. Incorporation of antioxidants, sta-
bilizers, colors, fillers, reinforcing agents, and other additives requires that the
polymer be in the melt stage to assure uniform distribution. After incorporation
the melt is pelletized into uniform sizes and shapes to facilitate handling.

Polymerization products are frequently in powder form, with the raw mate-
rial already compounded. Uniform pelletized form offers the following processing
advantages: simpler feeding system with fewer feeders, dust-free handling, and
easier cleaning between changes of feedstock; fewer unsatisfactory products be-
cause of uniformity of size and homogeneity of feed; and greater extrusion capac-
ity and lower shipping costs as a result of higher feed-bulk density.

Offsetting these advantages may be a higher heat exposure of the product
(an additional melting step), as well as the additional manufacturing costs asso-
ciated with pelletizing. Molten reactor products must be pelletized.

The process involves pressure development for forced flow through a die.
The extrudate is cooled to solidification and then cut into pellets, or the molten ex-
trudate is cut as it emerges from the die and the pellets are subsequently cooled.
In the latter case, both cutting and cooling may be done in air or water, or cutting
may be done in air, followed by quenching in water.

Quenching solidifies the exterior shell of the pellets to prevent reagglom-
eration. With a water quench, enough residual heat content is left in the pellet
interior to evaporate the surface moisture remaining after the excess water has
been centrifuged off. The dried pellets are classified to remove both fines and
agglomerates. Typical pellets are 2–4 mm maximum dimension. Diced pellets
are cubic-, rectangular-, or octahedral-shaped. Strand pellets are approximately
cylindrical. Die-face pellets may be cylindrical or oblate spheroids.
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Equipment

Pelletizing equipment can be classified as follows:

Quenching, solidifying, Cutting, quenching, and solidifying
and cutting die-face pelletizers

dicers dry-face pelletizers
strand pelletizers water-ring pelletizers

underwater pelletizers
centrifugal pelletizers
rotary-knife pelletizers

Each type of pelletizer has its function in plastics compounding, depend-
ing on the throughput rate required, the kind of compounding equipment used
upstream, the material being processed, and the pellet shape required.

Compared to dicers and strand pelletizers, the more expensive die-face pel-
letizers utilize less space, can be more readily automated, require less supervi-
sion, and can handle higher rates. Cutting thermoplastics as a melt rather than
as a solid generates fewer fines and less knife wear, but can cause more die wear if
the knife must ride on the die face, as for example, with polymers like polypropy-
lene.

Dicers. Dicers were first used in the rubber industry and subsequently
applied to thermoplastics. Most poly(vinyl chloride) and acrylonitrile–butadiene–
styrene copolymers are diced, as well as some other thermoplastics (1,2).

In typical operations after leaving the forming equipment (direct-strip ex-
trusion or sheeting from a two-roll mill), the strip of polymer is quenched before
entering the dicer. The strip is fed at a constant rate through nip rolls into the
rotating knives operating against a stationary-bed knife. Dicers can be used with
the sheet entering straight into the cutting edge or with the cutter rotor offset
at a 45◦ angle to the entering strip. The former method uses either a notched or
a ratchet-tooth knife, whereas the latter uses a stair-step knife to produce the
individual pellets.

A variation of the notched-knife dicer is the slitter chopper, which first slits
the polymer sheet into parallel strips that are then chopped by rotor knives acting
against a bed knife. Pellet length is controlled by feed rate and cutter rotation
speed.

For strip dicing, very low die pressure is required, which permits stock tem-
peratures to remain low. In comparison to strand cutting, constant operator at-
tention is usually not required. However, dicing systems require extensive space
(30 m of water bath for a 3-mm thick strip) and noise levels are high. Frequently,
the dicer is isolated in a soundproof chamber.

Strand Pelletizers. Strand pelletizers (Figure 1) are the simplest and
least expensive pelletizers. An extruder or gear pump forces the molten poly-
mer through a row of small, round orifices. The emerging strands are conveyed
through a cooling water bath with grooved rollers to keep the strands separate
from each other until they are solidified. After emerging from the water bath,
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Fig. 1. Strand pelletizer. Courtesy of Conair, Inc.

the strands may be air-dried and fed through nip rolls of a multiknife-blade rotor
operating against a fixed blade. The strands, 2–4 mm in dia, are chopped into
cylinders of round or slightly oval cross sections, 1–5-mm long, as determined by
intake roll speed and cutter frequency.

Although strand cutting is technically feasible at very high-capacities, a
practical limit for many polymers is ca 2000–3000 kg/h (3). Beyond that rate, the
die and bath become very wide and it becomes more difficult to maintain indi-
vidual strand integrity. Frequent operator attention may be required to restring
broken or entangled strands.

Like dicing, stranding requires extensive floor space for quenching the poly-
mer before cutting. Recent housing modifications have considerably reduced the
noise associated with strand cutters.

Practically all thermoplastics can be strand-cut, except those that are very
brittle or have no melt strength to enable the strand to be pulled through the
bath into the cutter. In some instances, this can be overcome by moving a ribbed,
endless belt in the bath at the same lineal velocity as the strands. Two belts on
either side guide the strands up and down over rollers in a deep bath, thereby
conserving floor space.

Die-face Pelletizers. Many thermoplastics can be pelletized by moving
knives rapidly across a multiple-hole die plate. The multiblade cutter slices the
polymer and hurls the pellets away from the die. The pellets are quenched in air
alone with a water mist, or by subsequent immersion into a water bath; rates are
up to 6000 kg/h (4).

The eccentrically mounted cutter of a typical dry-face pelletizer may have
up to six arms and may run at speeds up to 2500 rpm. Knife clearance from the
die can be adjusted during operation by axial movement of the cutter spindle with
respect to the die face. Band heaters bring the die up to temperature at start-up
and offset heat losses during operation. Although not much heat can be trans-
ferred between the polymer and die because of the low thermal conductivity of
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Fig. 2. Water-ring pelletizer. Courtesy of Berringer Co.

the polymer and the short time that the polymer is in the lead hole and capillary
of the die, it is important to maintain a uniform temperature to provide uni-
form flow rate per hole. If there is a known temperature gradient in the polymer
approaching the die, it is possible to compensate for the variation in viscosity by
appropriate changes in the lengths of the capillaries and lead holes.

Water-ring Pelletizers. In the water-ring pelletizer, the molten strands
emerging from the die are cut with a centrally mounted cutter (Figure 2). The
freshly cut hot pellets are thrown into a spirally rotating water stream, ∼20-mm
deep, surrounding but not touching the die. The pellets are quenched as they
rotate with the water. After the pellet slurry leaves the housing, the water is re-
moved by screening and the pellets are dried. In some instances, a water spray
near the cutting surface may be used to deposit a skin on the molten pellets to
reduce pellet agglomeration.

The water-ring pelletizer is insensitive to process interruptions, has easier
start-up, and requires less operator attention. Although usually mounted with
the cutter axis vertical, some have a horizontal cutter axis for closer distance
between extruder and die plate.

Underwater Pelletizers. An underwater pelletizer (Figure 3) operates with
the die face immersed in water. The severed pellets are carried away as a slurry
in water for further cooling in transit to the dewatering, screening, and drying
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Fig. 3. Underwater pelletizer. Courtesy of Farrel Co.

equipment. The die plate may be mounted in such a way that the polymer is
extruded horizontally or downward. Underwater pelletizers are available for all
capacities up to 24000 kg/h (5).

The critical design areas are the die plate and knife adjustment. The cut-
ter hub is mounted near the center of the die with all the blades continuously
riding on, or near, the die. The die frequently is provided with heat channels
surrounding each row of holes. High temperature steam or oil heats the polymer
channels to supply the large amount of heat lost to the water sink at the die face.
Sometimes hardened ceramic inserts around the die holes provide insulation and
better wear resistance. If there is a momentary interruption in flow, die freeze-off
can be a problem, which can be overcome by adequate die-plate heating. Freeze-
off is when the temperature of the polymer falls below its solidification point,
thereby plugging the die hole. Start-up requires precise sequencing of polymer
and water flows.

Centrifugal Pelletizers. The centrifugal pelletizer (Figure 4) differs from
all other pelletizers (6,7). The polymer melt is fed into a rotating die chamber
at atmospheric pressure. Pressure to extrude the polymer through the die holes
is generated by centrifugal force within the die, rather than by an extruder or a
melt pump. The die holes are located in the periphery of the rotor. The emerging
strands are cut by a single stationary knife, which does not run on the die as the
strands are held outward by centrifugal force. The severed pellets fly off on their
own momentum into an air- or water-quench system similar to that for a dry-face
pelletizer. The die is heated for start-up and for offsetting heat loss to the sur-
roundings by generation of eddy currents within the rotor as it spins between a
pair of magnetic fields. In addition, the die is self-emptying upon cessation of flow.
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Fig. 4. Centrifugal pelletizer. Courtesy of Baker Perkins, Inc.

The centrifugal pelletizer can operate with less heat exposure since the tem-
perature rise associated with pressure generation in an extruder or melt pump
is avoided. Cutter life is extended by slow movement in the fixed position. Cut-
ters can be changed without interruption of polymer flow. The main disadvan-
tage of a centrifugal pelletizer is that pressure generation and cutting frequency
are both dependent on rotor speed and therefore are not independent of each
other.

Rotary-knife Pelletizers. The rotary-knife pelletizer (Figure 5) operates
with a die similar to a strand die, but with the rotary cutter operating in close
proximity to the emerging strands. The cutter is completely enclosed. A water
stream may be introduced into the rotor housing to help quench the severed
pellets, with the pellets leaving the housing either coaxially with the cutter ro-
tor or at the bottom of the housing. In addition to the simple row die shown in
Figure 5, a cylindrical die can be used with several rows of die holes for flow of
polymer into the cylinder for severing by a helically grooved cutter.

Die Design. Shaping the viscous polymer melt before pelletizing requires
external pressure, except for the centrifugal pelletizer or sheeting off a two-roll
mill for a dicer. The viscoelastic property of many polymers causes the strand
emerging from a capillary to swell in diameter, even if rapidly quenched. Thus
for a given desired diameter pellet, the capillary diameter may have to be con-
siderably smaller. Small capillaries lead to high pressure drop (up to 10 MPa
or 1500 psig) through the die, and the small holes are more prone to freeze-off.
Some polymers coming through a strand die possess enough melt strength so
that they can be drawn down by the nip rolls to a diameter smaller than the die
orifice.
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Fig. 5. Rotary-knife pelletizer. Courtesy of Welding Engineers, Inc.

The design of die plates is based on the rheological properties of the poly-
mer, which are a function of temperature and shear rate, as well as entrance-loss
correction and die-swell behavior. Dies for underwater pelletizers are subjected
to high heat losses because of direct contact with water, and critical attention to
heating is required to avoid freeze-off. Nonuniform die temperature is the main
contributing factor to nonuniform pellet size.

Erosion within the capillaries may cause die wear, particularly with highly
filled polymers. Wear is also caused by the knife passing over the die face. Irreg-
ular cutting between a rotating knife and the die face in melt cutting, or between
a rotating and bed knife in stranding or dicing, can generate undesirable fines or
tails on the pellets.

Pelletizer Selection. Table 1 provides general guidance for pelletizer se-
lection. Most suppliers can demonstrate their equipment on a pilot scale of ∼500
kg/h. Extremes in apparent viscosity create problems that may become acute
in any pelletizer. For example, both fractional melt-index and high melt-index
(>100), low density polyethylene (LDPE) are very difficult to pelletize, particu-
larly in the same apparatus, even though an average LDPE can be pelletized in
any of the described pelletizers.

The choice of pelletizer is also affected by considerations of total feed rate,
turn-down-ratio requirements, frequency of feedstock change, operator attention,
knife and die wear, and pellet shape (8).

Energy Requirements

The amount of energy required for pelletizing depends on the starting condition
of the polymer, viscosity, and type of pelletizer. For example, the energy required
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Table 1. Selection Chart for Pelletizersa

Pelletizer

Polymer Dicer Strand Dry-face Water-ring Underwater Centrifugal

ABS copolymer A A A S S A
polyacetal N A A S A S
polyamide A A N N S N
polycarbonate N S A S S S
polyester S A S S S S
HDPE S S A A A A
LDPE A A A A A A
LLDPE S S A S A A
poly(methyl N S S N A S

methacrylate)
polypropylene N S A N A A
polystyrene N A A N A A
poly(vinyl chloride)

flexible A A A S S S
rigid A S A S N S

thermoplastic rubber A S S S S S
aA = acceptable; S = sometimes acceptable; and N = not acceptable.

to pelletize 4500 kg/h of a low melt-index polyethylene leaving a compounder at
200◦C with an underwater pelletizer is:

Energy requirement kW

extruder power to develop 146
die-head pressure

heat loss from extruder 8
heat loss from die 35
underwater pelletizer drive 41

Total 230

Thus the specific energy required would be ca 0.05 kW·h/kg, The energy as-
sociated with quenching, drying, and classifying the pellets is additional, With a
much lower viscosity, the power required for extrusion is also much lower. Strand
cutters, water-ring, and dry-face pelletizers operate with less power, as the cutter
rotors are turning in air rather than water. Developing pressure in a centrifugal
pelletizer is independent of viscosity, and there is no heat buildup during pres-
sure development. The specific power required for a centrifugal pelletizer in the
above case would be <0.015 kW·h/kg.

Safety

With all pelietizers, there are always inherent hazards due to hot molten poly-
mers, rotating devices, and sharp knives. Standards for the construction, care,
and use of dicers and strand pelietizers are contained in ANSI B151.11 (1982).
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PERFLUORINATED POLYMERS, PERFLUORINATED
ETHYLENE–PROPYLENE COPOLYMERS

Introduction

Perfluorinated ethylene–propylene (FEP) resin is a copolymer of tetrafluo-
roethylene (TFE) and hexafluoropropylene (HFP) [116-15-4]; thus, its branched
structure contains units of CF2 CF2 and of CF2 CF(CF3) . Modified FEP
fluorocarbon resins may also contain other fluoromonomers at a level of not more
than 2% by weight. FEP retains most of the desirable characteristics of polyte-
trafluoroethylene (PTFE) but with a melt flow rate (MFR) high enough for con-
ventional melt processing. The introduction of HFP lowers the melting point of
PTFE from 325 to about 260◦C.

The desire for a resin with PTFE properties yet capable of being fabricated
by conventional melt processing led to the discovery of this product (1). It allows
melt extrusion of wire insulations or tubing of longer continuous lengths than
the batchwise paste extrusion of PTFE. It also allows melt extrusion of films and
injection molding of intricately shaped parts. The FEP polymer is melt-fabricable
without severe sacrifice in mechanical properties because the perfluoromethyl
side groups on the main polymer chain reduce crystallinity, which varies between
30% and 45%. This change in the crystallinity causes FEP and other copolymer
particles to behave differently from PTFE particles; they do not fibrillate like
PTFE particles and therefore do not agglomerate easily.

As a true thermoplastic, FEP copolymer can be melt-processed by extru-
sion A compression, injection, and blow molding. Films can be heat bonded and
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Table 1. Properties of Hexafluoropropylenea

Properties Value

Molecular weight 150.021
Boiling point at 101 kPaa, ◦C −29.4
Freezing point, ◦C −156.2
Critical temperature, ◦C 85
Critical pressure, kPab 3254
Critical density, g/cm3 0.60
Vapor pressure at K, kPab log P (kPa) = 6.6938–1139.156/T

243.75 < T < 358.15
Liquid density, g/cm3

60◦C 1.105
20◦C 1.332
0◦C 1.419
−20◦C 1.498

Heat of formation for ideal gas at, −1078.6
25◦C, �H, kJ/molc,d

Flammability limits in air Nonflammable for all mixtures
at 101 kPaa of air and hexafluoropropylene

Heat of combustion, kJ/molc,d 879
Toxicity, LC50 (rat), 4 h, ppme 3000
aRef. (4).
bTo convert kPa to mmHg, multiply by 7.5.
cTo convert kJ to kcal, divide by 4.184.
dRef. (43).
eRef. (44).

sealed, vacuum formed, and laminated to various substrates. Chemical inertness
and corrosion resistance make FEP highly suitable for chemical services; its di-
electric and insulating properties favor it for electrical and electronic services;
and its low frictional properties, mechanical toughness, thermal stability, and
nonstick quality make it highly suitable for bearings and seals, high temperature
components, and nonstick surfaces.

Mechanical properties are retained up to 200◦C, even in continuous service,
which is better than with most plastics. At high temperatures, these copoly-
mers react with molten alkali metals. They are commercially available under
the DuPont trademark Teflon FEP fluorocarbon resin. A similar product is man-
ufactured by Daikin Kogyo and Dyneon and sold under the trademarks Ne-
oflon and Hostaflon, respectively. FEP products are also manufactured in the
People’s Republic of China and in Russia. Additional information on specific
manufacturers’ products can often be obtained by consulting their internet Web
sites (eg, http://www2.dupont.com/Teflon/en_US/index.html).

Monomers

Preparation. The preparation, properties, and uses of TFE have been de-
scribed. Hexafluoropropylene was initially prepared by pyrolysis of PTFE (2,3)
and by fluorination of 1,2,3-trichloropropane followed by dehalogenation (4). A
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number of other routes are described in the patent literature (5–10). Hexafluo-
ropropylene can be prepared in high yield by thermally cracking TFE at reduced
pressure at 700–800◦C (11,12). Pyrolysis of PTFE at 860◦C under vacuum gives
a 58% yield of HFP (13). Fluorination of 3-chloropentafluoro-1-propene [79-47-
0] at 200◦C over activated carbon catalyst yields HFP (14). Decomposition of
fluoroform [75-46-7] at 800–1000◦C in a platinumf-lined nickel tube is another
route (15). The thermal decomposition of sodium heptafluorobutyrate [2218-84-
4], CF3CF2CF2CO2Na (16,17), and copyrolyses of fluoroform and chlorotrifluo-
roethylene [79-38-9] (18,19), and chlorodifluoromethane [75-45-6] and 1-chloro-
1,2,2,2-tetrafluoroethane [2837-89-0] (20) give good yields of HFP.

Properties and Reactions. The properties of HFP are shown in
Table 1. It does not homopolymerize easily and hence can be stored as a liquid. It
undergoes many addition reactions typical of an olefin. Reactions include prepa-
ration of linear dimers and trimers and cyclic dimmers (21,22); decomposition at
600◦C with subsequent formation of octafluoro-2-butene and octafluoroisobuty-
lene (23); oxidation with formationofan epoxide (24), anintermediate for a number
of perfluoroalkyl perfluorovinyl ethers (25,26); and homopolymerization to low
molecular weight liquids (27,28) and high molecular weight solids (29,30). Hex-
afluoropropylene reacts with hydrogen (31), alcohols (32), ammonia (33), and the
halogens and their acids, except I2 and HI (31,34–36). It is used as a comonomer
to produce elastomers and other copolymers (37–41). The toxicological properties
are discussed in Reference (42).

Copolymers

Hexafluoropropylene and tetrafluoroethylene are copolymerized, with trichlo-
racetyl peroxide as the catalyst, at low temperature (45). Catalytic methods, in-
cluding irradiation, achieve copolymerization at different temperatures (46,47).
Aqueous and nonaqueous polymerizations appear to be the most convenient
routes to commercial production (1,48–52). Polymerization conditions are similar
to those of TFE homopolymer dispersion polymerization. In recent years, exten-
sive efforts have been made in using supercritical carbon dioxide as the reaction
medium to produce FEP (53–55). The copolymer of HFP–TFE is a random copoly-
mer; that is, HFP units add to the growing chains at random intervals. The opti-
mal composition of the copolymer is selected such that the mechanical properties
are retained in the usable range and that the MFR is high enough for easy melt
processing.

Hexafluoropropylene–tetrafluoroethylene copolymers are available in a va-
riety of MFR and composition ranges that allow a selection of physical proper-
ties and processing characteristics, which are suited for the particular processing
equipment and end use requirements. FEP is available in pellet, flake, and aque-
ous dispersion form.

The highest MFR grades are used for applications where high extrusion rate
or easier flow is required. These grades are more suitable for injection molding
by conventional thermoplastic molding techniques (56). The most common appli-
cation for high MFR grades is for wire coating of small gauge wire with relatively
thin coatings such as plenum primaries.
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Table 2. Properties of Teflon FEP Fluorocarbon Resinta

ASTM Teflon Teflon Teflon Teflon
Mechanical property method 110 100 140 160

Melt flow number, g/10
min

D2116 7.0 3.0 1.5

Specific gravity D792 2.13–2.17 2.13–2.17 2.13–2.17 2.13–2.17
Tensile strength at 23◦C,

MPa
D1708 20 23 30 31

Elongation at 23◦C, % D1708 300 325 325 305
Compressive strength,

MPa
D695 21 21 23

Flexural strength at
23◦C, MPa

D790 18 18 18

Impact strength at 23◦C,
J/m

D256 No break No break No break

Flexural modulus at
23◦C, MPa

D790 655 620 620 586

Hardness durometer,
Shore D

D2240 55 56 56 57

Coefficient of friction,
metal/film

D1894 0.27 0.27 0.235

Deformation under load
at 23◦C, 6.9 MPa,
23 h, %

D621 1.8 0.5 0.5 0.5

Water absorption, 24 h, % D570 <0.01 0.004 0.004 0.004
Linear coefficient of

expansion, ◦C
E831

0–100◦C 13.5 × 10− 5 13.9 × 10− 5 7.6 × 10− 5

100–150◦C 20.8 × 10− 5 21.2 × 10− 5 11.5 × 10− 5

150–200◦C 26.6 × 10− 5 27.0 × 10− 5 14.2 × 10− 5

aCompression-molded specimens; property data on extruded wire specimens are similar.

Intermediate MFR grades are suited for applications that require more
stress crack resistance. Typical applications include coatings over wire braid
constructions such as coaxial cables, insulation of wires larger than AWG 12
(American Wire Gauge) and insulations where high current loads or excessive
thermal cycling may occur, such as heater cables. Other applications include ca-
ble jacketing, tubing, and films.

The lowest MFR resin is used as liners for process equipment and as thick
films. Its MFR is significantly lower than that of other resins, and therefore
it is unsuitable for conventional injection molding. Stress-crack resistance and
mechanical properties are superior to those of the other three products (57)
(Table 2).

Modified HFP–TFE polymers offer a combination of high stress-crack resis-
tance and high extrusion rates. Use of perfluorovinyl ethers as modifiers makes
it possible to achieve the superior performance without losing excellent chemical
inertness and thermal stability (58–60). Incorporation of functional termonomers
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provides additional functionality such as adhesion to polymer, metal, and glass
substrates (61–64).

Color concentrates are available for pigmenting extruded coatings of FEP
resins. The concentrates are prepared for melt dispersion in extrusion applica-
tions. The pigments (thermally stable) are purified and carefully selected to meet
electrical, mechanical, and thermal end use specifications. Color concentrate pel-
lets are easily dispersed among clear pellets by conventional tumbling. The ra-
tio of concentrate to natural resin varies, depending on the wire size, insulation
thickness, and color intensity desired.

Nucleant containing grades are available in both fully letdown and concen-
trated forms. These are used with a blowing agent to produce foams with carefully
controlled void content (65).

An FEP copolymer dispersion is available as a 55-wt% aqueous dispersion
containing 6% nonionic surfactant (on a solids basis) and a small amount of an-
ionic dispersing agent. Its average particle size is ca 0.2 µm.

Properties. The crystallinity of FEP polymer is significantly lower than
that of PTFE (70 vs 98%). The structure resembles that of PTFE, except for a
random replacement of a fluorine atom by a perfluoromethyl group (CF3). The
crystallinity after processing depends on the rate of cooling the molten polymer.
The presence of HFP in the polymer chain tends to distort the highly crystallized
structure of the PTFE chain and results in a higher amorphous fraction.

In the free-radical polymerization of FEP copolymers, chain termination
occurs by binary coupling of chain ends, thus contributing to high molecular
weights. Linear viscoelastic properties of these polymers in the amorphous melts
were measured by dynamic rheometry. The FEP samples had high molecular
weights and were found to verify the relation of zero shear viscosity vs (mol wt)3

predicted by the reptation theory. At lower molecular weights, the empirical rela-
tion of viscosity vs (mol wt)3.4 holds (66).

Transitions and Relaxations. Only one first-order transition is observed,
the melting point. Increasing the pressure raises the melting point. At low pres-
sures, the rate of increase in the melting point is ca 1.74◦C/MPa (0.012◦C/psi);
at high pressures, this rate decreases to ca 0.725◦C/MPa (0.005◦C/psi). Melting
increases the volume by 8%. In the presence of the HFP comonomer, crystal dis-
tortion occurs with an increase in intramolecular distance that, in turn, reduces
the melting point (67).

The relaxation temperature appears to increase with increasing HFP con-
tent. Relaxation involves 5–13 of the chain carbon atoms. Besides α and γ relax-
ations, one other dielectric relaxation was observed below −150◦C, which did not
vary in temperature or in magnitude with comonomer content or copolymer den-
sity (68). The α relaxation (also called Glass I) is a high temperature transition
(157◦C), and γ relaxation (Glass II) (internal friction maxima) occurs between
−5 and 29◦C. The chain conformation and crystal structure of a series of HFP–
TFE copolymers containing up to 50 mol% of HFP were studied (69). Increasing
HFP content leads to significant departures from the highly ordered crystalline
structure of PTFE. The helical conformation of the chain relaxes and untwists to
accommodate the CF3 pendant group in the HFP unit.

Thermal Stability. The polymer is thermally stable and can be processed
at ca 270◦C. Thermal degradation is a function of temperature and time, and the
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stability is therefore limited. The melt flow rate (thermal degradation) increases
significantly for short periods above 280◦C, and degradation occurs at lower tem-
peratures with longer hold times. The hourly weight loss is 0.0004% at 230◦C,
0.001% at 260◦C, 0.01% at 290◦C, 0.02% at 320◦C, 0.08% at 340◦C, and 0.3% at
370◦C. Degradation is not significant if the change in melt flow rate during mold-
ing is less than 10%. Physical strength decreases after prolonged exposure above
205◦C, which accounts for the lower temperature rating of FEP resins (70).

Radiation Effects. The primary effect of radiation is the degradation of
large molecules to small molecules. Molecular weight reduction can be minimized
by excluding oxygen. If FEP is lightly irradiated at elevated temperatures in the
absence of oxygen, cross-linking offsets molecular breakdown (68,71).

The degree to which radiation exposure affects FEP resins is determined
by the energy absorbed, regardless of the type of radiation. Changes in mechan-
ical properties depend on total dosage but are independent of the dose rate. The
radiation tolerance of FEP in the presence or absence of oxygen is higher than
that of PTFE by a factor of 10:1. Vacuum UV irradiation seems to provide a high
potential for surface modification as compared to plasma treatment (72).

Mechanical Properties. Extensive lists of the physical properties of FEP
copolymers are given in References (73–78). Mechanical properties are presented
in Table 3. Most of the important properties of FEP are similar to those of PTFE;
the main difference is the lower continuous service temperature of 204◦C of FEP
compared to that of 260◦C of PTFE. The flexibility at low temperatures and the
low coefficients of friction and stability at high temperatures are relatively in-
dependent of fabrication conditions. Unlike PTFE, FEP resins do not exhibit a
marked change in volume at room temperature because they do not have a first-
order transition at 19◦C. They are useful above −267◦C and are highly flexible
above −79◦C (79).

Static friction decreases with an increase in load, and the static coefficient
of friction is lower than the dynamic coefficient. The tendency to creep must
be considered carefully in FEP products designed for service under continuous
stress. Creep can be minimized by suitable fillers. Fillers are also used to im-
prove wear resistance and stiffness. Compositions such as 30% bronze-filled FEP,
20% graphite-filled FEP, and 10% glass-fiber-filled FEP offer high PV values
[∼400(kPacm)/s] and are suitable for bearings.

Articles fabricated from FEP resins can be made bondable by surface treat-
ment with a solution of sodium in liquid ammonia, or naphthalenyl sodium in
tetrahydrofuran (79) to facilitate subsequent wetting. Exposing the surface to
corona discharge (80) or amines at elevated temperatures in an oxidizing atmo-
sphere (81) also makes the resins bondable. Some of the more recent work is
described in References 82–84.

Vibration dampening properties at sonic and ultrasonic frequencies are ex-
cellent. However, the thickness of the resin must be sufficient to absorb the en-
ergy produced; this is usually determined experimentally.

Electrical Properties. Because of excellent electrical properties, FEP is a
valuable and versatile electrical insulator. Within the recommended service tem-
perature range, PTFE and FEP have identical properties as electrical insulators.
Volume resistivity, which is more than 1017 �-cm, remains unchanged even after
prolonged soaking in water; surface resistivity is more than 1015 �/sq.
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Table 3. Mechanical Properties of FEPa

Property Value ASTM method

Specific gravity 2.14–2.17 D792-50
Thermal conductivity, W/(m·K) Cenco-Fitch

−129–182◦C 2.4
−253◦C 1.4

Water absorption in 24 h, 3.175-mm-thick <0.1 D570-547
sample, % wt increase

Dimensional change at 23◦C None
Coefficient of thermal expansion per ◦C D696-44

>23◦C 9.3 × 10∼5

<23◦C 5.7 × 10∼5

Specific heat, kJ/(kg·K)b

20◦C 1.09
100◦C 1.17
260◦C 1.30

Heat distortion, ◦C D648-56
455 kPac 70
1820 kPac 51

Tensile yield strength, av, MPad D638-527
−251◦C 165
−160◦C 131
−129◦C 96
−73◦C 62
−56◦C 27
0◦C 14
23◦C 12
70◦C 7
121◦C 3.5

Tensile modulus, Pae

−251◦C 57
−160◦C 50
−129◦C 36
−73◦C 24
23◦C 4
100◦C 1

Tensile elongation, % D638-527
−251◦C 4
−160◦C 10
−129◦C 110
−73◦C 200
23◦C 350

Flexural modulus, Pae D747-50
−251◦C 53
−160◦C 47
−101◦C 32
−23◦C 6.6
55◦C 3.4

(Continued)
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Table 3. (Continued)

Property Value ASTM method

Compressive strength, MPad D695
−251◦C 251
−160◦C 207
23◦C 15
55◦C 11
100◦C 3.4

Izod impact strength, notched, J/m f D256-56
23◦C No break

Hardness durometer, shore D D2240-T
23◦C 59

Taber abrasion, g/MHz, 100-g load CS–17 wheel 7.5
aMeasured on Teflon FEP T–100.
bTo convert kJ to kcal, divide by 4.184.
cTo convert kPa to atm, multiply by 0.01.
dTo convert MPa to psi, multiply by 145.
eTo convert Pa to mm Hg, multiply by 7.5 × 10− 3.
f To convert J/m to ft·lbf/in., divide by 53.38 (see ASTM D256).

At low frequencies, the dielectric constant of FEP remains the same (∼2).
However, at more than 100 MHz the constant drops slightly with increasing fre-
quency. As a true thermoplastic, FEP has a void content of zero and most of the
fabricated material has a density of 2.14–2.17 g/cm3. The National Bureau of
Standards has selected Teflon FEP resins for dielectric reference specimens be-
cause of the stability of their dielectric constant. The dissipation factor has sev-
eral peaks as a function of temperature and frequency (3 × 10− 4 at 100 kHz; 7 ×
10− 4 at 1 MHz). The magnitude of the dissipation factor peak is greater for FEP
than for PTFE because the molecular structure of the former is less symmetrical.
The dissipation factor is hardly affected by irradiation annealing (85) and unaf-
fected by humidity. The dielectric strength is high (80 GV/mm for 0.25-mm film at
23◦C) and unaffected by thermal aging at 200◦C. At high frequencies, the dielec-
tric properties deteriorate in the presence of corona. If the voltage stress is not
high enough to cause corona ignition, an infinitely long dielectric life is expected
at any frequency. Corona discharges on the surface or in a void initiate dielectric
breakdown (86). The FEP resins are recommended for continuous service up to
205◦C. Although they begin to melt flow at 270◦C, they retain some structural
integrity up to 250◦C (85).

Chemical Properties. The FEP resin is inert to most chemicals and sol-
vents, even at elevated temperatures and pressures. However, it reacts with flu-
orine, molten alkali metal, and molten sodium hydroxide. Acids or bases are not
absorbed at 200◦C and exposures of 1 year. The absorption of organic solvents
is less than 1% at elevated temperatures and long exposure times. Absorption of
chemicals or solvents has no effect on the chemical integrity of the FEP molecule
and is a reversible physical process.

Gases and vapors permeate FEP resin at a rate that is considerably lower
than that of most plastics. Because FEP resins are melt processed, they are
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Table 4. Permeability of FEP Fluorocarbon Resins to Liquid Vapors and Gases

Permeability constant,a,b

1015 mol/(m·s·Pa)

Vapor 23◦C 35◦C 50◦C

Acetic acid 9.07
Acetone 0.37 3.23
Benzene 0.75
Carbon tetrachloride 0.24 0.41
Decane 112.18 33.48
Depentene 23.50 10.67
Ethyl acetate 0.27 2.06 4.09
Ethanol 1.61 4.66
H2SO4, 98% 21.70
Toluene 5.38
Water 8.14 20.32 18.26
aRef. (75) Test method ASTM E96-35T (at vapor pressure; for 25.4 µm film thickness). Values are
averages only and not for specification purposes.
bOriginal data converted to SI units using vapor pressure data from Ref. (87).

void-free and permeation occurs only by molecular diffusion. Variation in crys-
tallinity and density is limited, except in unusual melt-processing conditions.

Because of its low permeability, FEP polymer is used extensively in the
chemical industry. Its permeation characteristics are similar to those of PTFE
(Table 4). An inverse relationship between permeability and film thickness ap-
plies to FEP.

Weathering. Articles fabricated from FEP are unaffected by weather, and
their resistance to extreme heat, cold, and UV irradiation suits them for appli-
cations in radar and other electronic components. For example, after 15 years
of solar exposure in Florida, the tensile strength and light transmission (96%)
of a 25-µm-thick film was unchanged and the film remained crystal clear (88).
Elongation increased slightly for the first 5–7 years of outdoor exposure, probably
as a result of stress relaxation. Beyond 10 years, a small decrease was observed.

Optical Properties. Teflon FEP fluorocarbon film transmits more ultravio-
let, visible light, and infrared radiation than ordinary window glass. The refrac-
tive index of FEP film is 1.341–1.347 (89).

Fabrication

Standard thermoplastic processing techniques can be used to fabricate FEP.
Thermal degradation must be avoided, and a homogeneous structure and good
surface quality must be maintained.

Injection Molding. Even the high MFR, FEP resin has a significantly
lower MFR than most other thermoplastic products and therefore requires
higher processing temperatures, slower injection rates, special mold design, and
corrosion-resistant material of construction. When the flow velocity in melt pro-
cessing exceeds a critical value, melt fracture occurs. The critical shear rate of
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FEP is much lower than that of other thermoplastics. Recommendations for ma-
terials of construction and the screw design, valves, smear heads, nozzle, operat-
ing conditions, and mold design are given in References 57, 90, 91, and 94.

Pigments (thermally stable at processing temperature) are dry blended with
the resin before molding. At loadings of 0.1–1%, pigments have no appreciable
effect on the dielectric strength, dielectric constant, or mechanical properties. The
dissipation factor of pigmented resin varies with the pigment and its amount (92).

Extrusion. Conventional melt-extrusion equipment is used in processing
FEP resins. Commercial pigments, nucleant packages, or other fluoropolymers
can be mixed with the resin before extrusion into wire coating, tubing, rods, mold-
ing, beading channels, and so forth. Coating thicknesses of 0.076–2.54 mm have
been extruded over such materials as silicone rubber, poly(vinyl chloride), glass
braid, metal-shielded cables, twisted conductors, and parallel multiconductor
cables.

For primary insulation or cable jackets, high production rates are achieved
by extruding a tube of resin with a larger internal diameter than the base wire
and a thicker wall than the final insulation. The tube is then drawn down to the
desired size. An operating temperature of 315–400◦C is preferred, depending on
holdup time. The surface roughness caused by melt fracture determines the upper
limit of production rates under specific extrusion conditions (93,94). Corrosion-
resistant metals should be used for all parts of the extrusion equipment that
come in contact with the molten polymer (95).

Tubing is made in a wide range of sizes and is used as slip-on electrical in-
sulation, instrument tubing, and for hoses. Small tubing, called spaghetti tubing,
can be produced by a free-extrusion technique, whereas hose-size tubing is pro-
duced by conventional forming-box techniques; FEP also is extruded into films.

Dispersion Processing. The commercial aqueous dispersion of FEP con-
tains 55 wt% of hydrophobic, negatively charged FEP particles and ca 6 wt%
(based on FEP) of a mixture of nonionic and anionic surface-active agents. The
average particle size is ca 0.2 µm. The dispersion is processed by the same tech-
nique used for PTFE dispersion. For example, the fabric is coated with FEP dis-
persion, the water is evaporated from the coating, the wetting agent is removed,
and the FEP layer is fused with the fabric.

Dispersion is used as a coating for glass fabric, chemical barriers, and wire-
insulating tapes; as adhesive coatings for bonding seals and bearings of PTFE
to metallic and nonmetallic components; and as antifriction or antistick coat-
ings for metals. The fusion of FEP to provide a continuous film depends on a
time–temperature relationship; 1 min at 400◦C or 40 min at 290◦C is sufficient
to achieve good fusion (96).

Other Techniques. The FEP resin is bonded to metal surfaces by the ap-
plication of heat and pressure; it can be heat sealed or hot-gas welded. Heating
FEP at 260◦C and allowing it to cool slowly results in stress relieving, or anneal-
ing. The FEP film is used to weld PTFE-coated surfaces.

Effects of Fabrication on Product Properties. Extrusion conditions
have a significant effect on the quality of the product (95). Contamination can be
the result of corrosion, traces of another resin, or improper handling. Corrosion-
resistant high nickel alloys such as Hastelloy C-276 or Inconel 625 should be used
in the extruder. Surface roughness is the result of melt fracture or mechanical
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deformation. Melt fracture can be eliminated by increasing the die opening, die
temperature, and the melt temperature and by reducing the extrusion rate. Bub-
bles and discoloration are caused by resin degradation, air entrapment, or con-
densed moisture. Excessive drawdown, resin degradation, or contamination can
result in pinholes, tears, and cone breaks. The blisters are caused by degassing of
primary coatings, and loose coatings are caused by rapid cooling and long cones.

Testing and Standards. Requirements for extrusion and molding grades
are cited in ASTM specifications D2116 (97) and in Federal specification LP-
389A of May 1964 (98). For fabricated shapes, FEP film and sheet are covered by
Aeronautical Material Specifications (AMS) 3647 and LP-523 (99). Besides the
specifications covered by the Fluorocarbons Division of the Society of the Plastics
Industry, Inc.(100), other specifications are listed in References 101 and 102.

Economic Aspects

Because of the high cost of HFP, FEP is more expensive than PTFE. In the United
States, in 2009, FEP sold at prices up to $48/kg, depending on type and grade.
Most grades are marketed in a colorless, translucent, extruded pellet form. The
dispersion containing about 55% solids is priced at ca $60/kg.

Health and Safety

The safety precautions required in handling HFP–TFE copolymers are the same
as those applied to handling PTFE (103). Large quantities have been processed
safely by many different fabricators in a variety of operations. With proper venti-
lation, the polymer can be processed and used at elevated temperatures without
hazard. The fumes from heated FEP or its thermal decomposition products are
toxic in high concentrations, like the fumes or decomposition products of other
polymers. Ventilation should be provided in areas where the resin is at processing
temperature (270–400◦C). At ambient temperatures, FEP resin is essentially in-
ert. Inhalation of fumes given off by heated FEP resin may result in influenza-like
symptoms. They may occur several hours after exposure and disappear within
35–48 h, even in the absence of treatment; the effects are not cumulative (57).
Such attacks usually follow exposure to vapors evolved from the polymer with-
out adequate ventilation or from smoking tobacco or cigarettes contaminated
with the polymer. Toxicology study of the particulates and fumes is reported in
Reference (104).

Applications

The principal electrical applications include hookup wire, interconnecting wire,
coaxial cable, computer wire, thermocouple wire, plenum cable, and molded elec-
trical parts. Principal chemical applications are lined pipes and fittings, over-
braided hose, heat exchangers, and laboratory ware. Mechanical uses include an-
tistick applications, such as conveyor belts and roll covers. FEP film for solar
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collector windows takes advantage of excellent weatherability and high solar
transmission. FEP film and coatings are used for a variety of applications that
require high temperature performance, good release properties, and excellent
chemical or UV resistance.
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PERFLUORINATED POLYMERS,
POLYTETRAFLUOROETHYLENE

Introduction

Polytetrafluoroethylene (PTFE) [9002-84-0], more commonly known as Teflon
(E.I. du Pont de Nemours & Co., Inc.), a perfluorinated straight-chain high poly-
mer, has a most unique position in the plastics industry because of its chemical
inertness, heat resistance, excellent electrical insulation properties, and low co-
efficient of friction over a wide temperature range. Polymerization of tetrafluo-
roethylene monomer gives this perfluorinated straight-chain high polymer with
the formula (CF2 CF2)n . The white to translucent solid polymer has an ex-
tremely high molecular weight, in the 106–107 range and consequently has a vis-
cosity in the range of 1–10 GPa·s (1010–1011 P) at 380◦C. It is a highly crystalline
polymer and has a crystalline melting point. Its high thermal stability results
from the strong carbon–fluorine bond and characterizes PTFE as a useful high
temperature polymer.

The discovery of PTFE (1) in 1938 opened the commercial field of perfluo-
ropolymers. Initial production of PTFE was directed toward the World War II ef-
fort, and commercial production was delayed by DuPont until 1947. Commercial
PTFE is manufactured by two different polymerization techniques that result
in two different types of chemically identical polymer. Suspension polymeriza-
tion produces a granular resin, whereas emulsion polymerization produces both
the coagulated dispersion that is often referred to as a fine powder and PTFE
dispersion.

Because of its chemical inertness and high molecular weight, PTFE
melt does not flow and cannot be fabricated by conventional techniques. The
suspension-polymerized PTFE polymer (referred to as granular PTFE) is usu-
ally fabricated by modified powder metallurgy techniques. Emulsion-polymerized
PTFE behaves entirely differently from granular PTFE. Coagulated dispersions
are processed by a cold-extrusion process (like processing lead). Stabilized PTFE
dispersions, made by emulsion polymerization, are usually processed according
to latex processing techniques.

Manufacturers of PTFE include Daikin Kogyo (Polyflon), DuPont (Teflon),
Dyneon, Asahi Glass (Fluon), and Solvay Solexis (Algoflon). Also, the People’s
Republic of China manufactures many PTFE products and is becoming a signif-
icant manufacturing country. Additional information on specific manufacturers’
products can often be obtained by consulting their Internet Web sites.

Monomer

Preparation. The manufacture of tetrafluoroethylene (TFE) [116-14-3]
involves the following steps (2–9). The pyrolysis is often conducted at a PTFE
manufacturing site because of the difficulty of handling TFE. New discoveries
have made it somewhat easier to use it at remote places (10).

CaF2 + H2SO4 → CaSO4 + 2HF
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CH4 + 3Cl2 → CHCl3 + 3HCl

CHCl3 + 2HF
SbF3→ CHClF2 + 2HCl

2CHClF2
�→ CF2 = CF2 + 2HCl

Pyrolysis of chlorodifluoromethane is a noncatalytic gas-phase reaction car-
ried out in a flow reactor at atmospheric or subatmospheric pressure; yields can
be as high as 95% at 590–900◦C. The economics of monomer production is highly
dependent on the yields of this process. A significant amount of hydrogen chloride
waste product is generated during the formation of the carbon–fluorine bonds.

A large number of by-products are formed in this process, mostly
in trace amounts; more significant quantities are obtained of hexafluoro-
propylene, perfluorocyclobutane, 1-chloro-1,1,2,2-tetrafluoroethane, and 2-chloro-
1,1,1,2,3,3-hexafluoropropane. Small amounts of highly toxic perfluoroisobuty-
lene, CF2 C(CF3)2, are formed by the pyrolysis of chlorodifluoromethane.

In this pyrolysis, subatmospheric partial pressures are achieved by employ-
ing a diluent such as steam. Because of the corrosive nature of the acids (HF and
HCl) formed, the reactor design should include a platinum-lined tubular reactor
made of nickel to allow atmospheric pressure reactions to be run in the pres-
ence of a diluent. Because the pyrolysate contains numerous by-products that
adversely affect polymerization, the TFE must be purified. Refinement of TFE is
an extremely complex process, which contributes to the high cost of the monomer.
Inhibitors are added to the purified monomer to avoid polymerization during stor-
age; terpenes such as d-limonene and terpene B are effective (11).

Tetrafluoroethylene was first synthesized in 1933 from tetrafluoromethane,
CF4, in an electric arc furnace (12). Since then, a number of routes have been
developed (13–20). Depolymerization of PTFE by heating at ca 600◦C is probably
the preferred method for obtaining small amounts of 97% pure monomer on a
laboratory scale (21, 22.) Depolymerization products contain highly toxic perfluo-
roisobutylene and should be handled with care.

Properties. Tetrafluoroethylene (mol wt. 100.02) is a colorless, tasteless,
odorless gas (Table 1). It is stored as a liquid; vapor pressure at –20◦C is 1 MPa
(9.9 atm). It is usually polymerized above its critical temperature and below its
critical pressure. The polymerization reaction is highly exothermic.

Tetrafluoroethylene undergoes addition reactions typical of an olefin. It
burns in air to form carbon tetrafluoride, carbonylfluoride, and carbon dioxide
(26). Under controlled conditions, oxygenation produces an epoxide (27) or an
explosive polymeric peroxide (26). Trifluorovinyl ethers, RO CF CF2, are ob-
tained by reaction with sodium salts of alcohols (28). An ozone–TFE reaction is
accompanied by chemiluminescence (29). Dimerization at 600◦C gives perfluoro-
cyclobutane, C4F8; further heating gives hexafluoropropylene, CF2 CFCF3, and
eventually perfluoroisobutylene, CF2 C(CF3)2 (30). Purity is determined by both
gas–liquid and gas–solid chromatography; the IR spectrum is complex and there-
fore of no value in determining purity.

Uses. Besides polymerizing TFE to various types of high PTFE ho-
mopolymer, TFE is copolymerized with hexafluoropropylene (31), ethylene (32),
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Table 1. Physical Properties of Tetrafluoroethylenea

Property Value

Boiling point at 101.3 kPa,b◦C −76.3
Freezing point, ◦C −142.5
Liquid density at t◦C, g/mL

−100 < t < −40 =1.202–0.0041t
–40 < t < 8 =1.1507–0.0069 t-0.000037t2

8 < t < 30 =1.1325 – 0.0029t-0.00025t2

Vapor pressure at T K, kPac

196.85 < T < 273.15 log10 PkPa = 6.4593–875.14/T
273.15 < T < 306.45 log10 PkPa = 6.4289–866.84/T
Critical temperature, ◦C 33.3
Critical pressure, MPad 39.2
Critical density, g/mL 0.58

Dielectric constant at 28◦C
at 101.3 kPab 1.0017
at 858 kPab 1.015
Thermal conductivity at 30◦C, m W/(m·K) 15.5
Heat of formation for ideal gas −635.5

at 25◦C, �H, kJ/mole , f

Heat of polymerizationof 25◦C to −172.0
solid polymer �H, kJ/mole , f

Flammability limits in air at 101.3 kPa,c vol% 14–43
aFrom Ref. (23), unless otherwise stated.
bTo convert kPa to atm, multiply by 0.01.
cTo convert kPa to psi, multiply by 0.145.
dTo convert MPa to atm, divide by 0.101.
eTo convert J to cal, divide by 4.184.
f Ref. (24).
gRef. (25).

perfluorinated ether (33, 34), isobutylene (35), propylene (36), and in some cases it
is used as a termonomer (37). It is used to prepare low molecular weight polyfluo-
rocarbons (38) and carbonyl fluoride (39), as well as to form PTFE in situ on metal
surfaces (40). Hexafluoropropylene [116-15-4] (41, 42), perfluorinated ethers, and
other oligomers are prepared from TFE.

In the absence of air, TFE disproportionates violently to give carbon and
carbon tetrafluoride; the same amount of energy is generated as in black powder
explosions. This type of decomposition is initiated thermally, and equipment hot
spots must be avoided. The flammability limits of TFE are 14–43%; it burns when
mixed with air and forms explosive mixtures with air and oxygen. It can be stored
in steel cylinders under controlled conditions inhibited with a suitable stabilizer.
The oxygen content of the vapor phase should not exceed 10 ppm.

Manufacture of PTFE

Engineering problems involved in the production of TFE seem simple as com-
pared with those associated with polymerization and processing of PTFE resins.
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Fig. 1. Granular, fine powder, and dispersion PTFE products.

The monomer must be polymerized to an extremely high molecular weight to
achieve the desired properties. The low molecular weight polymer does not have
the strength needed in end use applications. However, in recent years, some ef-
forts have been made to develop low MW PTFE with desirable properties. (43).

Polytetrafluoroethylene is manufactured and sold in three forms: granular,
fine powder, and aqueous dispersion; each requires a different fabrication tech-
nique. Granular resins are manufactured in a wide variety of grades to obtain
a different balance between powder flows and end use properties (Fig. 1). Fine
powders that are made by coagulating aqueous dispersions are also available in
various grades. Differences in fine powder grades correspond to their usefulness
in specific applications and to the ease of fabrication. Aqueous dispersions are
sold in latex form and are available in different grades. A variety of formulation
techniques are used to tailor these dispersions for specific applications.

Polymerization. In aqueous medium, TFE is polymerized by two differ-
ent procedures. When little or no dispersing agent is used and vigorous agitation
is maintained, a precipitated resin is produced, commonly referred to as granular
resin. In another procedure, called aqueous dispersion polymerization, a sufficient
dispersing agent is employed and mild agitation produces small colloidal parti-
cles dispersed in the aqueous reaction medium; precipitation of the resin particles
is avoided. The two products are distinctly different, even though both are high
molecular weight PTFE polymers. The granular product can be molded in various
forms, whereas the resin produced by the aqueous dispersion cannot be molded
but is fabricated by dispersion coating or conversion to powder for paste extrusion
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with a lubricant medium. Granular resin cannot be paste extruded or dispersion
coated.

Granular Resins. Granular PTFE is made by polymerizing TFE alone or
in the presence of trace amounts of comonomers (44–46). An initiator, a small
amount of dispersing agent, and other additives (47) may be present; an alkaline
buffer is occasionally used (48). In the early stages of polymerization, an unstable
dispersion is formed, but the lack of dispersing agent and vigorous agitation cause
the polymer to partially coagulate; the remainder of the process is fairly complex.
The polymerized product is stringy, irregular, and variable in shape. The dried
granular polymer is ground to different average particle sizes, depending on the
product requirements, for example, the flow and other properties. Coarser fabri-
cation of particles leaves a higher void in the sintered article. A better balance
between handleability and moldability (ability to mold and sinter in the absence
of voids) is achieved by agglomerating the finely divided resin to ca 400–800 µm
(49–51). For ram extrusion of granular resin into long tubes and rods, a partially
presintered resin is preferred. Granular PTFE resin is nonflammable.

Fine Powder Resins. Fine powder resins are made by polymerizing TFE in
an aqueous medium with an initiator and emulsifying agents (52). Environmen-
tal issues associated with the commercially used emulsifying agent have been
discussed extensively (53). Significant work has been conducted to find suitable
replacements. In order to obtain unhindered propagation of long PTFE chains,
the surfactant needs to be sufficiently inert. Much of the work on alternatives
has centered around the use of fluoroether-emulsifying agents (54–67). Replace-
ments suitable for fine powder resins are also applicable to granular as well as
TFE copolymer production.

The polymerization mechanism for fine powder is not a typical emulsion
type but is subject to some of the principles of emulsion polymerization. The
process and ingredients have a significant effect on the product. It is extremely
important that the dispersion remains sufficiently stable throughout polymeriza-
tion, avoiding premature coagulation (68) but unstable enough to allow subse-
quent coagulation into a fine powder. Gentle stirring ensures dispersion stability.
The amount of emulsifying agent in the polymerization process is usually less
than its critical micelle concentration.

The rate of polymerization and the particle shape are influenced by the
amount of the emulsifying agent (69–72). The particle structure can be influ-
enced by the polymerization process. Most of the particles are formed in the early
stages of the polymerization process, and the particles grow as the batch pro-
gresses; hence, the radial variation in molecular weight and polymer composition
within the dispersion particle can be achieved by controlling the polymerization
variables, including ingredients and operating conditions (73–79).

The thin dispersion rapidly thickens into a gelled matrix and coagulates
into a water-repellent agglomeration that floats on the aqueous medium as the
mechanical agitation is continued. The agglomeration is dried gently; shearing
must be avoided.

Aqueous Dispersions. Dispersion is made by the same polymerization
process used to produce fine powders. Differences lie in the average particle sizes
for dispersion products (80). The most common dispersion has an average particle
size of about 0.2 µm, probably the optimum particle size for most applications. In
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recent years, modified dispersions are also sold. Efforts have been made to reduce
the amount of fluorinated emulsifying agents in the dispersion and to recover
these agents for reuse (81–83). The raw dispersion is stabilized with a nonionic
or anionic surfactant and concentrated to 60–65 wt% solids by electrodecanta-
tion, evaporation, or thermal concentration (84). The concentrated dispersion can
be further modified with chemical additives. Fabrication characteristics of these
dispersions depend on polymerization conditions and additives.

Filled Resins. Fillers such as glass fibers, graphite, asbestos, or powered
metals are compounded into all three types of PTFE. Compounding is achieved
by intimate mixing. Coagulation of the polymer with a filler produces a filled fine
powder.

Properties

The properties described herein are related to the basic structure of PTFE and are
exhibited by both granular and fine powder products. The carbon–carbon bonds,
which form the backbone of the PTFE chain, and the carbon–fluorine bonds are
extremely strong and are the key contributors in imparting an outstanding com-
bination of properties. The fluorine atoms form a protective sheath over the chain
of carbon atoms. If the atoms attached to the carbon-chain backbone were smaller
or larger than fluorine, the sheath would not form a regular uniform cover. This
sheath shields the carbon chain from attack and confers chemical inertness and
stability. It also reduces the surface energy, resulting in low coefficient of friction
and nonstick properties.

Polytetrafluoroethylene does not dissolve in any common solvent; there-
fore, its molecular weight cannot be measured by the usual methods. A number-
average molecular weight has been estimated by determining the concentration
of end groups derived from the initiator. Earlier estimates, based on an iron bisul-
fite system containing radioactive sulfur, 35S, ranged from 142 × 103 to 534 × 103

for low molecular weight polymer. The same technique applied to polymers of in-
dustrial interest gave molecular weights of 389 × 103 to 8900 × 103 (85, 86). In
the absence of a normal molecular weight determination method, an estimated
relative molecular weight is used for all practical purposes. It is obtained by mea-
suring the specific gravity (ASTM D792-08), following a standardized fabricating
and sintering procedure (ASTM D4894-07, D4895-04, and D4441-04). Because
the rate of crystallization decreases with increasing molecular weight, samples
prepared from the high molecular weight polymer and cooled from the melt at
a constant slow rate have lower standard specific gravities than those prepared
from low molecular weight polymer cooled at the same rate (87). The correlation
between number-average molecular weight (Mn) based on end group estimations
and standard specific gravity (SSG) is given by

SSG = 2.612 − 0.058 log10 Mn

The SSG procedure assumes the absence of voids (or constant void content).
Voids depress the values of the measured specific gravity. The inaccuracies that
result from voids can be corrected by applying IR techniques (88).
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Melting and recrystallization behavior of virgin PTFE have been studied
by DSC (89). A quantitative relationship was found between Mn and the heat of
crystallization (�Hc) in the molecular weight range of 5.2 × 105 to 4.5 × 107,
where �Hc is heat of crystallization in J/g, which is independent of cooling rates
of 4–32◦C/min.

Mn = 2.1 × 1010�H − 5.16
c

At ca 342◦C, virgin PTFE changes from white crystalline material to almost
transparent amorphous gel. Differential thermal analysis indicates that the first
melting of virgin polymer is irreversible and that subsequent remeltings occur
at 327◦C, which is generally reported as the melting point. Most of the studies
reported in the literature are based on previously sintered (ie, melted and recrys-
tallized) polymer; very little work is reported on the virgin polymer. Melting is
accompanied by a volume increase of ca 30%. Because the viscosity of the polymer
at 380◦C is 10 GPa-s (1011 P), the shape of the melt is stable. The melting point
increases with increasing applied pressure at the rate of 1.52◦C/MPa (0.154◦C/
atm) (90).

Virgin PTFE has a crystallinity in the range of 92–98%, which indicates an
unbranched chain structure. The fluorine atoms are too large to allow a planar
zigzag structure, which would permit chain flexibility; therefore, the chains are
rigid (91). Electron micrographs and diffraction patterns (92) of PTFE dispersion
particles indicate that the rod-like particles present in virgin PTFE dispersions
are fully extended chain crystals containing few defects. The spherical particles
appear to be composed of similar rod-like entities that are wrapped around them-
selves in a more or less random fashion.

Between 50 and 300◦C, PTFE obeys the relationship between stress τ and
the apparent shear rate γ : τ = Kγ 1/4. Melting of PTFE begins near 300◦C. Above
this temperature, the shear stress at constant shear rate increases and the rheo-
logical exponent rises from 0.25 to 0.5 at the final melting point (93).

Transitions. Transitions observed by various investigators (94–100),
their interpretation, and the modes of identification are shown in Table 2. Be-
sides the transition at the melting point, the transition at 19◦C is of great con-
sequence because it occurs at ambient temperature and significantly affects the
product behavior. Above 19◦C, the triclinic pattern changes to a hexagonal unit
cell. Around 19◦C, a slight untwisting of the molecule from a 180◦ twist per
13 CF2 groups to a 180◦ twist per 15 CF2 groups occurs. At the first-order tran-
sition at 30◦C, the hexagonal unit cell disappears and the rod-like hexagonal
packing of the chains in the lateral direction is retained. Below 19◦C, there is al-
most perfect three-dimensional order; between 19 and 30◦C, the chain segments
are disordered; and above 30◦C, the preferred crystallographic direction is lost
and the molecular segments oscillate above their long axes with a random angu-
lar orientation in the lattice.

The dynamic mechanical properties of PTFE have been measured at fre-
quencies from 0.033 to 90 Hz. Abrupt changes in the distribution of relaxation
times are associated with the crystalline transitions at 19 and 30◦C (101). The
activation energies are 102.5 kJ/mol (24.5 kcal/mol) below 19◦C, 510.4 kJ/mol
(122 kcal/mol) between the transitions, and 31.4 kJ/mol (7.5 kcal/mol) above 30◦C.
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Table 2. Transitions in Polytetrafluoroethylene

Temperature, ◦C Region affected Technique Reference

1st order
19 Crystalline, angular,

displacement causing,
disorder

Thermal methods, x
ray, nmr

(95)

30 Crystalline, crystal
disordering

Thermal methods, x
ray, nmr

(95)

90 (80 to 110) Crystalline Stress relaxation,
Young’s modulus,
dynamic methods

(98)

2nd order
−90 (−110 to −73) Amorphous, onset of

rotational motion
around C—C bond

Thermal methods,
dynamic methods

(99)

−30 (−40 to −15) Amorphous Stress relaxation,
thermal expansion,
dynamic methods

(98)

130 (120 to 140) Amorphous Stress relaxtion,
Young’s modulus,
dynamic methods

(98)

Polytetrafluorothylene transitions occur at specific combinations of tem-
perature and mechanical or electrical vibrations. Transitions, sometimes called
dielectric relaxations, can cause wide fluctuations in the dissipation factor.

Mechanical Properties. Mechanical properties of PTFE depend on pro-
cessing variables, for example, preforming pressure, sintering temperature
and time, cooling rate, void content, and crystallinity. Properties, such as the
coefficient of friction, flexibility at low temperatures, and stability at high tem-
peratures, are relatively independent of fabrication. Molding and sintering con-
ditions affect flex life, permeability, stiffness, resiliency, and impact strength.
The physical properties of PTFE have been reviewed and compiled (102–104)
(Table 3).

A marked change in volume of 1.0–1.8% is observed for PTFE in the transi-
tion zone from 18 to 25◦C. An article that has been machined on either side of this
zone changes dimensions when passing through the transition zone; hence, the
final operating temperature of a precision part must be accurately determined.
Articles fabricated of PTFE resins exhibit high strength, toughness, and self-
lubrication at low temperatures. They are useful from 5 K and are highly flexible
from 194 K. They tend to return to their original dimensions after a deformation.
At sintering temperature, they rapidly recover their original shapes. For most
applications, no special precautions are necessary because decomposition rates
below the recommended maximum service temperature of 260◦C are very low.
Impact strength is excellent over a wide range of temperatures. Static friction
decreases with an increase in load. Static coefficient of friction is lower than the
dynamic coefficient and therefore reduces stick–slip problems.
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Table 3. Typical Mechanical Properties of Molded and Sintered PTFE Resinsa

Property Granular resin Fine powder ASTM method

Tensile strength at 23◦C, MPab 7–28 17.5–24.5 D638-61T
Elongation at 23◦C, % 100–200 300–600 D628-61T
Flexural strength at 23◦C, MPab Does not break D790-61
Flexural modulus at 23◦C, MPab 350–630 280–630 D747-61T
Impact strength, J/mc

at 21◦C 106.7 D256–56
at 24◦C 160
at 77◦C >320
Hardness durometer, D 50–65 50–65 D1706-59T
Compression stress, MPab

at 1% deformation at 23◦C 4.2 D695-52T
at 1% offset at 23◦C 7.0 D695-52T
Coefficient of linear thermal expansion 12 × 10− 5 D696-44

12 × 10− 5 per ◦C, 23–60◦C
Thermal conductivity, 4.6-mm 0.24 Cenco-Fitch

thickness, W/(m·K)
Deformation under load, at 26◦C, D621-59
24 h, %
6.86 MPab 2.4
13.72 MPab 15
Water absorption, % <0.01 <0.01 D570-54T
Flammability Nonflammable D635-56T
Static coefficient of friction with 0.05–0.08

polished, steel
aRef. (103).
bTo convert MPa to psi, multiply by 145.
cTo convert J/m to ft-lbf/in., divide by 53.38.

The surface of PTFE articles is slippery and smooth. Liquids with surface
tensions below 18 mN/m (= dyn/cm) are spread completely on the PTFE surface;
hence, solutions of various perfluorocarbon acids in water wet the polymer (105).
Treatment with alkali metals promotes the adhesion between PTFE and other
substances (106) but increases the coefficient of friction (107).

Filled Resins. Filled compositions meet the requirements of an increased
variety of mechanical, electrical, and chemical applications. Physical properties
of filled granular compounds are shown in Table 4 (108, 109).

Chemical Properties. Vacuum thermal degradation of PTFE results in
monomer formation. The degradation is a first-order reaction (110). Mass spec-
troscopic analysis shows that degradation begins at ca 440◦C, peaks at 540◦C,
and continues until 590◦C (111).

Radiation Effects. Polytetrafluoroethylene is attacked by radiation. In the
absence of oxygen, stable secondary radicals are produced. An increase in stiff-
ness in material irradicated in vacuum indicates cross-linking (112). Degradation
is due to random scission of the chain; the relative stability of the radicals in vac-
uum protects the materials from rapid deterioration. Reactions take place in air
of oxygen and accelerated scission and rapid degradation occur.
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Table 4. Properties of Filled PTFE Compoundsa

Glass fiber, wt%
Graphite, Bronze,

Property Unfilled 15 25 15 wt% 60 wt%

Specific gravity 2.18 2.21 2.24 2.16 3.74
Tensile strength, MPab 28 25 17.5 21 14
Elongation, % 350 300 250 250 150
Stress at 10% 11 8.5 8.5 11 14

elongation, MPab

Thermal conductivity, 0.244 0.37 0.45 0.45 0.46
mW/(m·K)

Creep modulus, kN/mc 2 2.21 2.1 3.4 6.2
Hardness durometer, 51 54 57 61 70

Shore D
Izod impact, J/md 152 146 119
PVe for 0.13-mm radial 0.70 106 177 52 281

wear in 1000 h,
unlubricated, (kPa·m)/s f

Wear factor, 1/Pag 5 × 10− 14 28 × 10− 17 26 × 10− 17 100 × 10− 17 12 × 10− 17

Coefficient of friction
static, 3.4 MPab load 0.08 0.13 0.13 0.10 0.10
dynamic at PVe = 0.15–0.24 0.17 0.15 0.15
172 (kPa.m)/s f

V = 900 m/s 0.01 −0.24 −0.18 −0.22
aRef. (108).
bTo convert MPa to psi, multiply by 145.
cTo convert kN/m to lbf/in., divide by 0.175.
dTo convert J/m to ftlbf/in., divide by 53.38.
ePV = pressure × velocity.
f To convert kPa to psi, multiply by 0.145.
gTo convert 1/Pa to (in3.·min)/(ft·lbf·h), divide by 2 × 10− 7.

Crystallinity has been studied by X-ray irradiation (113). An initial increase
caused by chain scission in the amorphous phase was followed (above 3 kGy or
3 × 105 rad) by a gradual decrease associated with a disordering of the crystal-
lites. The amorphous component showed a maximum of radiation-induced broad-
ening in the NMR at 7 kGy (7 × 105 rad).

In air, PTFE has a damage threshold of 200–700 Gy (2 × 104 to 7 × 104 rad)
and retains 50% of initial tensile strength after a dose of 104 Gy (1 Mrad), 40%
of initial tensile strength after a dose of 105 Gy (107 rad), and ultimate elonga-
tion of 100% or more for doses up to 2–5 KGy (2 × 105 to 5 × 105 rad). During
irradiation, resistivity decreases, whereas the dielectric constant and the dissi-
pation factor increase. After irradiation, these properties tend to return to their
pre-exposure values. Dielectric properties at high frequency are less sensitive to
radiation than are properties at low frequency. Radiation has very little effect on
dielectric strength (114).

Absorption, Permeation, and Interactions. Polytetrafluoroethylene is
chemically inert to industrial chemicals and solvents even at elevated temper-
atures and pressures (115). This compatibility is due to the strong interatomic
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bonds, the almost perfect shielding of the carbon backbone by fluorine atoms, and
the high molecular weight of the polymer. Under some severe conditions, PTFE
is not compatible with certain materials. It reacts with molten alkali metals, flu-
orine, strong fluorinating agents, and sodium hydroxide above 300◦C. Shapes of
small cross section burn vertically upward after ignition in 100% oxygen. Because
gases may be evolved, the weight loss during sintering of a blend of PTFE and
white asbestos is many times greater than loss from pure PTFE. Finely divided
aluminum and magnesium thoroughly mixed with finely divided PTFE react vig-
orously after ignition or at high temperatures.

Absorption of a liquid is usually a matter of the liquid dissolving in the
polymer; however, in the case of PTFE, no interaction occurs between the poly-
mer and other substances. Submicroscopic voids between the polymer molecules
provide space for the material absorbed, which is indicated by a slight weight in-
crease and sometimes by discoloration. Common acids or bases are not absorbed
up to 200◦C. Aqueous solutions are scarcely absorbed at atmospheric pressure.
Even the absorption of organic solvents is slight, partially resulting from the low
wettability of PTFE. Since absorption of chemicals or solvents has no substantial
effect on the chemical bond within the fluorocarbon molecule, absorption should
not be confused with degradation; it is a reversible physical process. The polymer
does not suffer loss of mechanical or bulk electrical properties unless subjected to
severely fluctuating conditions.

Dynamic mechanical measurements were made on PTFE samples saturated
with various halocarbons (116). The peaks in loss modulus associated with the
amorphous relaxation near −90◦C and the crystalline relaxation near room tem-
perature were not affected by these additives. An additional loss peak appeared
near −30◦C, and the modulus was reduced at all higher temperatures. The amor-
phous relaxation that appears as a peak in the loss compliance at 134◦C is shifted
to 45–70◦C in the swollen samples.

The sorption behavior of perfluorocarbon polymers is typical of nonpolar par-
tially crystalline polymers (117). The weight gain strongly depends on the solu-
bility parameter. Little sorption of substances such as hydrocarbons and polar
compounds occurs.

As an excellent barrier resin, PTFE is widely used in the chemical industry.
However, it is a poor barrier for fluorocarbon oils because similarity in the chem-
ical composition of a barrier and a permeant increases permeation. Most liquids
and gases (other than fluorocarbons) do not permeate highly crystalline PTFE.
Permeabilities at 30◦C [in 1015 × mol/(ms Pa)] are as follows: CO2, 0.93; N2, 0.18;
He, 2.47; anhydrous HCl, <0.01.

Gases and vapors diffuse through PTFE more slowly than through most
other polymers (Table 5). The higher the crystallinity, and the less space between
polymer molecules, the slower the permeation. Voids greater than molecular size
cause an increase in permeability. However, the permeability of the finished ar-
ticle can be controlled by molding the resin to low porosity and high density.
The optimum specific gravity for low permeability and good flexural properties is
2.16–2.195. Permeability increases with temperature as a result of the increase
in activity of the solvent molecules and because of the increase in vapor pressure
of the liquids. Swelling of PTFE resins and film is very low.
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Table 5. Permeability of PTFE Resin to Vapors

Permeability constant,a,b ×
1015 mol/(m·s·Pa)

Permeant 23◦C 30◦C

Benzene 1.81 2.93
Carbon tetrachloride 0.13
Ethanol 1.88
HCL, 20% <0.71
Piperidine 0.96
H2SO4, 98% 54.20
Water 20.70
aRef. (115). Test method ASTM E96-35T (at vapor pressure;
for 25.4-µm film thickness). Values are averages only and
not for specification purposes.
bOriginal data converted to SI units using vapor pressure
data from Ref. (118).

Table 6. Electrical Properties of Polytetrafluoroethylenea

Property Granular Fine powder ASTM method

Dielectric strength, short time, 23,600 23,600 D149-55T
2-mm thickness, V/mm

Surface arc-resistance, s >300 >300 D495-55T
Volume resistivity, �·cm >1018 >1018 D257-57T
Surface resistivity at 100% Rh, �/sq >1016 D257-57T
Dielectric constant, at 60 to 2 × 109 Hz 2.1 2.1 D150-59T
Dissipation factor, at 60 to 2 × 109 Hz 0.0003 D150-59T
aRef. (103).

Electrical Properties. Polytetrafluoroethylene is an excellent electrical in-
sulator because of its mechanical strength and chemical and thermal stability, as
well as excellent electrical properties (Table 6).

It does not absorb water, and volume resistivity remains unchanged even
after prolonged soaking. The dielectric constant remains constant at 2.1 for a
temperature range of –40 to 250◦C and a frequency range of 5–10 GHz.

Articles fabricated according to standard practice should have dielectric con-
stants in the range of 2.05 ± 0.5 when tested at room temperature (RT). The
dielectric constant varies with density and factors that affect density. Machined
components can be fabricated to a predetermined dielectric constant by control-
ling the rod density during processing by adjusting the preforming pressure on
the resin and cooling after sintering. The dielectric constant and the density
have a linear relationship. Predictable variations in the dielectric constant re-
sult from density changes that accompany thermal expansion occurring with in-
creasing temperature. The dielectric constant did not change over 2–3 years of
measurements.
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The dissipation factor (the ratio of the energy dissipated to the energy stored
per cycle) is affected by the frequency, temperature, crystallinity, and void con-
tent of the fabricated structure. At certain temperatures and frequencies, the
crystalline and amorphous regions become resonant. Because of the molecular
vibrations, applied electrical energy is lost by internal friction within the poly-
mer, which results in an increase in the dissipation factor. The dissipation factor
peaks for these resins correspond to well-defined transitions, but the magnitude
of the variation is minor as compared to other polymers. The low temperature
transition at −97◦C causes the only meaningful dissipation factor peak. The dis-
sipation factor has a maximum of 108–109 Hz at RT; at high crystallinity (93%)
the peak at 108–109 Hz is absent.

As crystallinity increases, the internal molecular friction and the dissipa-
tion factor decrease. Voids reduce the dissipation factor in proportion to the per-
centage of microvoids present. Certain extruded shapes utilize air to reduce the
effective dielectric constant and dissipation factor of a coaxial cable. The dielectric
strength of these resins is high and is unaffected by thermal aging at 200◦C. Fre-
quency has a marked effect on the dielectric strength because corona discharge
becomes more continuous as frequency increases. If the voltage stress is not high
enough to cause corona ignition, a very long dielectric life is anticipated at any
frequency. Corona discharges on the surface or in a void initiate dielectric break-
down (119). Surface arc resistance of these resins is high and not affected by
heat aging. The resins do not track or form a carbonized conducting path when
subjected to a surface arc in air. Polytetrafluoroethylene resins are capable of
continuous service up to 260◦C and can withstand much higher temperatures for
limited periods of time. They do not melt or flow and retain some strength even
in the gel state that begins at 327◦C.

Fabrication

Granular Resins. These resins are sold in different forms; an optimum
balance between handleability and product properties is desired. A free-flowing
resin is used in small and automatic moldings. A finely divided resin is more
difficult to handle, but it distributes evenly in large moldings and has superior
properties in sintered articles; it is used for large billet- and sheet-molding op-
erations. A presintered resin with low crystallinity and superior handleability is
highly suitable for ram extrusion.

Virgin PTFE melts at about 342◦C; viscosity, even at 380◦C, is 10 GPa-s
(1011 P). This eliminates processing by normal thermoplastic techniques, and
other fabrication techniques had to be developed: The dry powder is compressed
into handleable form by heating above the melting point. This coalesces the par-
ticles into a strong homogeneous structure; cooling at a controlled rate achieves
the desired degree of crystallinity.

Molding. Many PTFE manufacturers give detailed descriptions of mold-
ing equipment, and procedures are presented in Reference (120). Round piston
molds for the production of solid or hollow cylinders are the most widely used.
Because preforming usually takes place below 100◦C, carbon steel is a suit-
able material of construction. The compression ratio (ie, the bulk volume of the
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powder to the specific volume of the unsintered molding) for granular resins is 3:1
to 6:1. The powder should be evenly distributed and leveled in the mold; and to
ensure adequate compression uniformly throughout the preform, maximum pres-
sure should be maintained for a sufficient length of time and then be released
slowly.

Automatic molding permits high speed mass production and can be effective.
Automatic presses can be operated mechanically, pneumatically, or hydraulically.
The mold is filled by means of a special metering system from a storage hop-
per containing a free-flowing resin. Loading buckets that shuttle back and forth
over the single-cavity mold are also used. Because automatic molding requires
short cycles, the powder is usually compressed at high speed with a high preform
pressure. Small articles such as rings, bushings, washers, gaskets, and ball-valve
seats can be molded by this technique.

Isostatic molding allows uniform compression from all directions. A flexible
mold is filled with a free-flowing granular powder and evacuated, tightly sealed,
and placed in an autoclave containing a liquid that can be raised to the pressure
required for performing. The moldings require subsequent finishing because close
tolerance cannot be achieved.

Sintering. Electrical ovens with air circulation and service temperatures
up to 400◦C are satisfactory for sintering. In free sintering—the cheapest and
most widely used process—a preformed mold is placed in an oven with a temper-
ature variation of ±2◦C. In pressure sintering, the preform is not removed from
the mold; instead the mold containing the preform is heated in an oven until the
sintering temperature is reached. During sintering and cooling, the mold is again
placed under pressure but lower than the preform pressure. Pressure-sintered
products have internal stresses that can be relieved by subsequent annealing. In
the pressure-cooling process, pressure is applied on the molded article after it has
reached sintering temperature and is maintained throughout the cooling period.
The final product has a lower void content than the free-sintered mold.

To improve homogeneity, the preformed article is heated to 370–390◦C. The
time required for heating and sintering depends on the mold dimensions; cooling,
which affects the crystallinity and product properties, should be slow.

Free-sintered articles do not have the same dimensions as the mold cavity
because they shrink at right angles to the direction of the preform pressure and
grow in the direction of the applied pressure.

For processing after sintering, in the least expensive method for sintered
PTFE tape or sheet, a large billet is skived on a lathe after it has been sintered
and cooled. High precision articles are machined from ram-extruded rods.

Articles that are too complicated to be made by machining are made by coin-
ing. A sintered molding is heated to its melting point, transferred to a mold, and
quickly deformed at low pressure, where it is held until it has cooled sufficiently
to retain the improved shape. However, the coined molding, if reheated to a high
temperature, returns to its original shape, and hence there is a limit on the max-
imum temperature to which coined moldings can be heated.

Ram Extrusion. Compression molding is not suitable for the manufac-
ture of continuous long moldings such as pipes or rods. In ram extrusion, a small
charge of PTFE powder is preformed by a reciprocating ram and sintered. Subse-
quent charges are fused into the first charge, and this process continues to form
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homogeneous long rods (121). The die tube, which is made of a corrosion-resistant
material, is heated by resistance heating. Good temperature control is essential,
and the melted and compacted powder must not pass any constrictions in its
path. Thermal expansion and friction produce great resistance to movement, and
as a result, a considerable force is required to push the polymer through the
tube. A high quality surface finish on the inside of the tube reduces the pressure.
If adequate bond strength between successive charges is not developed, the ex-
trudate may break at the interface (poker chipping). Free-flowing powders and
presintered resins are preferred for ram extrusion. Ram-extruded rods are used
for automatic screw machining. Tubing is used as pipe liners or stock from which
seals, gaskets, and bellows are machined.

Fine Powder Resins. Fine powder PTFE resins are extremely sensitive
to shear. They must be handled gently to avoid shear, which prevents processing.
However, fine powder is suitable for the manufacture of tubing and wire insu-
lation for which compression molding is not suitable. A paste-extrusion process
may be applied to the fabrication of tubes with diameters from fractions of a mil-
limeter to about a meter, walls from thicknesses of 100–400 µm, thin rods with
up to 50-mm diameters, and cable sheathing. Calendering unsintered extruded
solid rods produces thread-sealant tape and gaskets.

The paste-extrusion process includes the incorporation of ca 16–25 wt% of
the lubricant (usually a petroleum fraction); the mixture is rolled to obtain uni-
form lubricant distribution. This wetted powder is shaped into a preform at low
pressure (2.0–7.8 MPa or 19–77 atm), which is pushed through a die mounted
in the extruder at ambient temperature. The shear stress exerted on the powder
during extrusion confers longitudinal strength to the polymer by fibrillation. The
lubricant is evaporated, and the extrudate is sintered at ca 380◦C.

The exact amount of lubricant required for extrusion depends on the design
of the extruder, the reduction ratio (ie, ratio of the cross-sectional preform area
to the cross-sectional area in the die), and the quality of the lubricant. A low
lubricant content results in a high extrusion pressure, whereas a high lubricant
content causes a poor coalescence and generates defects in the extrudate.

Fine powder resins can be colored with pigments that can withstand the
sintering temperature. The pigment should be thoroughly mixed with the powder
by rolling the mixture before adding the lubricant. Detailed design parameters of
the paste extruder are given in References (120, 122, and 123).

The extrudate is dried and sintered by passing it through a multistage
oven located immediately after the extruder. Pipes and rods may be heated up
to 380◦C. The throughput rate depends on the length of the sintering oven. Res-
idence time varies from a few seconds for thin-walled insulations on a wire to a
few minutes for large diameter tubing. For short residence times, temperatures
may be as high as ca 480◦C. The extrusion pressure depends on the reduction
ratio, the extrusion rate, the lubricant content, and the characteristics of the
extruder.

To produce unsintered tape by paste extrusion, the fine powder is lubricated
and preformed according to the procedure described earlier. The preform is ex-
truded in the form of rods, which are calendered on hot rolls to the desired width
and thickness (124).

Different resins have been developed for use in different reduction–ratio
application ranges (125, 126). The powders suitable for high reduction–ratio
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applications, such as wire coatings, are not necessarily suitable for the medium
reduction–ratio applications, such as tubings, or the low reduction–ratio appli-
cations, such as thread-sealant tapes or pipe liners. Applications and processing
techniques are being used, which utilize the unique combination of properties
offered by PTFE in fine powder form (127–129).

Dispersion Resins. Polytetrafluoroethylene dispersions in aqueous
medium contain 30–60 wt% polymer particles and some surfactant. The type
of surfactant and the particle characteristics depend on the application. These
dispersions are applied to various substrates by spraying, flow coating, dipping,
coagulating, or electrodepositing (130).

Aqueous dispersion is sprayed on metal substrates to provide chemical re-
sistance, nonstick, and low friction properties. The coated surface is dried and
sintered. Impregnation of fibrous or porous materials with these dispersions com-
bines the properties of the materials with those of PTFE. Some materials require
only a single dipping, for example, asbestos. The material is usually dried after
dipping. For high pressure sealing applications, sintering at 380–400◦C increases
strength and dimensional stability. For film castings, the dispersion is poured
on a smooth surface; the formed film is dried and sintered and peeled from the
supporting surface.

Aqueous dispersions are used for spinning PTFE fibers. The dispersion is
mixed with a matrix-forming medium (131, 132) and forced through a spinneret
into a coagulating bath. The matrix material is removed by heating, and the fibers
are sintered and drawn molten to develop their full strength.

Effects of Fabrication on Physical Properties of Molded Parts. The
physical properties are affected by molecular weight, void content, and crys-
tallinity. Molecular weight can be reduced by degradation but not increased dur-
ing processing. These factors can be controlled during molding by the choice of
resin and fabricating conditions. Void distribution (or size and orientation) also
affects properties; however, it is not easily measured.

Preforming primarily affects void content, sintering controls molecular
weight, and cooling determines crystallinity. Voids caused by insufficient consoli-
dation of particles during preforming may appear in the finished articles. Densi-
ties below 2.10 g/cm3 indicate a high void content. Electrical and chemical appli-
cations require a minimum density of 2.12–2.14 g/cm3. Particle size, shape, and
porosity are also important in determining void content. Although void content is
determined largely by particle characteristics and preforming conditions, sinter-
ing conditions can also have an effect. Temperatures too high or too low increase
void content. Excessively high sintering temperature can decrease the molecu-
lar weight. The final crystallinity of a molding depends on the initial molecular
weight of the polymer, the rate of cooling of the molding, and to a lesser extent
on sintering conditions. The degree of crystallinity of moldings is affected by the
cooling or annealing conditions.

Flexural modulus increases by a factor of 5 as crystallinity increases from
50 to 90% with a void content of 0.2%; however, recovery decreases with increas-
ing crystallinity. Therefore, the balance between stiffness and recovery depends
on the application requirements. Crystallinity is reduced by rapid cooling but in-
creased by slow cooling. The stress-crack resistance of various PTFE insulations
is correlated with the crystallinity and change in density due to thermal mechan-
ical stress (133).
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Table 7. Applications of Polytetrafluoroethylene Resins

Resin grade Processing Description Main uses

Granular
Agglomerates Molding,

preforming,
sintering, ram
extrusion

Free-flowing
powder

Gaskets, packing, seals,
electronic components,
bearings, sheet, rod,
heavy-wall tubing; tape
and molded shapes for
nonadhesive applications

Coarse Molding,
preforming,
sintering

Granulated
powder

Tape, molded shapes,
nonadhesive applications

Finely divided Molding,
preforming,
sintering

Powder for highest
quality,
void-free
moldings

Molded sheets, tape wire
wrapping, tubing, gaskets

Presintered Ram extrusion Granular,
free-flowing
powder

Rods and tubes

Fine powder
High reduction
ratio

Paste extrusion Agglomerated
powder

Wire coating, thin-walled
tubing

Medium
reduction ratio

Paste extrusion Agglomerated
powder

Tubing, pipe, overbraided
hose, spaghetti tubing

Low reduction
ratio

Paste extrusion Agglomerated
powder

Thread-sealant tape, pipe
liners, tubing, porous
structures

Dispersion
General
purpose

Dip coating Aqueous
dispersion

Impregnation, coating,
packing

Coating Dip coating Aqueous
dispersion

Film, coating

Stabilized Coagulation Aqueous
dispersion

Bearings

Applications

Consumption of PTFE increases continuously as new applications are being de-
veloped. Electrical applications consume half of the PTFE produced; mechanical
and chemical applications share equally the other half. Various grades of PTFE
and their applications are shown in Table 7.

Electrical Applications. The largest application of PTFE is for hookup
and hookup-type wire used in electronic equipments in the military and
aerospace industries. Coaxial cables, the second largest application, use tapes
made from fine powder resins and some from granular resin. Interconnecting
wire applications include airframes. Other electrical applications include com-
puter wire, electrical tape, electrical components, and spaghetti tubing.
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Mechanical Applications. Seals and piston rings, basic shapes, and an-
tistick uses constitute two-thirds of the resin consumed in mechanical applica-
tions. Bearings, mechanical tapes, and coated glass fabrics also consume a large
amount of PTFE resins. Seals and piston rings, bearings, and basic shapes are
manufactured from granular resins, whereas the dispersion is used for glass–
fabric coating and antistick applications. Most pressure-sensitive mechanical
tapes are made from granular resins.

Chemical Applications. The chemical processing industry uses large
amounts of granular and fine powder PTFE. Soft packing applications are manu-
factured from dispersions, and hard packings are molded or machined from stocks
and shapes made from granular resin.

Overbraided hose liners are made from fine powder resins by paste extru-
sion, and thread-sealant tapes are produced from fine powder by calendering.
Fabricated gaskets are made from granular resins, and pipe liners are produced
from fine powder resins. Fibers and filament forms are also available.

Highly porous fabric structures, for example, Gore-Tex, which can be used as
membranes, have been developed by exploiting the unique fibrillation capability
of dispersion-polymerized PTFE (127).

Micropowders

The PTFE micropowders, also called waxes, are TFE homopolymers with molecu-
lar weights significantly lower than that of normal PTFE (134). The molecular
weight for micropowders varies from 2.5 × 104 to 25 × 104, whereas that of
normal PTFE is of the order of 10 × 106. Micropowders are generally white
in color and are friable. The average agglomerate particle size is between 5
and 10 µm and is composed of smaller, “as polymerized” primary particles,
which are approximately 0.2 µm in diameter. The DSC curves of lower molec-
ular weight micropowder show a higher heat of crystallization and melting (sec-
ond heating) than normal PTFE. This is due to the higher crystallinity of the
micropowder.

The production of micropowders involves the scission of the high molecular
weight PTFE chain by gamma or electron beam irradiation at a variety of dosage
levels. An increase in dosage reduces the molecular weight. The irradiated low
molecular weight material is ground to a particle size ranging from 1 to 25 µm in
the final product.

Economic Aspects

Polytetrafluoroethylene homopolymers are more expensive than most other ther-
moplastics because of high monomer refining costs. For extremely high molecular
weights, ingredients and manufacturing process must be free of impurities. In the
United States, the 2008 list prices from primary producers were between $21/kg
and $50/kg, depending on the resin type and quantity purchased. For example,
granular PTFE resins cost $21–27/kg supplied in 45.4-kg containers. The coag-
ulated fine powders cost $32–40/kg packaged in 25-kg containers. Formulated
dispersions are $32–50/kg in 19-L, 113-L, or 1041-L containers.
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Testing and Standards

A description of PTFE resins and their classification are given in ASTM D4894-
07 for granular molding and extrusion materials, in ASTM D4895-04 for PTFE
fine powders and in ASTM D4441-04 for aqueous dispersion of PTFE. A com-
prehensive listing of industrial and military specifications covering mechani-
cal, electrical, and chemical applications of PTFE can be found in Reference
(135).

Health and Safety

Exposure to PTFE can arise from ingestion, skin contact, or inhalation. The poly-
mer has no irritating effect to the skin, and test animals fed with the sintered
polymer have not shown adverse reactions. Dust generated by grinding the resin
also has no effect on test animals. Formation of toxic products is unlikely. Only
the heated polymer is a source of a possible health hazard (136, 137).

Because PTFE resins decompose slowly, they may be heated to a high tem-
perature. The toxicity of the pyrolysis products warrants care where exposure of
personnel is likely to occur. Above 230◦C, decomposition rates become measur-
able (0.0001% per hour). Small amounts of toxic perfluoroisobutylene have been
isolated at 400◦C and above; free fluorine has never been found. Above 690◦C,
the decomposition products burn but do not support combustion if the heat is re-
moved. Combustion products consist primarily of carbon dioxide, carbon tetraflu-
oride, and small quantities of toxic and corrosive hydrogen fluoride. The PTFE
resins are nonflammable and do not propagate flame.

Prolonged exposure to thermal decomposition products causes so-called
polymer fume fever, a temporary influenza-like condition. It may be contracted
by smoking tobacco that has been contaminated with the polymer. It occurs sev-
eral hours after exposure and passes within 36–48 h; the temporary effects are
not cumulative.

Large quantities of PTFE resins have been manufactured and processed
above 370◦C. In various applications, they are heated above the recommended use
temperatures. No cases of serious injury, prolonged illness, or death have been re-
ported resulting from the handling of these resins. However, when high molecular
weight PTFE is converted to micropowder by thermal degradation, highly toxic
products result.

Micropowders are added to a wide variety of material used in industry,
where they provide nonstick and sliding properties (131). They are incorporated
into the product by blending and grinding. To disperse well, the powder must
have good flow properties. Conditions that make the powder sticky should be
avoided.

The PTFE micropowders are commonly used in plastics, inks, lubricants,
and finishes such as lacquer. Lubricants containing micropowders are used for
bearings, valve components, and other moving parts where sliding friction must
be minimized or eliminated. Nonstick finished that require good release prop-
erties, for example, in the food and packaging industry, commonly use PTFE
micropowders.
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In some applications, the high heat stability of the micropowder can be uti-
lized over a reasonably wide temperature range. A maximum service tempera-
ture is normally 260◦C, provided the crystalline melting point is between 320
and 335◦C. Exposure above 300◦C leads to degradation and possible evolution of
toxic decomposition products.

The particulate morphology of PTFE micropowder in printing inks provides
desirable gloss to the printed product. Its inherent lubricity results in good wear
and slip properties and surface smoothness. The chemical resistance of the mi-
cropowder is as high as that of high molecular weight PTFE. It is therefore used
in applications requiring service in strong or corrosive chemical environments
such as concentrated mineral acids and alkalies.
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PERFLUORINATED POLYMERS,
TETRAFLUOROETHYLENE–ETHYLENE COPOLYMERS

Introduction

Copolymers of ethylene [74-85-1] and tetrafluoroethylene [116-14-3] (ETFE)
have been a laboratory curiosity for more than half a century. These polymers
were studied in connection with a search for a melt-fabricable polytetrafluo-
roethylene (PTFE) resin (1–5); interest in them lessened with the discovery of
TFE–HFP (FEP) copolymers (6). In the 1960s, however, it became evident that a
melt-fabricable fluorocarbon resin with higher strength and stiffness was needed
than those of PTFE resins. Earlier studies indicated that ETFE [11939-51-6]
might have the right combination of properties. Subsequent research efforts
(7) led to the introduction of modified ETFE polymer [25038-71-5] (Tefzel) by
DuPont in 1970.

Modified ETFE are the products of real commercial value because they have
good tensile strength, moderate stiffness, high flex life, and outstanding impact
strength, abrasion resistance, and cut-through resistance. Electrical properties
include low dielectric constant, high dielectric strength, excellent resistivity, and
low dissipation factor. Thermal and cryogenic performance and chemical resis-
tance are good. These properties, combined with elasticity, make this material
an ideal candidate for heat-shrinkable film and tubing. This family of copolymers
can be processed by conventional methods such as melt extrusion, injection mold-
ing, transfer molding, and rotational molding. The properties of the copolymers
vary with composition; polymers containing 40–90% TFE (by weight) soften be-
tween 200◦C and 300◦C, depending on composition (1). The TFE segments of the
molecules account for more than 75% of the weight of an approximately 1:1 mole
ratio copolymer. The two monomers combine readily into a nearly 1:1 alternating
structure. Such polymers exhibit a unique combination of mechanical, chemical,
and electrical properties, as well as excellent weatherability. However, thermal
stress-crack resistance is poor. The copolymer can be modified with a termonomer
that undergoes free-radical polymerization and does not cause undesirable chain
transfer or termination during polymerization. The modified copolymer exhibits
almost the identical physical, chemical, and electrical properties characteristic of
the 1:1 alternating copolymer but retains high ultimate elongation up to 200◦C.

Ethylene and TFE are copolymerized in aqueous, nonaqueous, or mixed
medium with free-radical initiators. The polymer is isolated and converted into
extruded cubes, powders, and beads or into dispersion. This family of products is
sold by DuPont, Dyneon, Daikin, Asahi Glass, and Solvay under the trade names
of Tefzel, Hostaflon ET, Neoflon EP, Aflon COP, and Halon ET, respectively. Addi-
tional information on specific manufacturers’ products can often be obtained by
consulting their Internet Web sites.

Monomers

Tetrafluoroethylene of purity suitable for granular or dispersion polymerizations
is acceptable for copolymerization with ethylene. Polymerization-grade ethylene
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is suitable for copolymerization with TFE. Modifying termonomers (e.g., perflu-
orobutylethylene and perfluoropropylene) are incorporated by free-radical poly-
merization.

Manufacture

Tetrafluoroethylene–ethylene copolymers have tensile strengths two to three
times as high as the tensile strength of PTFE or of the ethylene homopolymer
(1). Because these copolymers are highly crystalline and fragile at high temper-
ature, they are modified with a third monomer, usually a vinyl monomer free of
telegenic activity. The termonomer provides the copolymer with side chains of
at least two carbon atoms, such as perfluoroalkylvinyl or vinylidene compounds,
perfluoroalkyl ethylenes, and perfluoroalkoxy vinyl compounds. For high tensile
properties and cut-through resistance, a molar ratio of ethylene and TFE between
60:40 and 40:60 is required (8,9).

Copolymerization is effected by suspension or emulsion techniques under
such conditions that TFE, but not ethylene, may homopolymerize. Bulk polymer-
ization is not commercially feasible because of heat-transfer limitations and ex-
plosion hazard of the comonomer mixture. Polymerizations typically take place
below 100◦C and 5 MPa (50) atm). Initiators include peroxides, redox systems
(10), free-radical sources (11), and ionizing radiation (12). Mixtures of inert sol-
vent and water can be used, in which the polymerization occurs in the solvent
medium whereas the water serves both to lower the viscosity of the mixture and
to remove the heat of polymerization (13,14).

Purely aqueous polymerization systems give copolymers that are not wet-
ted by the reaction medium. The products agglomerate and plug valves, nozzles,
and tubing and adhere to stirrer blades, thermocouples, or reactor walls. These
problems are not as prevalent in organic media or mixtures of these with water.

Aqueous emulsion polymerization is carried out with a fluorinated emulsi-
fier, a chain-transfer agent to control molecular weight, and dispersion stabilizers
such as manganic acid salts and ammonium oxalate (15,16).

To obtain a 50:50 molar ratio of monomers in the polymer, a mixture of about
75:25 TFE to ethylene must be initially charged to the reactor, depending on reac-
tor pressure and temperature. Reactivity ratios for this system have been studied
(17,18). The effects of temperature, addition of termonomer, and ethylene/TFE ra-
tio on both the degree of alternation and the molecular structure have been stud-
ied (19). Melting points of ETFE are higher than would be predicted on the basis
of a linear relationship between polyethylene and PTFE melting points. ETFE is
unique in this respect. All other common copolymers of TFE exhibit either linear
or depressed melting points when compared with a line between the respective
homopolymer melting point and that of PTFE. This positive melting point devi-
ation occurs from about 35:65 to 65:35 mole ratios and is at a maximum at the
50:50 alternating copolymer, which melts at about 285◦C, compared with about
235◦C for the 65:35 TFE/ethylene composition. Melting points are lowered by the
incorporation of modifier, but the overall shape of a curve of the positive melting
point deviation is unaltered. The ability of adjacent chains to interpenetrate is
thought to be responsible for this behavior. For the same reason, stiffness follows
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a similar positive deviation, also reaching a maximum at the 50:50 composition.
Reactivity ratios of ethylene and TFE are as follows:

Temperature, ◦C r(C2F4) r(C2H4)

–35 0.014 ± 0.008 0.010 ± 0.02
65 0.045 ± 0.010 0.14 ± 0.03

These values indicate strong alternation tendencies that decrease with in-
creasing temperature. Computations show that 1:1 ETFE obtained at −30 and
65◦C should have about 97 and 93%, respectively, of alternating sequences (20).

Properties

The equimolar copolymer of ethylene and TFE is isomeric with poly(vinylidene
fluoride) but has a higher melting point (21,22) and a lower dielectric loss (23,24).
A copolymer with the degree of alternation of about 0.88 was used to study the
structure (25). The unit cell was determined by x-ray diffraction (26,27). Despite
irregularities in the chain structure and low crystallinity, a unit cell and structure
was derived that gave a calculated crystalline density of 1.9 g/cm3. The unit cell
is believed to be orthorhombic or monoclinic (a = 0.96 nm, b = 0.925 nm, c =
0.50 nm; γ = 96◦).

The molecular conformation is that of extended zigzag. Molecular packing
appears to be orthorhombic, each molecule having four nearest neighbors with
the CH2 groups of one chain adjacent to the CF2 groups of the next. The x-ray
spectrum of a 1:1 copolymer has two main peaks at Z0 = 19.63◦ and Z0 = 21.00◦,
corresponding to Bragg distances of 0.45 and 0.42 nm, respectively. Compression-
molded samples are 50–60% crystalline; however, crystallinity is greatly affected
by composition, quench rate, and temperature.

Alternation is usually above 90%. Nearly perfect alternation of isomeric
units in an approximately 1:1 monomer ratio has been confirmed by infrared
(IR) spectroscopy. Bands at 733 and 721 cm− 1 have an intensity proportional to
the concentration of (CH2)n groups (n = 4 and n < 6, respectively) present in a
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copolymer containing 46 mol% TFE; intensity decreases with increasing concen-
tration of fluorinated monomer.

The molecular weight and its distribution have been determined by laser
light scattering, employing a new apparatus for ETFE dissolution and solution
clarification at high temperature; diisobutyl adipate is the solvent of choice at
240◦C. The molecular weight of molten ETFE is determined by high temperature
rheometry (28).

This polymer can be dissolved in certain high boiling esters at temperatures
above 230◦C (29–31), permitting a weight-average molecular weight determina-
tion by light scattering. Solution viscosity data suggest that the polymer exists
as a slightly expanded coil under similar conditions (32).

Transitions. Samples containing 50 mol% TFE with approximately 92%
alternation were quenched in ice water or cooled slowly from the melt to mini-
mize or maximize crystallinity, respectively (24). Internal motions were studied
by dynamic mechanical and dielectric measurements and by nuclear magnetic
resonance. The dynamic mechanical behavior showed that the α-relaxation oc-
curs at 110◦C in the quenched sample; in the slowly cooled sample, it is shifted
to 135◦C. The β-relaxation appears near –25◦C. The γ -relaxation at –120◦C in
the quenched sample is reduced in peak height in the slowly cooled sample and
shifts to a slightly higher temperature. The α- and γ -relaxations reflect motions
in the amorphous regions, whereas the β-relaxation occurs in the crystalline re-
gions. The γ -relaxation at –120◦C in dynamic mechanical measurements at 1 Hz
appears, whereas it appears at –35◦C in dielectric measurements at 105 Hz. The
temperature of the α-relaxation varies from 145◦C at 100 Hz to 170◦C at 105 Hz.
In the mechanical measurement, it is 110◦C. There is no evidence for relaxation
in the dielectric data.

The activation energy is 318.1 kJ/mol (76 kcal/mol) for the α-relaxation and
44.3 kJ/mol (10.6 kcal/mol) for the γ -relaxation. These relaxations are attributed
to the motion of long and short segments in the amorphous regions, respectively.
As ETFE is isomeric with poly(vinylidene fluoride) (23), the γ -relaxation occurs at
about the same temperature. Activation energies are similar and are attributed
to the motion of short amorphous segments. The β-relaxation in poly(vinylidene
fluoride) (PVF2) is considered to be the main-chain amorphous relaxation and is
analogous to the α-relaxation in the ETFE. However, the arrangement of dipoles
in the all-trans conformation is more symmetrical.

Physical and Mechanical Properties. Modified ETFE has a good com-
bination of mechanical properties, including excellent cut-through and abrasion
resistance, high flex life, and exceptional impact strength. As wire insulation, it
withstands physical tempering during and after installation. Lightweight wire
constructions are designed with a minimum diameter and are useful as single,
general-purpose insulation and for multiple or composite constructions.

Modified ETFE is less dense, tougher, and stiffer and exhibits a higher ten-
sile strength and creep resistance than PTFE, perfluoroalkoxy (PFA), or fluo-
rinated ethylene propylene (FEP) resins. It is ductile and displays, in various
compositions, the characteristic of a nonlinear stress–strain relationship. Typical
physical properties of Tefzel products are shown in Table 1 (33,34). Properties
such as elongation and flex life depend on crystallinity, which is affected by the
rate of crystallization; fabrication conditions, and melt cooling rates.
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Table 1. Typical Properties of Tefzela

ASTM Tefzel Tefzelb

method 200, 280 HT-2004

Ultimate tensile strength, MPac D638 44.8 82.7
Ultimate elongation D887-64T 200d 8
Compressive strength, MPac D695 48.9 68.9
Shear strength, MPac 41.3 44.8
Heat deflection temperature, ◦C D648
(at 0.45 MPa) 104 265
(at 1.8 MPa) 74 210

Maximum continuous use 150e 200
temperature, no load, ◦C

Low temperature embrittlement D746 below –100◦C
Tensile modulus, MPac D638 827 8270
Flexural modulus, MPac D790 96.5 6550
Impact strength notched Izod D256
◦(at –54◦C), J/m f >1067 373
◦(at 23◦C) No break 485
Deformation under load, D621 4.11 0.68

13.7 MPa (at 50◦C), %
Coefficient of linear expansion per ◦C D696-70
20–30◦C 9 × 10− 5 3 × 10− 5

50–90◦C 9.3 × 10− 5 1.7 × 10− 5

140–180◦C 14 × 10− 5 3.2 × 10− 5

Specific gravity D792 1.70 1.86
Refractive index (nD) 1.4028
Flammability UL 94 94V-O 94V-O

D635 ATBg < 5 s;
ALB 10 mm

Melting point, dta peak, ◦C 270 270
Water absorption at saturation, % D570 0.029 0.022
Hardness
Rockwell D785 R50 R74
Durometer D D75
Coefficient of frictionh

Dynamic, 689 kPa (at >3 m/min) 0.4 0.3
Static, 689 kPa 0.3
aAt 23◦C and 50% Rh, unless otherwise specified.
bReinforced with 25 wt% glass fiber.
cTo convert MPa to psi, multiply by 145.
dElongations between 100% and 300% are achieved with varying methods of sample fabrication.
eLong-term heat-aging tests on Tefzel 280 are in progress. Early data indicate that initial properties
are retained after more than 2000 h at 200◦C. It is expected that the continuous use temperature of
Tefzel 280 will be above 150◦C.
f To convert J/m to ft·lbf/in., divide by 53.38.
gATB, average time of burning, to nearest 5 s; ALB, average length of burning, to nearest 5 mm. Test
bar thickness = 2.9 mm.
hMating material AISI 1018 steel, Rc20, 16AA.
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Table 2. Thermodynamic Properties of Modified ETFE

Property Tefzel 200 and 280

Melting point, ◦C 270
Specific heat 0.46–0.47
Heat of sublimation, kJ/mol 50.2
Heat of fusiona, J/g 46.0
Heat of combustion, kJ/g 13.72
Thermal conductivity, W/(m·K) 0.238
Critical surface tension of molten resin, mN/m (= dyn/cm) 22
aLittle dependence on temperature.

Light transmittance of 25-µm films in the visible-to-IR range varies from
91% to 95% for Tefzel 200 and from 89% to 93% for Tefzel 280. In the ultraviolet
(UV) range, transmittance increases from 50% at 200 nm to 90% at 400 nm.

Thermal Properties. Modified ETFE has a broad operating temperature
range up to 150◦C for continuous exposure (33). Cross-linking by radiation im-
proves the high temperature capability further. However, prolonged exposure to
higher temperatures gradually impairs the mechanical properties and results in
discoloration. Thermal and oxidative degradation studies (35,36) suggest that
main carbon chain sequences of two or more ethylene links are thought to be
a subject of thermal and oxidative degradation. To enhance the thermal stability
of ETFE resins, stabilizers may be added for high temperature applications (37).
The copolymer will not support combustion in air. Limiting oxygen index (LOI) is
about 30–31, depending on monomer ratio. It increases gradually as fluorocarbon
content is increased up to the alternating composition. It then increases rapidly
to the index of PTFE (38).

The thermodynamic properties of Tefzel 200 and 280 are shown in Table 2;
the annual rate of loss of weight with thermal aging for Tefzel 200 ranges from
0.0006 g/g at 135◦C to 0.006 g/g at 180◦C after an initial loss of absorbed gases
of 0.0013 g/g at elevated temperature. The excellent thermal stability of ETFE is
demonstrated by aging at 180◦C; at this temperature, the annual weight loss of
6 parts per 1000, or a 1% weight loss, takes almost 2 years.

Friction and Bearing Wear of the Glass-Reinforced Copolymer.
Glass reinforcement improves the frictional and wear properties of modified
ETFE resins (HT-2004). For example, the dynamic coefficient of friction [689.5
kPa (100 psi) at >3 m/min] for Tefzel 200 is 0.4, which drops to 0.3 for the 25%
glass-reinforced product at these conditions.33 The wear factor also improves from
12 × 10− 14 to 32 × 10− 17 1/Pa [6000 × 10− 10 to 16 × 10− 10 (in.3·min)/(ft·lb·fh)].
These frictional and wear characteristics, combined with outstanding creep resis-
tance, indicate suitability for bearing applications. Glass-reinforced ETFE is less
abrasive on mating surfaces than most glass-reinforced polymers. Its static coef-
ficient of friction depends on bearing pressure; for Tefzel HT-2004, the coefficient
of friction changes from 0.51 at 68 Pa to 0.34 at 3.43 kPa (0.5 psi).

Dynamic friction depends on pressure and rubbing velocity (PV). The gener-
ation of frictional heat depends on the coefficient of friction and the PV factor. For
the glass-reinforced product, temperature buildup begins at about PV 10,000 and
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Table 3. Bearing Wear Ratea

Wear factor K, 1017 1/Pac

Pressure, kPab Velocity, cm/s Tefzel Metal

On steeld

6.8 2.5 32 8
6.8 5.1 28 12
6.8 7.6 38 26
6.8 8.9 60 32
6.8 10.2 fail

On aluminume

2.0 5.1 2400 2400
0.68 25.4 960 780

aThrust-bearing tester, no lubricant, ambient air temperature, metal finish 406 nm.
bTo convert kPa to psi, multiply by 0.145.
cTo convert 1/Pa to (in.·min)/(ft·lbf·h), divide by 2 × 10.
dAISI 1018.
eLM24M (English).

Table 4. Electrical Properties of ETFE Resins

ASTM test ETFE Reinforced

Dissipation factor D150
102 Hz 0.0006 0.004
103 Hz 0.0008 0.002
104 Hz 0.002
105 Hz 0.003
106 Hz 0.005 0.005
109 Hz 0.005
1010 Hz 0.010 0.012
Volume resistivity, �·cm D257 >1016 1016

Surface resistivity, �/sq D257 >1016 1015

Arc resistance, s D495 75 110

thermal runaway occurs just below PV 20,000. High wear rates begin above PV
15,000. The wear rate depends on the type of metal rubbing surface and finish,
lubrication, and clearances. Lubrication, hard shaft surfaces, and high finishes
improve wear rates. Table 3 provides wear factors for steel and aluminum. Be-
cause the wear rate of both ETFE and the metal is much higher for aluminum
than for steel, an anodized surface is preferred with aluminum.

Electrical Properties. Modified ETFE is an excellent dielectric mate-
rial (Table 4). Its low dielectric constant confers a high corona-ignition voltage.
The dielectric constant does not vary with frequency or temperature. Both di-
electric strength (ASTM D149) and resistivity are high. The loss characteristics
are minimum; the dissipation factor, although low, increases at higher frequen-
cies. Glass reinforcement increases losses and the dielectric constant rises from
2.6 to 3.4 (from 102 to 1010 Hz); the dissipation factor is increased by 10-fold.
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Exposure to radiation also increases losses. Dielectric strength is not reduced by
thermal aging, unless a physical break occurs in the material. The short-time
test of ASTM D149 gives values of 16–20 kV/mm with specimens 3 mm thick to
160–200 kV/mm with films 25–75 µm thick. Tracking resistance is about 70 s
by ASTM D495. This is comparable with materials considered to be nontracking;
under unusual conditions, tracking occurs. When these resins are foamed, they
provide insulation with even lower dielectric constant (39).

Chemical Resistance and Hydrolytic Stability. Modified ETFE are re-
sistant to chemicals and solvents (Table 5) that often cause rapid degradation
in other plastic materials. Performance is similar to that of perfluorinated poly-
mers (40), which are not attacked by strong mineral acids, inorganic bases, halo-
gens, and metal salt solutions. Organic compounds and solvents have little effect.
Strong oxidizing acids, organic bases, and sulfonic acids at high concentrations
and near their boiling points affect ETFE to varying degrees.

Physical properties remain stable after long exposure to boiling water. Ten-
sile strength and elongation of Tefzel 200 are unaffected after 3000 h in boiling
water. The higher molecular weight ETFE behaves similarly, whereas the glass-
reinforced product shows a reduction of 25–35% in tensile strength with loss of
reinforcement.

Water absorption of Tefzel is low (0.029 wt%), which contributes to its out-
standing dimensional stability as well as to the stability of mechanical and elec-
trical properties regardless of humidity.

High temperature resistance of ETFE and other fluoropolymers in automo-
tive fuels and their permeation resistance have been discussed (41,42).

The ETFE can be cross-linked by radiation (43) despite the high content
of TFE units. The recommended upper continuous use temperature for commer-
cial ETFE is 150◦C. Physical strength can be maintained at higher temperatures
when cross-linking agents are incorporated and cured by peroxide or ionizing ra-
diation (44). The cut-through resistance of thin-wall wire insulation to a physical
tempering during installation or use is increased at temperature up to 200◦C.
Short-term excursions to 240◦C are possible for highly cross-linked resins. Cross-
linking reduces plasticity but enhances high temperature properties and nondrip
performance. The irradiated resin withstands a 400◦C solder iron for 10 min with-
out noticeable effect.

Modified ETFE has excellent weather resistance; tensile strength and elon-
gation are not affected. On the other hand, tensile and elongation properties of
the glass-reinforced compound show a significant reduction.

Modified ETFE films are used as windows in greenhouses and conservato-
ries because of their high transparency to both UV and visible light and excellent
resistance to weathering (45). Pigmented films are applied on white boards and
in outdoor advertising laminates. Biaxially oriented films have tensile properties
and toughness similar to polyester films (46).

Vacuum Outgassing and Permeability. Under vacuum, modified ETFE
give off little gas at elevated temperatures. The loss rate is about one-tenth of the
acceptable maximum rates for spacecraft uses. Exposing 750-µm specimens for
24 h at 149◦ C to a high vacuum results in a maximum weight loss of 0.12%;
volatile condensible material is less than 0.02%.
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Table 5. Tefzel Resistance to Chemicals after 7 Days of Exposurea

Retained properties, %

Boiling Test Tensile Weight
Chemical point, ◦C temperature, ◦C strength Elongation gain

Organic acids
and anhydrides

Acetic acid (glacial) 118 118 82 80 3.4
Acetic anhydride 139 139 100 100 0
Trichloroacetic acid 196 100 90 70 0
Hydrocarbons
Mineral oil 180 90 60 0
Naphtha 100 100 100 0.5
Benzene 80 80 100 100 0
Toluene 110 110

Amines
Aniline 185 120 81 99 2.7
Aniline 185 180 95 90
N-Methylaniline 195 120 85 95
N,N-Dimethyl aniline 190 120 82 97
n-Butylamine 78 78 71 73 4.4
Di-n-butylamine 159 120 81 96
Di-n-butylamine 159 160 55 75
Tri-n-butylamine 216 120 81 80
Pyridine 116 116 100 100 1.5

Solvents
Carbon tetrachloride 78 78 90 80 4.5
Chloroform 62 61 85 100 4.0
Dichloroethylene 77 32 95 100 2.8
Methylene chloride 40 40 85 85 0
Freon 113 46 46 100 100 0.8
Dimethylformamide 154 90 100 100 1.5
Dimethyl sulfoxide 189 90 95 95 1.5
Skydrol 149 100 95 3.0
Aerosafe 149 92 93 3.9
A-20 stripper solution 140 90 90

Ethers, ketones, esters
Tetrahydrofuran 66 66 86 93 3.5
Acetone 56 56 80 83 4.1
Acetophenone 201 180 80 80 1.5
Cyclohexanone 156 156 90 85 0
Methyl ethyl ketone 80 80 100 100 0
n-Butyl acetate 127 127 80 60 0
Ethyl acetate 77 77 85 60 0

Other organic compounds
Benzyl alcohol 205 120 97 90
Benzoyl chloride 197 120 94 95
o-Cresol 191 180 100 100
Decalin 190 120 89 95
Phthalyl chloride 276 120 100 100

(Continued)
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Table 5. (Continued)

Retained properties, %

Boiling Test Tensile Weight
Chemical point, ◦C temperature, ◦C strength Elongation gain

Inorganic acids
Hydrochloric (conc) 106 23 100 90 0
Hydrobromic (conc) 125 125 100 100
Hydrofluoric (conc) 23 97 95 0.1
Sulfuric (conc) 100 100 100 0
Nitric, 70% (conc) 120 120 0 0
Chromic 125 125 66 25
Phosphoric (conc) 100

Halogens
Bromine (anhy) 59 23 90 90 1.2
Chlorine (anhy) 120 85 84 7

Bases, peroxides
Ammonium hydroxide 66 97 97 0
Potassium hydroxide, 20% 100 100 100 0
Sodium hydroxide, 50% 120 94 80 0.2
Hydrogen peroxide, 30% 23 99 98 0

Other inorganic compounds
Ferric chloride, 25% 104 100 95 95 0
Zinc chloride, 25% 104 100 100 100 0
Sulfuryl chloride 68 68 86 100 8
Phosphoric trichloride 75 75 100 98
Phosphoric oxychloride 104 104 100 100
Silicon tetrachloride 60 60 100 100

aChanges in properties of less than 15% are considered insignificant; test performed on 250–1250
µm microtensile bars; tensile strength, elongation, and weight gain determined within 24 h after
termination of exposure.

The following permeability values were determined on Tefzel film (100 µm,
ASTM D1434) at 25◦C [1 nmol (m·s·GPa)]:

nmol/(m·s·GPa)

Carbon dioxide 500
Nitrogen 60
Oxygen 200
Helium 1800
Water vapor (ASTM E96) 3.3

Fabrication

Modified ETFE are commercially available in a variety of physical forms
(Table 6) and can be fabricated by conventional thermoplastic techniques. Com-
mercial ETFE resins are marketed in melt-extruded cubes, which are sold in
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Table 6. Forms of Modified ETFE Resins

Tefzel Melt flow,a

grade Form g/10 min Application

210 Extruded cubes 45 Injection molding, thin coating
200 Extruded cubes 8 General purpose, insulation,

tubing, fasteners
280 Extruded cubes 3 Chemical resistance, jacketing,

heavy-wall, logging cables
HT-2000 Compacted powder 8 Compounded products
HT-2010 Compacted powder 3 Compounded products,

coating lining
HT-2010 Compacted powder 45 Coating
aAt 297◦C and 45 N (5 kg·f) load.

20-kg bags or 150-kg drums. In the United States, the 2008 list price was $40–
$110/kg, depending on volume and grade; color concentrates are also available.

Like other thermoplastics, they exhibit melt fracture (47) above certain crit-
ical shear rates. In extrusion, many variables control product quality and perfor-
mance (48).

Melt Processing

Articles are made by injection molding, compression molding, blow molding,
transfer molding, rotational molding, extrusion, and coating. Films can be ther-
moformed and heat sealed (33). Because of high melt viscosity, ETFE resins are
usually processed at high temperatures (300–340◦C).

Injection-molded articles shrink about 1.5–2.0% in the direction of resin
flow and about 3.5–4.5% in the transverse direction under normal molding con-
ditions. A 25% glass-reinforced composition shrinks only about 0.2–0.3% in the
flow direction and about 3.0% in the transverse direction. Although shrinkage
depends on shape and processing conditions, uniformity is excellent.

Molten ETFE polymers corrode most metals, and special corrosion-resistant
alloys are recommended for long-term processing equipment; short-term proto-
type runs are possible in standard equipment. A technique to reduce the melt
processing temperature by using supercritical carbon dioxide to swell the poly-
mer has been developed to permit lower temperature extrusion and molding op-
erations (49).

Forming and Machining. Articles can be formed below the melting
point with conventional metal-forming techniques. Tetrafluoroethylene–ethylene
copolymers are readily machined with the same tools and feed rates as those used
for nylon and acetal. For best dimensional stability, the article should be annealed
at the expected use temperature before the final machine cut.

Coloring and Decorating. Commercial pigments that are thermally sta-
ble at the resin processing temperature may be used. Pigments may be dry-
blended with the resin, or ETFE pellets may be blended with color concentrates,
which are available in pellet form.
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Nontreated surfaces can be hot-printed with special foils in a manner simi-
lar to that of a typewriter ribbon. The type is heated to about 321◦C, and a print-
ing pressure of 172–206 kPa (25–30 psi) is applied for about 0.25 s; no further
treatment is required.

Stripes may be applied to wire coated with ETFE fluoropolymer over DuLite
817-5002 fluoropolymer clear enamel or other bases. Thermally stable pigments
are required. Stripes may be applied by gravure-wheel-type applicators and oven-
cured in-line.

Assembly. The success of many applications depends on the ability of
ETFE fluoropolymer to be economically assembled.

Screw Assembly. Self-tapping screws are used for joining ETFE parts. For
maximum holding power, the boss diameter should be about double the screw
diameter and the engagement length about 2.5 times the screw diameter; lubri-
cants should be avoided. Threaded inserts can be molded in place, pressed in, or
driven in ultrasonically.

Snap-Fit and Press-Fit Joints. Snap-fit joints offer the advantage that the
strength of the joint does not diminish with time because of creep. Press-fit joints
are simple and inexpensive but lose holding power. Creep and stress relaxation
reduce the effective interference, as do temperature variations, particularly with
materials with different thermal expansions.

Cold or Hot Heading. Rivets or studs can be used in forming permanent
mechanical joints. The heading is made with special tools and preferably with the
rivet at elevated temperatures. Formed heads tend to recover part of their origi-
nal shape if exposed to elevated temperatures, resulting in loose joints. Forming
at elevated temperature reduces recovery.

Spin Welding. Spin welding is an efficient technique for joining circular
surfaces of similar materials. The matching surfaces are rotated at high speed
relative to each other and then brought into contact. Frictional heat melts the
interface and, when motion is stopped, the weld is allowed to solidify under pres-
sure.

Ultrasonic Welding. Ultrasonic welding has been applied to Tefzel with
weld strength up to 80% of the strength of the base resin. Typical conditions
include a contact pressure of 172 kPa (25 psi) and 1- to -2-s cycle time. The two
basic designs, the shear and butt joints, employ a small initial contact area to
concentrate and direct the high frequency vibrational energy.

Potting. Potting of wire insulated with Tefzel has been accomplished with
the aid of a coating of a colloidal silica dispersion. The pots produced with a poly-
sulfide potting compound meeting MIL-S-8516C Class 2 standards exhibit pull-
out strengths of 111–155 N (25–35 lbf).

Bonding. Surface treatment, such as chemical etch, corona, or flame
treatments, is required for adhesive bonding of Tefzel. Polyester and epoxy com-
pounds are suitable adhesives.

ETFE respond well to melt bonding to untreated aluminum, steel, and cop-
per with peel strengths above 3.5 kN/m (20 lbf/in.). For melt bonding to itself,
hot-plate welding is used. The material is heated to 271–276◦C, and the parts are
pressed together during cooling.

The plasma surface treatment of ETFE to improve adhesion has been
studied (50).
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Testing and Standards

A description of modified ETFE and its classification is given by the American
Society for Testing and Materials under the designation D3159-83 (51). A com-
prehensive listing of industrial and military specifications is available (52).

Applications. Tefzel 200 is a general-purpose, high temperature resin for
insulating and jacketing low voltage power wiring for mass transport systems,
wiring for chemical plants, and control and instrumentation wiring for utilities.
In injection-molded form, it is used for sockets, connectors, and switch compo-
nents (53). Because of excellent mechanical properties, it provides good service in
seal glands, pipe plugs, corrugated tubing, fasteners, and pump vanes. In chem-
ical service, it is used for valve components, laboratory ware, packing, pump im-
pellers, and battery and instrument components. ETFE is used in coating appli-
cations (54–57). It can also be used in membrane electrode assembly (58). ETFE
is also suitable for multilayer fuel hose construction (59).

Tefzel 210, the high melt-flow resin, provides a high speed processing prod-
uct for use in coating of fine wire and injection molding of thin-walled or intricate
shapes. It is also used for other fine-wire applications requiring high line speeds
and mechanical strength, but in which harsh environmental conditions are not
anticipated.

For high temperature wiring with mechanical strength and stress-crack and
chemical resistance, Tefzel 280 is preferred. Rated by Underwriters Laboratories,
Inc., at 150◦C, it is widely used for insulating and jacketing heater cables and au-
tomotive wiring and for other heavy-wall application, in which temperatures up
to 200◦C are experienced for short period of time or in which repeated mechan-
ical stress at 150◦C is encountered. It is also suitable for oil-well logging cables
and is used in transfer moldings and extrusions for lined chemical equipment.
It is injection molded into articles with metal inserts, thick sections, and stock
shapes.

Health and Safety

Large quantities of Tefzel have been processed and used in many demanding
service applications. No cases of permanent injury have been attributed to these
resins, and only limited instances of temporary irritation to the upper respiratory
tract have been reported (60).

As with other melt-processible fluoropolymers, trace quantities of harmful
gases, including hydrogen fluoride, diffuse from the resin even at room tempera-
ture. Therefore, the resins should be used in well-ventilated areas. Even though
the resin is physiologically inert and nonirritating to the skin, it is recommended
that spills on the skin be washed with soap and water. These resins are stable
at 150◦C and are recommended for continuous use at this temperature. Degrada-
tion, as measured by weight loss, is insignificant up to the melting point of 270◦C.
At processing temperatures, sufficient quantities of irritating and toxic gases are
generated to require removal of the gases by exhaust hoods over the die and at
the hopper heater. For extrusion into water, a quench tank or partially filled con-
tainer for purging is recommended. In extrusion operations, proper procedures
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must be maintained to control temperature and pressure. The weight loss with
increasing temperature is as follows:

Temperature, ◦C Hourly weight loss, %

300 0.05
330 0.26
350 0.86
370 1.60

To remove all decomposition products, a “total-capture” exhaust hood is rec-
ommended.

Under normal processing conditions at 300–350◦C, Tefzel resins are not sub-
ject to autocatalytic degradation. However, extended overheating can result in
“blowbacks” through extruder feed hopper or barrel front.

Prolonged soldering in confined spaces with restricted air circulation re-
quires ventilation. A small duct fan is recommended for hot-wire stripping. Tefzel
articles should not be exposed to welding conditions.

The LOI of Tefzel as measured by the candle test (ASTM D2863) is 30%.
Tefzel is rated 94 V-0 by Underwriters Laboratories, Inc., in its burning test clas-
sification for polymeric materials. As a fuel, it has a comparatively low rating.
Its heat of combustion is 13.7 MJ/kg (32,500 kcal/kg) compared with 14.9 MJ/kg
(35,000 kcal/kg) for poly(vinylidene fluoride) and 46.5 MJ/kg (110,000 kcal/kg) for
polyethylene.

Bulk quantities of Tefzel fluoropolymer resins should be stored away from
flammable materials. In the event of fire, personnel entering the area should
have full protection, including acid-resistant clothing and self-contained breath-
ing apparatus with a full facepiece operated in the pressure-demand or other
positive-pressure mode. All types of chemical extinguishers may be used to fight
fire involving Tefzel resins. Large quantities of water may be used to cool and
extinguish the fire.

The DuPont Haskell Laboratory for Toxicology and Industrial Medicine has
conducted a study to determine the acute inhalation toxicity of fumes evolved
from Tefzel fluoropolymers when heated at elevated temperatures. Rats were ex-
posed to decomposition products of Tefzel for 4 h at various temperatures. The
approximate lethal temperature (ALT) for Tefzel resins was determined to be
335–350◦C. All rats survived exposure to pyrolysis products obtained from Tefzel
heated to 300◦C for this time period. At the ALT level, death was from pulmonary
edema; carbon monoxide poisoning was probably a contributing factor. Hydrolyz-
able fluoride was present in the pyrolysis products, with concentration dependent
on temperature.
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PERFLUORINATED POLYMERS,
TETRAFLUOROETHYLENE–PERFLUORODIOXOLE
COPOLYMERS

Introduction

Copolymers of tetrafluoroethylene and 2,2-bistrifluoromethyl-4,5-difluoro-1,3-
dioxole (PDD) are perfluorinated amorphous polymers and possess an unusual
combination of properties. They retain the outstanding chemical, thermal, and
surface properties of perfluorinated polymers, in addition to having excellent elec-
trical and optical properties, and have solubility at ambient temperature in a nor-
mal perfluoro solvent. This family of copolymers is manufactured by DuPont and
sold under the trade name of Teflon AF, amorphous fluoropolymers.

All tetrafluoroethylene-based homo- and copolymers, described in earlier
papers, are semicrystalline with distinct melting points. On the other hand,
tetrafluoroethylene–PDD copolymers are totally amorphous and can be tailored
for specific glass-transition temperatures (Tg) by altering the polymer compo-
sition (1). These perfluorinated amorphous polymers exhibit properties derived
from their amorphous structure and perfluorinated chains.

Monomer

Preparation. 2,2-Bistrifluoromethyl-difluoro-1,3-dioxole (PDD) monomer
is synthesized in four steps (2). In the first step, hexafluoroacetone and ethy-
lene oxide are reacted to form 2,2-bistrifluoromethyl-4,5-dichloro-4,5-difluoro-1,3-
dioxolane. This product is then fully chlorinated and subsequently partially flu-
orinated to difluoro-1,3-dioxolane. In the last step, the fluorinated product is
dechlorinated to obtain the final product, PDD. Some of these steps involved in
the synthesis of PDD have low yields, as a result the overall yield is low and the
cost of manufacturing of this monomer is very high.
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Properties. PDD is a colorless liquid with the boiling point of 33◦C (3). It
is very reactive and can homopolymerize and therefore needs to be stored at low
temperature with a small amount of free-radical inhibitor. PDD can copolymer-
ize with tetrafluoroethylene or other fluorinated monomers, such as vinylidene
fluoride, vinyl fluoride, or chlorotrifluoroethylene.

Copolymerization. Copolymers of tetrafluoroethylene and PDD can
be synthesized by free-radical initiators in either aqueous or nonaqueous
medium (1). The homopolymer of PDD results in an amorphous polymer with
the Tg of 335◦C. This polymer is difficult to melt process because of the narrow
processing window below its decomposition temperature. Copolymers can be pre-
pared with any proportion of tetrafluoroethylene and PDD. Polymers containing
less than 20 mol% PDD tend to be partially crystalline. At 20 mol% PDD, the Tg
of the copolymer is about 80◦C. The glass-transition temperature increases with
an increase in the PDD content. The commercial Teflon AF products are copoly-
mers of tetrafluoroethylene and PDD and have Tgs of 160 and 240◦C for Teflon
AF-1600 and Teflon AF-2400, respectively (4). During aqueous polymerization,
small amounts of acid fluoride or carboxylic acid end groups may be produced by
a ring-opening process. For many applications, these unstable ends are removed
and converted to perfluorinated end groups by first treating the polymer with
ammonia, followed by fluorination (5).

Properties. Teflon AF copolymers have many characteristics, such as
high temperature stability, excellent chemical resistance, low surface energy, low
water absorption, and high limiting oxygen index (LOI), similar to those of other
copolymers of tetrafluoroethylene. On the other hand, many properties are differ-
ent because of their amorphous structure. These polymers are soluble at ambient
temperature in perfluorinated solvents. They are transparent and have low re-
fractive index. They are significantly stiffer and have high gas permeability. The
glass-transition temperature of tetrafluoroethylene–PDD copolymers is sensitive
to the structure of the dioxide monomer. It is likely that steric interactions in-
volving the two trifluoromethyl groups lead to a highly congested chain structure
with limited mobility (6). The structural study of these polymers indicate that
there are microvoids in their structure and probably cause lower than expected
polymer density, low dielectric constant, low refractive index, high gas perme-
ability, and low thermal conductivity. Most likely, the origin of these microvoids
is loose chain packing caused by the high energy for rotation and reorientation of
the dioxole ring containing polymer chain (7).

Table 1 summarizes mechanical, electrical, optical, and thermal properties
of Teflon AF-1600 and AF-2400 (10). The dielectric constant for Teflon AF is lower
than that for polytetrafluoroethylene (PTFE) and is unaffected by humidity.
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Table 1. Properties of Teflon AF-1600 and AF-2400

ASTM
Property AF-1600 AF-2400 method References

Melt viscosity, Pa·sa D3835 8
(at 250◦C) 2650
(at 350◦C) 540

Density, g/cm3 1.78 1.67 D792 4
Water absorptivity; 1 <0.01 <0.01 D570 9
Contact angle, water, ◦ 104 105 8
Critical surface energy, 15.6–15.7 15.6–15.7 8

mN/m (=dyn/cm)
Electrical properties
Dielectric strength, kV (0.1 mm)− 1 2.1 1.9 D149 4
Dielectric constant
1 MHz 1.934 1.904 D150 8
1 GHz 1.93 1.897
13.6 GHz 1.927 1.89

Dissipation factor
1 MHz 0.00012 0.00012 D150 4
1 GHz 0.00018 0.00024
13.6 GHz 0.00020 0.00035

Flammability, LOI %O2 95 95 9
Hardness, Rockwell 103 97.5 D785 8
Refractive index 1.31 1.29 D542 9
Optical transmissions >95 >95 D1003 9
Tensile strength at break, MPab D638 8
23◦C 27 26
150◦C 8
220◦C 4

Elongation at break, %
23◦C 17 8 D638 9
150◦C 89
220◦C 8

aTo convert Pa·s to P, multiply by 10.
bTo convert MPa to psi, multiply by 145.

The low temperature dielectric properties investigation (11) revealed that
the γ -relaxation found at –186◦C for PTFE is only one-third the intensity for AF-
1600 and AF-2400. This relaxation is attributed to the cooperative motion of the
four carbon atoms of a TFE dimer unit. The low concentration of such units in AF
explains the difference in the intensity of γ -relaxation.

The refractive index of Teflon AF is the lowest known for any solid or-
ganic polymer (12). One of the key properties of AF is its solubility in fluori-
nated solvents, such as Fluorinert FC-72, FC-75, and FC-40, perfluorobenzene,
perfluoromethylcyclohexane, perfluorodimethylcyclohexane, perfluoroctane, or
perfluorodecalin.

The thermal stability of Teflon AF approaches that of other perfluorinated
polymers. At 260◦C after 4 h of exposure, no weight loss was observed. The weight
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losses after the exposure at 360, 380, 400, and 420◦C were 0.3, 0.5, 1.9, and 8.8%,
respectively.

Copolymers of PDD with other fluoromonomers are discussed in
Reference 3.

Fabrication. Teflon AF is processed by a wide variety of techniques. AF
solutions can be used for spin coating, dip coating, spraying, or casting. Melt-
processing techniques such as extrusion and injection molding are used. Com-
pression molding has also been used effectively. Spin coating is used to produce
very thin and uniform coatings on flat substrates. The film thickness is influenced
by the nature of the substrate, the spin speed, and the concentration of the so-
lution. Dip coating is suitable for nonplanar surfaces (13). Compression molding
is done about 100◦C above Tg and may require longer heat-up time than other
polymers because of its lower thermal conductivity. Laser ablation and vacuum
pyrolysis techniques are also used (14,15).

Health and Safety. Safe practices employed for handling PTFE and per-
fluoroalkoxy (PFA) resins are adequate for Teflon AF (16). Adequate ventilation
is required for processing above 330◦C. Above 360◦C, decomposition products HF,
COF2, CO, and hexafluoroacetone are observed (17).

Applications and Economic Aspects. Teflon AF is used for antire-
flective coatings (18), for low dielectric coatings, for pellicles used in electronic
chip fabrication (19,20), as cladding in plastic optical fiber (21,22), as a low
dielectric insulator (23,24), for coating gas separation membranes (25–27), as
clear hydrophobic layers in optical devices (28,29), and in electrochemical devices
(30).

The PDD monomer used for AF is very expensive, which results in mak-
ing AF products very costly. These polymers in solid form are sold in 25- and
500-g packages, with list prices in 2008 of $1500 and $15,000, respectively. The
solutions are available in 100-mL and 1-L packages. They contain 1–18% solids,
depending on the grade. The prices for solutions range from $210 for 1% solids
of AF-2400 in 100-mL package to $23,430 for 18% solids of AF-1600 in 1-L
package.
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PERFLUORINATED POLYMERS,
TETRAFLUOROETHYLENE–PERFLUOROVINYL ETHER
COPOLYMERS

Introduction

Perfluoroalkoxy (PFA) fluorocarbon resins are designed to meet industry’s needs
in chemical, electrical, and mechanical applications. These melt-processible
copolymers contain a fluorocarbon backbone in the main chain and randomly dis-
tributed perfluorinated ether side chains:

A combination of excellent chemical and mechanical properties at elevated
temperatures results in reliable, high performance service to the chemical pro-
cessing and related industries. Chemical inertness, heat resistance, toughness
and flexibility, stress-crack resistance, excellent flex life, antistick characteristics,
little moisture absorption, nonflammability, and exceptional dielectric properties
are among the characteristics of these resins.

The introduction of a perfluoromethyl side chain (Teflon FEP) greatly re-
duces the crystallinity of polytetrafluoroethylene (PTFE). Crystallinity is reduced
even further by replacing the short side chain with a long side chain, such as per-
fluoropropyl ether. In contrast to Teflon FEP, only a small amount of vinyl ether
is required to reduce crystallinity and develop adequate toughness.

Tetrafluoroethylene (TFE) [116-14-3] and perfluorovinyl ether are copoly-
merized in aqueous (1,2) or nonaqueous (3) media. The polymer is separated and
converted into various forms, such as extruded cubes, powders, beads, or disper-
sions. This family of products is sold by DuPont, Daikin, Dyneon, and Asahi Glass
under the trade names of Teflon PFA, Neoflon AP, Hostaflon TFA, and Aflon PFA,
respectively. Additional information on specific manufacturers’ products can often
be obtained by consulting their Web sites.

Monomers

Preparation. The preparation of TFE has been described previously. Per-
fluorovinyl ethers (4–7) are prepared by the following steps. Hexafluoropropylene
(HFP) [116-15-4] is oxidized to an epoxide HFPO [428-59-1] (5) which, on reaction
with perfluorinated acyl fluorides, gives an alkoxyacyl fluoride.
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Table 1. Properties of Perfluoropropyl Vinyl Ether,
F3C CF2 CF2 O CF CF2

Property Value

Critical temperature, ◦K 423.58
Critical pressure, MPaa 1.9
Critical volume, cm3/(g·mol) 435
Surface tension, mN/m (=dyn/cm) 9.9
Boiling point, ◦C 36
Specific gravity (at 23◦C) 1.53
Vapor density (at 75◦C), g/cm3 0.2
Vapor pressure (at 25◦C), kPab 70.3
Solubility in water 0
Odor None
Color Colorless
Flash point, ◦C −20
Flammable limits in air,c vol% 1
aTo convert MPa to atm, divide by 0.1013.
bTo convert kPa to psi (psia), multiply by 0.145.
cExtremely flammable.

The alkoxyacyl fluoride is converted to vinyl ethers by treatment with base
at approximately 300◦C (8).

where RF = F(CF2)n.
Alkoxyacyl fluorides are also produced by an electrochemical process (9).
The preparation of perfluoromethyl and perfluoroethyl vinyl ethers is de-

scribed in References 10 and 11.
Properties. Properties of perfluoropropyl vinyl ether (PPVE) [1623-05-8],

a colorless, odorless liquid (molecular weight 266), are shown in Table 1. Perfluo-
ropropyl vinyl ether is an extremely flammable liquid and burns with a colorless
flame. It is significantly less toxic than HFP; the average lethal concentration is
50,000 ppm (12).

Copolymerization

Tetrafluoroethylene–perfluoropropyl vinyl ether copolymers [26655-00-5] are
made in aqueous (1,2) or nonaqueous media (3). In aqueous copolymerizations,
water-soluble initiators and a perfluorinated emulsifying agent are used. The
products previously manufactured with ammonium perfluorooctanoate as the
perfluorinated surfactant can be produced using alternative surfactant systems
(reference). Molecular weight and molecular weight distribution are controlled
by a chain-transfer agent. Sometimes, a second phase is added to the reaction
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medium to improve the distribution of the vinyl ether in the polymer (13); a buffer
may also be added. In nonaqueous copolymerization, fluorinated acyl peroxides
are used as initiators that are soluble in the medium (14) and a chain-transfer
agent may be added for molecular weight control.

Temperatures range from 15 to 95◦C and the pressures from 0.45 to 3.55
MPa (65–515 psi). The temperatures used for the aqueous process are higher
than those for the nonaqueous process.

Alkyl vinyl ethers tend to rearrange when exposed to free radicals (15).
Temperatures must be kept low enough to prevent termination by free-radical
coupling. In the aqueous process, temperatures below 80◦C minimize the number
of acid end groups derived from vinyl ether transfer. In the nonaqueous process,
temperature must also be limited to avoid excessive vinyl ether transfer as well
as reaction with the solvent. End groups are stabilized by treating the polymer
(16) with methanol, ammonia, or amines (17–19). Treatment of PFA with elemen-
tal fluorine generates CF3 end groups and a very low level of contamination (20),
which is important for the semiconductor industry (21).

The polymer is separated from the medium and converted to useful forms
such as melt-extruded cubes for melt-processible applications. Teflon PFA is also
available as a dispersion, fine powder, or in unmelted bead form.

Description and classification of PFA resins are given in Reference 22. Vari-
ous specifications are given in Reference 23.

A family of copolymers containing TFE and perfluoromethyl vinyl ether
modified with PPVE, referred to as MFA, is produced by Ausimont (24). The
relatively small pendant group O CF3 seems to have a similar effect on the
crystallinity reduction as is exhibited by CF3 in FEP (perfluoropropylene–
tetrafluoroethylene copolymer); however, the higher reactivity of perfluoromethyl
vinyl ether than that of HFP makes the polymerization process more efficient.
The performance characteristics are described in References 11 and 25.

A new family of copolymers called Teflon HP Plus has been introduced by
DuPont, using perfluoroethyl vinyl ether analogous to PPVE used to produce the
standard PFA (26). A significantly higher reactivity of perfluoroethyl vinyl ether
has made it possible to produce copolymers with widely different comonomer con-
centrations on a commercial scale while reducing the tendency to rearrange and
form acid end groups from vinyl ether transfer. Even though perfluoroethyl group
provides a somewhat shorter pendant group, its effect on the reduction of crys-
tallinity is very similar to that of perfluoropropyl group. This makes the per-
fluoroethyl vinyl ether an optimum comonomer to produce a versatile family of
products.

Properties

The melting point of commercial Teflon PFA is 305◦C, that is, between those of
PTFE and FEP. Second-order transitions are at −100, −30, and 90◦C, as deter-
mined by a torsion pendulum (27). The crystallinity of the virgin resin is 65–75%.
Specific gravity and crystallinity increase as the cooling rate is reduced. An ice-
quenched sample with 48% crystallinity has a specific gravity of 2.123, whereas
the press-cooled sample has a crystallinity of 58% and a specific gravity of 2.157.
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Table 2. Properties of Teflon PFA

ASTM
Property method Teflon 340 Teflon 350

Nominal melting point, ◦C 302–306 302–306
Specific gravity D3307 10.6 1.8
Continuous use temperature, ◦C 260 260
Tensile strength, MPaa

(at 23◦C) D1708 28 31
(at 250◦C) 12 14
Tensile yield, MPaa

(at 23◦C) D1708 14 15
(at 250◦C) 3.5 4.1
Ultimate elongation, %
(at 23◦C) 300 300
(at 250◦C) D1708 480 500
Flexural modulus, MPaa

(at 23◦C) D790 655 690
(at 250◦C) 55 69
Creep resistanceb tensile, modulus, MPaa

(at 20◦C) D695 270 270
(at 250◦C) D695 41 41
Hardness durometer D2240 D60 D60
MIT folding endurance, 775–200 µm 50,000 500,000

film thickness, cycles
Water absorption, % D570 0.03 0.03
Coefficient of linear thermal expansion per ◦C D696
20–100◦C 12 × 10− 5 12 × 10− 5

100–150◦C 17 × 10− 5 17 × 10− 5

150–210◦C 20 × 10− 5 20 × 10− 5

aTo convert MPa to psi, multiply by 145.
bApparent modulus after 10 h: stress = 6.89 MPa at 20◦C, 6.89 kPa at 250◦C.

Mechanical Properties. Table 2 shows the physical properties of Teflon
PFA (28,29). At 20–25◦C, the mechanical properties of PFA, FEP, and PTFE are
similar; differences between PFA and FEP become significant as the temperature
is increased. The latter should not be used above 200◦C, whereas PFA can be used
up to 260◦C. Tests at liquid nitrogen temperature indicate that PFA performs well
in cryogenic applications (Table 3).

Unfilled Teflon PFA has been tested in mechanical applications, using Teflon
FEP 100 as a control (30). Tests were run on molded thrust bearings at 689.5 kPa
(100 psi) against AISI 1080, Rc 20, 16AA steel, and at ambient conditions in air
without lubrication. A limiting PV value of 5000 was found. Wear factors and
dynamic coefficients of friction are shown in Table 4.

Hardness is determined according to ASTM D2240 on 7.6 × 12.7 × 0.48-cm
injection-molded panels (31). Results on the D scale are 63–65 for Teflon PFA and
63–66 for Teflon FEP.

Chemical Properties. A combination of excellent chemical and mechan-
ical properties at elevated temperatures results in high performance service in
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Table 3. Cryogenic Properties of Teflon PFA Resins

Property ASTM method At 23◦C At −196◦C

Yield strength, MPaa D1708b 15
Ultimate tensile strength, MPaa D1708b 18 129
Elongation, % D1708b 260 8
Flexural modulus, MPaa D790-71c 558 5790
Impact strength, notched Izod, J/md D256-72ae No break 64
Compressive strength, MPaa D695 414
Compressive strain, % D695 35
Modulus of elasticity, MPaa D695 4690
aTo convert MPa to psi, multiply by 145.
bCrosshead speed B, 1.3 mm/min; used at both temperatures for more direct comparison.
cMethod 1, procedure B.
dTo convert J/m to ft·lbf/in., divide by 53.38.
eMethod A, head weight is 4.5 kg at 23◦C and 0.9 kg at 160◦C.

Table 4. Teflon PFA Fluorocarbon Resin Thrust-Bearing Wear-Test Resultsa

Velocity, Wear factor Dynamic coefficient Test
m/min K, 1017 1/Pa6 of friction duration, h

Teflon PFA TE-9704
0.91 3.12 0.210 103
3.05 3.67 0.214 103
9.1 1.96 0.229 103
15.24 1.38 0.289 103

Teflon FEP 100
0.91 3.71 0.341 104
3.05 2.19 0.330 104
9.1 3.16 0.364 104
15.24 1.60 0.296 103

aMating surface: AISA 1018 steel, Re 20, 16AA; contact pressure: 689 kPa; at 20◦C in air;
no lubricant.
bTo convert 1/Pa to (in.·min)/(ft·lbf·h), divide by 2 × 10.

the chemical processing industry. Teflon PFA resins have been exposed to a vari-
ety of organic and inorganic compounds commonly encountered in chemical ser-
vice (32). They are not attacked by inorganic acids, bases, halogens, metal salt
solutions, organic acids, and anhydrides. Aromatic and aliphatic hydrocarbons,
alcohols, aldehydes, ketones, ethers, amines, esters, chlorinated compounds, and
other polymer solvents have little effect. However, like other perfluorinated poly-
mers, they react with alkali metals and elemental fluorine.

Thermal Stability. Teflon PFA resins are very stable and can be pro-
cessed up to 425◦C. Thermal degradation is a function of temperature and time.
A significant increase in melt flow rate indicates degradation after a short time
above 425◦C; at lower temperatures degradation takes longer. Degradation is
not significant if the change in melt flow rate of the resin during molding is
below 20%. Degradation is also indicated by the formation of small bubbles or
discoloration; however, high stock temperatures may cause slight discoloration
without adversely affecting properties.
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Table 5. Electrical Properties of Teflon PFA

Property ASTM method Value

Dielectric strength,a kV/m 79
Volume resistivity, �·cm D257 1018

Surface resistivity, �/sq D257 1018

Dissipation factor D150
(at 102 Hz) 0.000027
(at 106 Hz) 0.000080
(at 107 Hz) 0.000145
(at 109 Hz) 0.00115
(at 3 × 109 Hz) 0.00144
(at 1.4 × 1010 Hz) 0.00131
(at 2.4 × 1010 Hz) 0.00124

aShort term, 250 µm thick sample.

Heat aging at 285◦C, a temperature slightly below but near the melting
point, increases the strength of Teflon PFA. Samples aged in a circulating air
oven for 7500 h at 285◦C show a decrease in melt flow number as defined by
ASTM D2116. A decline in melt flow number indicates an increase in average
molecular weight, which is also indicated by a 25% increase in tensile strength
and enhanced ultimate elongation. Toughness is also measured by MIT flex life,
which improves severalfold on heat aging at 285◦C.

When exposed to fire, Teflon PFA contributes little in fuel value and is self-
extinguishing when the flame is removed. The fuel value is approximately 5.4
MJ/kg (2324 Btu/lb). It passes the UL-83 vertical-flame test and is classified as
94VE-O according to UL-94. The limiting oxygen index by ASTM D2863 is above
95%.

Electrical Properties. The electrical properties of Teflon PFA are given
in Table 5. The dielectric constant of PFA resins is about 2.06 over a wide range of
frequencies (102 to 2.4 × 1010 Hz), temperatures, and densities (ASTM D150). The
values for PFA density vary only slightly (2.13–2.17), and the dielectric constant
varies only about 0.03 units over this range, among the lowest of all solid mate-
rials. Humidity has no measurable effect on the dielectric constant of PFA. The
dielectric strength (short-term) of PFA resins is 80 kV/mm (0.25-mm films, ASTM
D149); FEP films give similar results, whereas PTFE films are typically mea-
sured at 47 kV/mm. Like other fluoropolymer resins, PFA loses dielectric strength
in the presence of corona discharge. The dissipation factor at low frequency (102–
104 Hz) decreases with increasing frequency and decreasing temperature. Tem-
perature and frequency have little influence on the dissipation factor over the
frequency range 104–107 Hz. As frequencies increase to 1010 Hz, there is a steady
increase in dissipation factor. Above 107 Hz, increases measured at room tem-
perature are highest; a maximum at about 3 × 109 Hz is indicated. The higher
dissipation factor with increasing frequency should be considered in electrical
insulation applications at high frequencies. The volume and surface resistivities
of fluorocarbon resins are high and are not affected by time or temperature. When
tested with stainless steel electrodes (ASTM D495), no tracking was observed for
the duration of the test (180 s), indicating that PFA resin does not form a car-
bonized conducting path (33,34).
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Table 6. Optical Properties of Teflon PFA Film

Property ASTM method Value

Refractive indexa D542-50 1.350 ± 0.002
Haze, % D10003-52 4
Light transmission, %
Ultravioletb 0.25–0.40 µm 55–80
Visible, 0.40–0.70 µm 80–87
Infrared, 0.70–2.1 µm 87–93
aMeasured at 546 nm and 20◦C.
bCary model spectrophotometer.

Table 7. Effects of Radiation on Tensile Strength of PFAa

ASTM D1708

Exposure, kGy Tensile strength, MPab Elongation, %

0 30.27 358
5 28.20 366
10 24.96 333
20 21.24 302
50 14.55 35
200 <5
500 <5
aSample: 250-µm compression-molded films of Teflon PFA 340. Source: G. E.
resonance transformer, 2-MeV capacity at a current of 1 mA.
bTo convert MPa to psi, multiply by 145.

Optical Properties and Radiation Effects. Within the range of wave-
lengths measured [ultraviolet (UV), visible, and near-infrared (NIR) radiation),
Teflon PFA fluorocarbon film transmits slightly less energy than FEP film (35)
(Table 6). In thin sections, the resin is colorless and transparent; in thicker sec-
tions, it becomes translucent. It is highly transparent to IR radiation; UV absorp-
tion is low in thin sections. Weather-O-Meter tests indicate unlimited outdoor
life.

Like other perfluoropolymers, Teflon PFA is not highly resistant to radiation
(36). Radiation resistance is improved in vacuum, and strength and elongation
are increased more after low dosages (up to 30 kGy or 3 Mrad) than with FEP or
PTFE. Teflon PFA approaches the performance of PTFE between 30 and 100 kGy
(3–10 Mrad) and embrittles above 100 kGy (10 Mrad). At 500 kGy (50 Mrad),
PTFE, FEP, and PFA are degraded. The effect of radiation on tensile strength
and elongation is shown in Table 7.

Fabrication

Teflon PFA resins are fabricated by the conventional melt-processing techniques
used for thermoplastics (37). Processing equipment is constructed of corrosion-
resistant materials and can be operated at 315–425◦C. A general-purpose grade,
Teflon PFA 340, is designed for a variety of molding and extrusion applications,
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including tubing, shapes, and molded components, in addition to insulation for
electrical wire and cables. Because of the excellent thermal stability of Teflon PFA
350, a wide range of melt temperatures can be used for fabrication. Extrusion
temperatures are 20–26◦C above the melting point.

Teflon PFA 440 HP is a chemically modified form of Teflon PFA 340 that
provides additional benefits such as enhanced purity and improved thermal sta-
bility. This product is suitable for producing tubing, pipe linings for production of
ultrapure chemicals, semiconductor components, and fluid handling systems for
high performance filters (38).

Extrusion. Like other thermoplastics, Teflon PFA resin exhibits melt frac-
ture above certain critical shear rates. For example, samples at 372◦C and 5-kg
load show the following behavior:

Teflon PFA Melt flow, g/10 min Critical shear rate, s− 1

340 14 50
310 6 16
350 2 6

Because Teflon PFA melt is corrosive to most metals, special corrosion-
resistant alloys, such as Hastelloy C, Monel 400, and Xaloy 306, must be used for
the extrusion equipment. Barrels, liners, screws, adapters, breaker plates, and
dies are made of corrosion-resistant metals (39). Corrosion is promoted by resin
degradation and high processing temperatures, long residence times, or dead
spots. Extruders used with Teflon FEP are also suitable for PFA resins. Heaters
and controllers capable of accurate operation in the range of 330–425◦C are
required. Extruder barrels should have three or four independently controlled
heating zones, each equipped with its own thermocouple and temperature-
indicating control.

The screw consists of a feed section, a rapid transition section, and a meter-
ing section; a rounded forward end prevents stagnation. The breaker plate that
converts the rotary motion of the melt into smooth, straight flow should have as
many holes as possible; both ends of each hole should be countersunk for stream-
lined flow.

The temperature of the melt downstream from the breaker plate may ex-
ceed the front barrel temperature because of the mechanical work transmitted to
the resin by the screw; it varies with screw speed and flow rate. The melt tem-
perature is measured by a thermocouple inserted into the melt downstream from
the breaker plate. A hooded exhaust placed over the extruder die and feed hopper
removes decomposition products when the extrudate is heated.

High melt strength of Teflon PFA 350 permits large reductions in the cross
section of the extrudate by drawing the melt in air after it leaves the die orifice
(40). At a given temperature, the allowable flow rates are limited at the low end
by resin degradation and at the high end by the onset of melt fracture. A broader
range of specific gravities (2.13–2.17) may be obtained in articles fabricated from
Teflon PFA 350 than from FEP 160. Unlike with PTFE, higher crystallinity in
PFA seems to have little effect on flex life.
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Injection Molding. Any standard design plunger or reciprocating screw
injection machine can be used for Teflon PFA 340, although a reciprocating
screw machine is preferred (41). Slow injection into mold cavities avoids surface
or internal melt fracture, and control of ram speed is important at low speed.
Corrosion-resistant metals are used for parts in continuous contact with molten
resin; Hastelloy C and Xaloy 306 or 800 are recommended.

Because the mold is usually maintained at temperatures below the melting
point of the resin, corrosion on the mold surface is less than in the molding ma-
chine. Nonreturn ball check valves and ring check valves are used; the latter is
preferred for PFA. A streamlined flow must pass through the valve, preventing
areas of stagnant flow or holdup and localized degradation.

A smear head causes less stagnation and overpacking than a nonreturn
valve. A conventional-type reverse-tapered nozzle with the bore as large as pos-
sible without sudden changes in diameter is preferred. Independently controlled,
zone-type heaters for heating the nozzle and at least two zones on the cylinder
are used.

At a holdup time longer than 10–15 min at a high temperature, resin degra-
dation is avoided by keeping the rear of the cylinder at a lower temperature than
the front. At short holdup times (4,5) min), cylinder temperatures are the same
in rear and front. If melt fracture occurs, the injection rate is reduced; pressures
are in the range of 20.6–55.1 MPa (3000–8000 psi). Low back pressure and screw
rotation rates should be used.

The cycle can usually be estimated on the basis of about 30 s/3 mm of thick-
ness; most of it is devoted to ram-in-motion time (except for very thin sections).
The mold temperature used with Teflon PFA 340 is often the highest temperature
that allows the part to be ejected undamaged from the mold and retain its shape
while cooling.

The resin must be of highest purity for optimum processing characteris-
tics and properties. Degradation results in discoloration, bubbling, and change in
melt flow rate.

Transfer Molding. Valve and fitting liners are made by a transfer-
molding process (42), with the valve or fitting serving as the mold. Melted resin is
forced into the fitting at a temperature above the melting point of the resin. The
melt may be produced by an extruder or an injection molding machine or melted
cubes contained in a melt pot and transferred by applying pressure to a piston
in the pot. After the resin transfer is completed, the fitting is cooled under pres-
sure. Stock temperatures of 350–380◦C and fitting temperatures of 350–370◦C
are used to process Teflon PFA 350. A slight adjustment in the cooling cycles may
be required for transfer molding Teflon PFA 350 because it has higher melting
and freezing points than FEP.

Rotocasting Teflon PFA Beads. The resin has sufficient thermal stabil-
ity for a commercial rotocasting operation; that is, TE-9738 has a melting point of
about 303◦C. In rotocasting trials, incoming flue gas temperatures of 355–365◦C
(43,44) and heat cycles of 90–180 min have been used. Conventional rotations
for major and minor axes can be applied without modifications; Freecote 33 per-
forms adequately as a mold release agent. Mold release instructions can be fol-
lowed without modification. Heating cycles, including a preheat stage and a fu-
sion stage, give consistent rotocasting. Preheating at 15–30◦C below the fusion
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temperature takes 10–25 min. Heat-cycled Teflon PFA rotocastings are translu-
cent white, often with bluish tinge. Rotocastings that have been heated too long
may darken to a translucent brown. Uniform cooling is essential for undistorted,
stress-free products; combinations of air and water are employed. The rotocasting
is cooled below the resin melting temperature with air at ambient temperature,
then with a water spray, and finally with a stream of air.

Dispersion Processing. A commercial aqueous dispersion of Teflon PFA
contains more than 50 wt% PFA particles and about 5 wt% surfactants and fillers.
PFA dispersion is processed by the same technique as for PTFE dispersion (45).
It is used for coating various surfaces, including metal, glass, and glass fabrics.
A thin layer of Teflon PFA coating can also serve as an adhesive layer for PTFE
topcoat.

Powder Coating. Teflon PFA is also available in a finely divided powder
form. It can be used to produce thin layers on various surfaces by heating these
surfaces above the melting point of PFA and then bringing the powder in contact
with them. This allows a thin layer of the powder to melt on the surface of the
substrate.

For some applications, the powder is suspended in an aqueous medium or a
solvent with the help of emulsifying agents and then sprayed onto the substrate.
The powder is also used as a filler to prepare sprayable compositions of PTFE
dispersions, which can then be used to coat various substrates (46).

Pigmentation. Commercial color concentrates of Teflon PFA containing
approximately 2% pigment can be easily dispersed in clear extruded cubes. The
resin can also be dry-blended with stable inorganic pigments. At 0.1–1% of con-
centration, the pigment has no appreciable effect on the dielectric strength and
dielectric constant or mechanical properties. The dissipation factor of pigmented
resin varies with the type and concentration of the pigment.

Pigment used for dry blending is dried overnight at 150◦C in a vacuum oven
to remove absorbed gases and moisture. It is screened through a 149-µm (100-
mesh) screen directly onto the cubes, which are rolled or tumbled for at least 15
min. The pigmented resin is stored in an airtight container to prevent absorption
of moisture.

Applications and Economic Aspects

The perfluorovinyl ether comonomer used for PFA is expensive, as is PFA. Most
PFA grades are sold as extruded cubes. List prices for 2009 were from $58.00 to
$80.00/kg depending on grade. Specialty molding grades or conductive products
may list for up to $105/kg. Some PFA types are also marketed in nonextruded
forms as powder and dispersions for coatings.

Teflon PFA can be fabricated into high temperature electrical insulation
(47,48) and components and materials for mechanical parts requiring long flex
life. PFA is used as a liner for chemical process equipment, specialty tubing, and
molded articles for a variety of applications (49–55). Teflon PFA 340 is a general-
purpose resin for tubing, shapes, primary insulation, wire and cable jacketing,
injection- and blow-molded components, and compression-molded articles. Teflon
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PFA 440 HP is a chemically modified form of PFA with enhanced purity and
improved thermal stability while processing. This resin is suitable in semicon-
ductor manufacturing, fluid handling systems for industry or life sciences (56–
59), and instrumentation for precise measurements of fluid systems.

Health and Safety

Safe practices employed for handling PTFE and FEP resins are adequate for
Teflon PFA (60); adequate ventilation is required for processing above 330–355◦C.
In rotoprocessing, a vacuum (250–750 Pa or 1.8–5.6 mm Hg) in the oven ensures
exhaust to the outside (46). Removal of end caps or opening of sealed parts in a
well-ventilated area ensures ventilation of decomposition fumes. During rotopro-
cessing, molds should be vented.
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PHASE TRANSFORMATION

Introduction

Phase transformations of polymeric materials, such as unmixing of a polymer
solution or polymer blend, or the crystallization of a polymer melt or its glass
transition into an amorphous structure, are very common phenomena and have
important applications. This article briefly summarizes some key theoretical con-
cepts about these phenomena, discusses the extent to which they differ from re-
lated phenomena in other materials (1) and mentions a few typical experiments
to introduce the main techniques used to study such phase transitions.

Some transitions that are only known for macromolecules, however, will not
be mentioned at all since they are covered elsewhere in this Encyclopedia (see,
eg. GEL POINT). Also we shall not be concerned here with the transformations
from the molten state to the solid state of polymeric materials, since this is the
subject of separate treatments (see CRYSTALLIZATION KINETICS; GLASS TRANSITION;
VISCOELASTICITY). Unlike other materials, polymers in the solid state rarely reach
full thermal equilibrium. Of course, all amorphous materials can be considered as
frozen fluids (see GLASS TRANSITION) Rather perfect crystals exist for metals, ox-
ides, semiconductors etc, whereas polymers typically are semicrystalline, where
amorphous regions alternate with crystalline lamellae, and the detailed struc-
ture and properties are history-dependent (see SEMICRYSTALLINE POLYMERS). Such
out-of-equilibrium aspects are out of the scope of the present article, which rather
emphasizes general facts of the statistical thermodynamics (qv) of phase transi-
tions and their applications to polymers in fluid phases.

Thermodynamics

According to the Gibbs phase rule, a system containing z “components,” ie, chem-
ically different constituents, and r phases, has f = z + 2 − r degrees of freedom
(such as temperature T, pressure p, or relative concentration ci of the ith compo-
nent (2)). When one applies this formula to systems containing polymers, one usu-
ally treats one chemical type of polymer as one component, even if it is polydis-
perse. Strictly speaking, each fraction with a specific molecular weight needs to be
treated as a distinct component (see THERMODYNAMIC PROPERTIES OF POLYMERS).
For many practical purposes this complication can be neglected. Special ef-
fects on phase transitions (3) due to polydispersity will be mentioned when
appropriate.

“Phases” in thermodynamic systems are then macroscopic homogeneous
parts with distinct physical properties. For example, densities of “extensive ther-
modynamical variables,” such as particle number Ni of the ith species, enthalpy
U, volume V, entropy S, and possible order parameters, such as the nematic order
parameter for a liquid crystalline polymer etc, differ in such coexisting phases. In
equilibrium, “intensive thermodynamic variables,” namely T, p, and the chemical
potentials µi have to be the same in all phases. Coexisting phases are separated
by well-defined interfaces (the width and internal structure of such interfaces
play an important role in the kinetics of the phase transformation (1) and in other
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Fig. 1. Schematic variation of the Gibbs free energy F of a single-component system
with temperature at constant pressure for a first-order transition (upper part left) and a
second-order transition (upper part right). Lower part shows the corresponding behavior
of the internal energy U.

material properties, see eg (4,5)). Phase transformations can be brought about eg
by varying parameters such as temperature (Fig. 1) or pressure. In magnetic sys-
tems and superconductors also the magnetic field H is a suitable control parame-
ter, in dielectric materials the electric field E. These variables will be ignored here
throughout, although the switching of block copolymer mesophase structures by
electric fields in thin films is of interest (6).

Figure 1 shows that one must distinguish first-order phase transitions
[where first derivatives of the appropriate thermodynamic potential F, such as
the enthalpy U = [∂(βF)/∂β]p, where β = 1/kBT, kB being Boltzmann’s constant,
or volume V ≡ (∂F/∂p)T exhibit a jump] and second-order transitions, where U,V
are continuous, but second derivatives are singular (1,2,7). The classical example
for the latter case is the gas–liquid critical point, where the specific heat Cp =
(∂U/∂T)p or the isothermal compressibility κT = −(1/V)(∂V/∂p)T diverge,

κT = κ̂T(T/Tc − 1)− γ
, p= pc, T →T +

c (1)

where pc is the critical pressure, Tc the critical temperature, κ̂T is called a “critical
amplitude” and γ a “critical exponent,” which has the value γ MF = 1 according
to van der Waals theory and related mean-field theories (7,8), while γ I ≈ 1.24
according to the Ising model “universality class” (7–10). Here we have already in-
voked the notion that the critical exponents that describe the asymptotic singular
behavior as a critical point is approached do not depend upon which specific mate-
rial is investigated, but are the same for all systems belonging to the same class.
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Fig. 2. (a) Schematic phase diagram of a polymer solution, at constant pressure, using
temperature T and volume fraction φ of the polymer as variables. Phase separation into
a dilute or semidilute solution (with volume fraction φ(1)

coex) and a more concentrated so-
lution (with volume fraction φ(2)

coex)occurs for states (T, φ) that fall in the two-phase region
underneath the coexistence curve (binodal). The binodal ends in the critical point φc(N),
Tc(N), where N is the degree of polymerization of the polymer. For N → ∞ the critical
point merges with the theta point of the dilute solution, ie, T = 
, φc(N → ∞) = 0. For
further explanations cf text. (b) Phase diagram of the partially miscible polymer blend
poly(isoprene)–poly(ethylene) with molecular weights of 2000 and 5000, respectively. From
Ref. 12. Broken curve inside of the coexistence curve (dotted) is the spinodal as estimated
from a Flory–Huggins fit.

There are only a few classes, eg all systems in d = 3 space dimensions, exhibiting
for T < Tc a scalar “order parameter” belong to this same class. Of course, the
gas–liquid transition is of little relevance for polymers simply because for high
molecular weights Tc is too high, so that the polymer would chemically degrade
already at much lower temperatures. Only for short alkanes gas–liquid critical
phenomena can be studied (eg Tc = 723 K for C16H34 (11) while for C24H50 Tc
is no longer available). However, it turns out that the phase diagram of a poly-
mer in a solvent of variable quality (assuming that the quality is controlled by
temperature) is isomorphic to the gas–liquid phase diagram of the polymer, see
Figure 2a. Also phase diagrams of partially miscible polymer blends (qv) (see
also MISCIBILITY) belong to the Ising class. Figure 2b presents an experimental
example (12).

In Figure 2a, it was assumed that the pure solvent critical point is much
higher than the 
 temperature of the solution, so the latter can be approximated
as incompressible for simplicity. Then the role of the pressure for the gas–liquid
transition is now played by the osmotic pressure of the polymer in solution, and
the volume fraction φ rather than the density is used to distinguish the phases.
In terms of t ≡ 1 − T/Tc(N) we can introduce another power law for the “order
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parameter” of the transition ψ ,

ψ = (
φ(2)

coex − φ(1)
coex

)/
2 = B̂(N)tβ (2)

where B̂(N) is another critical amplitude, and the exponent β takes the values
βMF = 1/2 in the mean-field theories and βI ≈ 0.325 in the Ising class. Here
N denotes the degree of polymerization or “chain length” of the flexible linear
polymer, respectively.

In Figure 1 we have already emphasized that at a first-order transition
one typically finds metastable states. In principle, statistical thermodynamics de-
scribes systems in thermal equilibrium only, ie, only those branches of F that are
the lower solid ones in the upper part of Figure 1 (left part) can be described, and
nothing is said about the dashed continuations describing the metastable states.
However, mean-field theories (such as the van der Waals equation of a fluid, or
Flory–Huggins theory (13–15) for a polymer mixture) readily yield approximate
descriptions of metastable states up to a “limit of metastability” or “spinodal.”
Such a “spinodal curve” delineating this boundary between metastable and un-
stable regions in the (T, φ) plane of a binary polymer mixture has been drawn in
Figure 2b. It is important to realize, however, that such spinodals are mean-field
concepts. They are meaningful objects in statistical thermodynamics in very spe-
cial limiting cases only. One such limit is realized for polymer blends when the
chain lengths NA, NB of the two flexible linear polymers constituting the mix-
ture both tend to infinity (15–17). Then the mean-field spinodal line adopts a
well-defined meaning as a sharp dividing line between two distinct kinetic mech-
anisms of phase separation: Metastable states in between binodal and spinodal
(Fig. 2b) decay via nucleation and growth, while “unstable states” underneath
the spinodal curve of the binary mixture decay by the spontaneous growth of
“concentration waves” with wavelengths exceeding a characteristic critical wave-
length λc, which diverges at the spinodal curve (Fig. 3). This mechanism of phase
separation is called “spinodal decomposition” (15–20). Theory predicts (15–17)
that in the limit NA → ∞, NB → ∞ the lifetime of metastable states becomes in-
finite right up to the spinodal curve, since homogenous nucleation is suppressed.
Although there is ample experimental evidence for the occurrence of (nonlinear)
spinodal decomposition as a mechanism of phase separation in polymer blends
(19), experimental evidence for the specific singularities associated with spinodal
lines in the phase diagrams of mixtures is still lacking. Thus, although spinodal
curves are often drawn in phase diagrams of real materials, such as in Figure 2b,
we caution the reader that these curves are either the result of a mean-field fit or
of some extrapolation procedure, and hence of limited validity.

Phase Diagrams

When one approaches the critical point in the phase diagram (Figs. 2 and 3), the
distinction between the two coexisting phases and also the difference φ(2)

coex − φ(1)
coex

(cf eq. 2) vanish. Also the two branches of the spinodal curve meet in the criti-
cal point of the phase diagram. In Figures 2 and 3, we have assumed that the
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Fig. 3. Schematic illustration of a “quenching experiment” of a binary mixture, where
phase separation via “spinodal decomposition” is initiated by a sudden reduction of tem-
perature T from an initial temperature T0 in the one-phase region to a temperature T in
the two-phase region in the temperature concentration (c) plane underneath the spinodal
(shown as broken curve) at time t = 0. While the average concentration c̄ stays constant,
of course, in the course of time concentration inhomogeneities spontaneously develop with
wavelengths λc < λ < ∞. Maximum growth occurs at a wavelength λm = √

2λc, according
to the linearized theory of spinodal decomposition (18). This is symbolically indicated by
showing growing waves assuming one spatial coordinate x only. In practice there is a band
of growing wavelengths, and the phases of the waves and the orientations of the wave
vectors are randomly distributed, and hence in real space the concentration pattern is not
periodic.

phase diagram contains a miscibility gap at low temperatures, ie, an “upper crit-
ical solution temperature” (UCST) where Tc, φc is a maximum of both the co-
existence curve and the spinodal. In fact, many polymer solutions and polymer
blends show the opposite behavior, ie, the phases separate when the tempera-
ture is raised, starting at a “lower critical solution temperature” (LCST) (21) and
there also are examples of systems that exhibit both LCST and UCST behavior,
eg poly(isobutylene) dissolved in benzene (22).

At this point, we mention one important caveat: The assertion that the crit-
ical point is at a maximum or minimum of the coexistence curve in the (T, φ)-
plane is only true if the polymer is strictly monodisperse. One of the character-
istic effects of polydispersity is that the critical point no longer coincides with
the extremum of the coexistence curve (although it still is an extremum of the
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spinodal) (23). An example for this behavior is the LCST mixture of poly(styrene)
(PS) and poly(vinylmethylether) (PVME). For example, for molecular weights M̄w
= 62700 and M̄w = 60000, obtained from light scattering, one finds the minimum
of the binodal at about φmin ≈ 0.38 PS while φc ≈ 0.48 PS (24).

Of course, the concepts of a “limit of metastability” for metastable states at
first-order transitions, and the distinction between two mechanisms of phase sep-
aration (nucleation and growth of a new phase vs long wavelength instabilities
(25,26)) is not only used for solutions or mixtures, but for first-order transitions
(Fig. 1) in general. For example, for metallic alloys undergoing order–disorder
transitions to ordered superstructures, which in typical cases (such as the Au–Cu
system (1)) are of first-order, the concept of “spinodal ordering” was coined (27),
and similar phenomena where an order parameter grows spontaneously out of a
disordered phase are expected to occur for the order–disorder transition of block
copolymers, for instance. As is well known (15,28–36), diblock copolymer melts
display an order–disorder transition (ODT; also referred to as “microphase sep-
aration transition”) from a disordered melt to mesophases with various types of
long-ranged order (Fig. 4) when the product of chain length N and Flory–Huggins
parameter χ [that characterizes the degree of incompatibility between the part-
ners A and B of the block copolymer, N = NA + NB, f = NA/(NA + NB)] is large
enough. Actually, the phase diagrams of Figure 4 are grossly simplified as they as-
sume perfect symmetry between A and B (same size and shape of the monomers,
same chain stiffness, etc), and therefore the phase diagrams are perfectly sym-
metric around f = 1/2, which experimentally is known not to be the case (37).
Additional phases occur in narrow regions of the phase diagram (such as the gy-
roid and close-packed spherical phases (33)) which are not displayed in Figure 4.
At this point we also mentioned that ordered phases were also observed (37), such
as the double diamond and perforated lamellar structure, which are—at least in
the idealized mean-field limit—only metastable rather than truly stable phases
(33).

While in the mean-field limit the self-assembly of block copolymers into or-
dered mesophases is only controlled by two parameters, χN and f , this is no
longer true when one goes beyond mean-field theory by including the effect of
statistical fluctuations (30). Then the chain length N enters as a separate param-
eter, and the topology of the phase diagram changes (Fig. 4b). Only in the limit
N → ∞ mean-field theory is recovered, but this limit is hard to achieve since
even for an effective chain length N̄ = 104(N̄ = [(

√
6Rg)3

ρc]
2), ρc being the chain

density and Rg the gyration radius) there are appreciable differences between the
actual phase diagram (Fig. 4b) and the corresponding mean-field limit (Fig. 4a).
While in the mean-field limit for f = 1/2 the ODT is a second-order transition, it is
actually weakly of first order. Therefore close to the transition point the ordered
phase forms from the disordered one also by nucleation and growth (31). Defining
as an order parameter the amplitude A of a concentration wave

φ(	r) = 2A cos(q∗	n · 	r + ϕ), q∗ ≈ 1.945/Rg (3)

where 	n is a unit vector perpendicular to the lamellas and ϕ characterizes the
phase of the concentration wave, one can derive an effective free-energy func-
tional f H(A) as shown in Figure 5 (31). When χ > χ0, only the disordered phase
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Fig. 4. Theoretically predicted phase diagrams of diblock copolymer Af B1 − f melts in the
plane of parameters χN (χ = Flory–Huggins parameter, N = chain length) and composi-
tion f [where f = NA/(NA + NB)], according to the Leibler (29) random phase approximation
(a) and the Fredrickson-Helfand (30) Hartree approximation (b). Mesophases considered
are the lamellar (LAM) phase, the hexagonal (HEX) phase where cylinders rich in the
minority component are arranged periodically, a cross section perpendicular through the
cylinders yielding a triangular lattice, and the body-centered cubic (BCC) lattice of spher-
ical micelles. From Ref. 32.

is stable (single minimum of f H(A) at A = 0, Fig. 5a), while at χ = χ0 metastable
minima with nonzero A appear, which become degenerate in depth with f H(A =
0) at the transition point, χ = χ t, (see Fig. 5c). Even for χ > χ t the disordered
phase (A = 0) is still metastable, since the minimum at A = 0 still persists and
is separated by barriers from the stable minima. Note that the point χ = χ0 is a
spinodal point of the ordered phase within the region of the phase diagram where
the disordered phase is the stable one. Finally, we recall from equation 3 that the
characteristic wavelength λ∗ = 2π /q∗ of the ordering is of the same order as the
gyration radius of the chains, and hence of a “mesoscopic” scale rather than an
atomistic scale. This justifies the name “mesophase” for the ordered structures in
Figure 4.

Similar considerations as outlined here for diblock copolymers can be made
for other types of orderings (liquid crystals (38,39)) or density functional theory
of crystallization (melting transitions (40)). However, we shall not dwell on these
topics (rather see LIQUID CRYSTALLINE POLYMERS and CRYSTALLIZATION KINETICS).

Surfaces

The concept of phase transitions can be carried over from bulk systems also to
their surfaces (41–47). To be specific, let us consider a binary polymer blend (A,B)
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Fig. 5. Schematic free-energy functional f H(A) of a symmetrical diblock copolymer (f =
1/2) plotted vs the amplitude A of the concentration wave characterizing the lamellar or-
dering in the weak segregation limit. Cases (a–d) show f H(A) for regions above (a) and at
(b) the spinodal χ0 of the ordered phase, at the order–disorder transition (c) and below it
(d). From Ref. 31.

in a thin-film geometry (46,47). We suppose the film has a uniform thickness D
and is bounded by a substrate on its lower surface and by some other material
(or gas or vacuum, respectively) on its upper surface, as is the common situation
in the application of thin polymer films (4,5). Then the thermodynamic potential
F needs to be decomposed into bulk and surface terms (41–47)

F = Fbulk + 1
D F (l)

s + 1
D F (u)

s , D→ ∞ (4)
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where F (l,u)
s are the surface excess free energies due to the lower (upper) boundary

of the thin film. Just as the bulk free energy F may exhibit singularities (Fig. 1)
as a function of external control parameters due to phase transitions, also surface
excess free energies Fs may exhibit singularities due to surface phase transitions.
For example, in a binary polymer blend one expects that one species (eg, B) is pre-
ferred by a surface, and hence there is an enrichment layer of B at this surface.
A surface phase transition (of first order) then physically corresponds to a jump
in thickness of this enrichment layer, caused eg by variation of temperature (if
the thickness of the layer jumps from a finite value to infinity, this is called a
“wetting transition,” while it is called “prewetting transition” if the jump occurs
from a smaller to a larger value (48–50). Similar surface-induced ordering can
also be considered for block copolymers (46,47,51,52). There is also great inter-
est (both from theory (47,53) and from experiment (54) on surface effects on the
kinetics of phase transformations in polymer blends (“surface-directed spinodal
decomposition” (55,56). Finally, we mention that related concepts also apply to
phase transformations of thin homopolymer films on substrates: If the film is
metastable, the dewetting of the substrate starts by the nucleation and growth
of holes in the film (57), while for unstable films “spinodal dewetting” (58,59) is
predicted. A particular active field is also the study of phase transformations in
thin block copolymer films (36,47,60,61).

Critical Phenomena in Polymer Solutions and Blends

In this section we elaborate further on the phenomena that occur in the vicinity
of the critical points (cf phase diagrams Figs. 2a and 2b), since these phenomena
were extensively studied in the last decade and a rather definite knowledge about
them has been gained.

Of course, a useful starting point of the discussion still is the Flory–Huggins
mean-field theory (13–16), where the excess free-energy density of mixing is writ-
ten as

1
a3

�Fmix

kBT
= φA ln φA

NA
+ φB ln φB

NB
+ χφAφB (5)

where a is the lattice spacing of the underlying lattice model; φA, and φB = 1 − φA
are the volume fractions of the two types of (effective) monomers; NA, NB are the
chain lengths of the two polymers (formally a polymer solution is obtained putting
NA = N, NB = 1); and the Flory–Huggins parameter χ is related to pairwise
interaction energies εAA, εAB, εBB via χ = z [εAB − (εAA + εBB)/2]/kBT = z(�ε)/kBT,
z being the coordination number of the lattice.

Neglecting any possible dependence of χ on φ (= φA), the condition of the
spinodal χ s becomes

∂2(�Fmix/kBT )
∂φ2

∣∣∣∣
φ =φs(χ)

= 0 ⇒ 2χs(φ) = 1
φNA

+ 1
(1 − φ)NB

(6)
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For monodisperse polymers, the maximum of the spinodal φs(φ) yields the critical
point

φFH
c = (

√
NA/NB + 1)− 1

, 1/χFH
c = 2

(
N − 1/2

A + N − 1/2
B

)− 2 (7)

For the special case of a symmetric mixture (NA = NB = N), we have φc =
1/2 and χ c = 2/N, ie, the critical temperature kBTc = z(�ε)/χ c = z(�ε)N/2 scales
linearly with N. For the other special case of a polymer solution, φc ∝ 1/

√
N for

N → ∞, and 1/χ c → 2, ie, the theta temperature (Fig. 2a) is 
 = 2z (�ε)/kB. The
two branches of the coexistence curve are obtained as

φ(1,2)
coex − φc = ±B̂(χ/χc − 1)1/2 (8)

where B̂=√
3/2 for a symmetric mixture, while B̂∝ N − 1/4 for a solution. In the

latter case equation 8 holds only for x = 1
2

√
N(χ/χc − 1)  1 (62). In the opposite

limit x � 1, one rather finds (62)

φ(1)
coex ≈ 3

2
(1 − T/Tc) exp

[
− 3

8
(1 − T/Tc)

2N
]
, φ(2)

coex ≈3
2

(1 − T/
) (9)

For N → ∞ (keeping 1 − T/
 fixed) one hence finds φ(2)
coex − φ(2)

coex ∝ (1 −
T/
), ie, the exponent of the order parameter now is βt

MF = 1, as expected for a
tricritical point (62).

Of course, it is of interest to study how the critical properties of a polymer
solution scale with N → ∞ (62–68). A standard assumption invokes power laws
(66)

B̂(N) ∝ N − x1 , φc(N) ∝ N − x2 , 
− Tc (N) ∝ N − x3 (10)

which have the mean field values x1
MF = 1/4, x2

MF = 1/2, x3
MF = 1/2. Assuming

that the mean-field–type scaling behavior φ(2)
coex − φ(1)

coex ∝ N − 1/2φ̃[N1/2(1 − T/Tc)]
holds generally but in the vicinity of Tc one must recover equation 2 with the cor-
rect Ising universality class exponent β ≈ 0.325 yields instead x1 = (1−β)/2 ≈ 0.34
(14,62), while the exponents x1, x3 would keep their mean-field values. However,
the results of many experiments (64,65) and simulations (66,67) agree only with
x3 = 1/2 but suggest instead x2 ≈ 0.38, if one insists on the simple power laws
(eq. 10). The idea involved to explain x2 ≈ 0.38, namely that the chains at the
critical point are already partially collapsed and no longer ideal Gaussian coils
(as they should be at the theta point (14)), is also clearly refuted by the simula-
tions. There are several possibilities to explain the problems with equation 10.
For example, one expects logarithmic corrections to the simple power laws near a
tricritical point (63)

φc(N) ∝ (lnN)1/2
/N1/2, 
− Tc(N) ∝ N − 1/2(lnN)− 3/11

, N → ∞ (11)

It is rather likely, however, that neither experiments nor simulations have
reached the regime of sufficiently large N yet where equation 11 is observed.
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Another possibility is that the crossover between mean field and Ising critical
behavior, which is spread out over many decades in 1 − T/Tc (68,69), also causes
the exponents x1, x2, x3 in equation 10 to be “effective exponents,” which show
a significant variation when one studies B̂(N),φc(N), etc. over many decades in
N. Usually experiments and simulations have only 1 to 2 decades in N at their
disposal, and therefore all conclusions on the validity of equations 10 and 11 are
still preliminary. However, experiments do allow a study of enough decades in
|1 − T/Tc| to confirm the theoretical expectation that the critical exponents β,γ ,
etc. take the values of the Ising universality class.

While the Flory–Huggins mean-field theory is not a good approximation for
the description of critical phenomena in polymer solutions, it works much bet-
ter for (approximately symmetric) polymer blends. To understand this fact, it is
useful to consider the scattering from concentration fluctuation within the frame-
work of the “random phase approximation (RPA)” (14). It is based on the assump-
tion that the chain configurations in the blend are unperturbed Gaussian coils,
and it reduces the collective scattering function Scoll(	q), q being the scattering
wavevector, to the single-chain factors SA(	q),SB(	q) as follows,

S− 1
coll (	q) = [φSA(	q)]− 1 + [(1 − φ)SB(	q)]− 1 − 2χeff (12)

where SA(q) = NfD(R2
g,Aq2), fD(x) being the Debye function

fD(x) = (2/x2)[exp( − x) − 1 + x],Rg,A = σA
√

NA/6 being the gyration radius of
the A chains, and σA their segment sizes. A similar notation holds for the B
component. χeff = χ if χ is strictly independent of χ , otherwise (15,16) χeff =
− (1/2) ∂2/∂φ2[φ(1−φ)χ (φ)]. The RPA expression is routinely used to extract the
Flory–Huggins parameter from small-angle neutron scattering experiments.
Unfortunately, the value depends slightly on the system (eg, there are differ-
ences between homopolymer blends and block copolymer systems (70)) and on
the method (eg, scattering, composition of the coexisting phases and surface
enrichment (71)). Expanding equation 12 for small q yields

Scoll(q) = Scoll(0)/(1 + q2ξ2) (13)

with S− 1
coll (0) = (φNA)− 1 + [(1 − φ)NB]− 1 − 2χeff. 1/Scoll vanishes at the spinodal

curves (cf eq. 6, and ξ is the correlation length of the concentration fluctuations.
Defining the effective lattice parameter a of the Flory–Huggins lattice by a2 =
σ 2

A(1 − φ) + σ 2
B φ, one finds for φ = φc, χ < χ c that

Scoll(0) = (2χc)
− 1(1 − χ/χc)

− 1
, ξ = a

6
(4NANB)1/4(1 − χ/χc)

− 1/2
(14)

which are special cases of the relations Scoll(0) = Ŝ(T/Tc − 1)− γ
,ξ = ξ̂ (T/Tc − 1)− ν

describing the critical singularities of the critical scattering intensity and corre-
lation length, respectively, with γ MF = 1, νMF = 1/2, the corresponding mean-
field exponents. Equation 14 shows that the critical amplitude ξ̂ for a symmetri-
cal polymer mixture is of the same order as the gyration radius Rg (while for a
polymer solution it is much smaller, ξ̂ ∝ √

aRg). This large value of ξ̂ is critical for
the validity of mean-field theory for N → ∞, as the Ginzburg criterion (72,73)
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shows. According to this criterion mean-field theory is valid when the fluctuation
of the order parameter in a correlation volume is much less than the mean square
order parameter itself. This yields (in d dimensions)

Ŝξ̂ − d/B̂2 |1 − T/Tc|(2 − d)/2 or Gi  |1 − T/Tc| (15)

where the “Ginzburg number” Gi is proportional to (Ŝξ̂ − d/B̂2)2/(4 − d). For a sym-
metric polymer mixture, B̂ is of order unity, while Ŝ ∝ N, ξ̂ ∝ N1/2, and hence Gi ∝
N(2 − d)/(4 − d) (= 1/N in d = 3). Thus for large enough N mean-field theory becomes
valid for polymer mixtures in d = 3 (but not in d = 2, ie, for polymer blends in
thin film geometry Gi is of order unity). For polymer solutions, where B̂ ∝ N − 1/4,
Ŝ of order unity, ξ̂ ∝ N1/4, one rather finds Gi ∝ N − 1/2 in d = 3. Since equation
8 is only supposed to hold if

√
N(1−T/Tc)  1 but equation 15 requires that |1

− T/Tc| � 1/
√

N, we see that Flory–Huggins theory must fail in the critical re-
gion of a phase-separating polymer solution, and this is confirmed by experiment
(65,69).

For polymer blends in d = 3 it then turns out that a crossover scaling de-
scription applies (74–76), t = |1 − T/Tc|,

φ(2)
coex − φ(1)

coex ∝ t1/2 B̃(t/Gi), Scoll(0) ∝ Nt − 1 S̃(t/Gi) (16)

where the scaling functions for small values of their arguments behave as
B̃(x) ∝ xβ − 1/2,S̃(x) ∝ x1 − γ , to reproduce the critical behavior of the Ising univer-
sality class. There exists an analytic approximation (74) for ξ̃ (x) that provides a
very good fit to the experimental data (76). However, while the above prediction
Gi ∝ 1/N is confirmed by simulations of an idealized lattice model (75) it is not
compatible with the experimental data for polymer blends (76,77). This discrep-
ancy is attributed to the compressibility of the blend (which is completely ne-
glected in eqs. 5, 12 and 13, which gives rise to an anomalous pressure depen-
dence of the Ginzburg number (77).

At this point, it is appropriate to critically reexamine to what extent the
Flory–Huggins description (Eqs. 5–7) is valid as a phenomenological model. One
important qualitative effect that is neglected completely is the “correlation hole
effect” (14): For an effective monomer of a chain it is more likely to have other
monomers in the neighborhood that belong to the same chain rather than to other
chains. Of course, only interchain interactions and no intrachain interaction con-
tribute to macroscopic phase separation, and hence the “effective coordination
number” z that enters the Flory–Huggins parameter χ gets reduced. It turns out
(78) that this leads to 1/

√
N corrections in d = 3, z = z∞ + const/

√
N, and sim-

ilarly χ c = χ∞ + const/
√

N, φc, = φc
FH + const/

√
N, etc. In d = 2, however, this

effect is far more drastic, since the chains can interpenetrate only rather little,
and hence z ∝ 1/

√
N → 0 as → N → ∞, and therefore also (79) χ c ∝ 1/

√
N rather

than χ c ∝ 1/N as in the case of d = 3. The linear scaling of the critical tempera-
ture Tc with N in d = 3 has been experimentally verified (80) while no systematic
studies of phase separation of polymer blends in ultrathin films so far have been
possible.
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Of course, polymer blends are fluids, and a more realistic description of
the packing of neighboring atomic groups is needed than can be achieved by
Flory–Huggins theory (and its extensions that account for compressibility (81).
An approach that attempts to generalize theories of fluid structure and thermo-
dynamics to polymer mixtures is the polymer reference interaction site model
(PRISM) (82,83). While this approach is not useful for the critical properties, it
clearly is a powerful description of the general interplay between structure and
thermodynamics in polymer blends. It shares a disadvantage with the Monte
Carlo computer simulation approach (75,78,84,85), namely that extensive numer-
ical computations are mandatory. A complementary approach is the lattice cluster
theory of Freed and co-workers (86), which takes better account of asymmetry in
size and shape of monomers by using a lattice model with “monomers” occupying
several lattice sites. The monomer shape might impart an entropic contribution
(87,88) or a composition dependence (88) onto the Flory–Huggins parameter that
might result in a significant modification of the phase behavior as a function of
temperature and composition. However, there is neither a fully satisfactory ap-
proach that could predict the Flory–Huggins parameter (if one uses eq. 5 as an ef-
fective description) from atomistic input, nor can one describe the complete phase
diagrams of binary and ternary blends and the structure of the coils under the
various thermodynamic conditions accurately. Note that the RPA (eq. 12) also is
a rough approximation only. In reality, the polymer coils do respond to the condi-
tions of the thermodynamic state in which the system is in; eg, in a polymer blend
typically chains of the minority component contract (89,90), while in block copoly-
mer melts pretransitional chain stretching occurs (91,92)—and also is seen in the
experiment (93)—because the center of mass of the A block gets separated from
that of the B block, so that the polymer coil adopts a dumbbell-like shape. Because
of all these limitations, the understanding of more complex phase-separation
phenomena—where eg, microphase separation of block copolymers competes with
macroscopic phase separation—are much less well understood, and will not be
treated here. Such phenomena occur in blends of block copolymers (94) or blends
of homopolymers with block copolymers (95).

We only mention, that for homopolymer–block copolymer mixtures RPA pre-
dicts that the wavelength λ∗ of lamellar ordering may diverge at particular points
in the phase diagram, so-called Lifshitz points (96); however, isotropic Lifshitz
points are destabilized by statistical fluctuations and hence exist only in the
mean field limit, while in reality one expects there a kind of “microemulsion” in
the phase diagram. Such microemulsion phases also occur presumably in random
copolymer melts (97), interpenetrating polymer networks (98), etc.

Returning now to the phase diagram of polymer solutions, we emphasize
also that much more complicated phenomena than envisaged in Figure 2a can oc-
cur. For example, considering the solution of short alkane chains (eg hexadecane)
in carbondioxide, one encounters a competition between gas–liquid transitions
of both polymer (C16 H34) and solvent (CO2) and liquid–liquid phase separation
(99,100). Thus the phase diagram not only contains (in the space of three vari-
ables p,T, and φ) various lines of critical points, but special points such as critical
end points, triple points, and tricritical points may also occur. Each system then
requires a separate detailed discussion on an atomistic level to understand all
the possible phase changes that it can undergo. In this article, we hence have not
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emphasized these rather specific aspects, but the general feature of the critical-
point phenomena involved.

Interfaces between Coexisting Phases

There are two methods to extend equation 5 to the inhomogeneous situation
where a domain of the phase rich in polymer coexists with solvent or a domain
rich in polymer A coexists with another domain rich in polymer B. The simplest
approach (15,16,99,101) amends equation 5 with a (∇φ)2 term; this is appropriate
in the “weak segregation limit.” In the opposite case (“strong segregation limit”)
one goes from pure A to pure B in a blend and the method of choice is the self-
consistent field theory (102–106), which also is a powerful method for the study
of the block copolymer phase diagrams in this strong segregation limit (32–36).
These theories predict the “interfacial tension” f int (= excess free energy due to
the interface per unit area) and the “intrinsic width” w0 of the interface. For a
polymer solution in the critical region near Tc(N), the mean field theory yields
(107)

fint ∝ N − 1/4[1 − T/Tc(N)]3/2
, w0 = 2ξ ∝ N1/4[1 − T/Tc(N)]− 1/2 (17)

while actually the behavior compatible with Ising universality class is (107), with
ν ≈ 0.63,

fint ∝ ξ − 2 = Nν − 1[1 − T/Tc(N)]2ν
, w0 ∝ N(1 − ν)/2[1 − T/Tc(N)]− ν (18)

Conversely, for the symmetrical polymer blend in the mean field critical
regime the corresponding results are (15,16)

fint ∝ N − 1/2(1 − χc/χ )3/2
, w0 = 2ξ ∝ N1/2(1 − χc/χ )− 1/2 (19)

while in the Ising critical regime one has

fint ∝ ξ − 2 = N2(ν − 1)(1 − χc/χ )2ν
, w0 = 2ξ ∝ N1 − ν(1 − χc/χ )− ν (20)

Finally, we note the behavior in the strong segregation limit (102), ρ being
the monomer density and a the statistical segment length, and a factor (kBT)− 1

is absorbed in f int

fint = ρa
√

χ/6, w0 = a/
√

6χ (21)

Equation 20 also holds for a strongly segregated polymer solution (but then χ is
of order unity).

Now interfacial widths can be measured by depth-profiling techniques
which eg use a nuclear reaction analysis to obtain the concentration profile
through a thin polymer film (108,109) or by total reflection of neutrons (110)
or X-rays. However, it should be noted that neither in an experiment nor in a
simulation can one ever observe the “intrinsic width” of an interface, which is



574 PHASE TRANSFORMATION Vol. 9

an absolutely hypothetical object (106,111). Rather the observed width always
results from a convolution of the intrinsic profile with the capillary wave broad-
ening (106,111,112). On a lateral length scale L, one obtains for the actual mean
square width

w2 = w2
0 + 1

4 fint
(ln L − lnλ0) (22)

where λ0 is the short wavelength cutoff of the capillary wave spectrum, and it
was assumed that the thickness D of the film is large enough such that the finite
size effect due to D is still negligible. In many circumstances this is not the case
(109), and then a much stronger size effect w2 ∝ (const D) may result (113). Now
the appropriate choice of λ0 is still questionable (104–106,114), and while f int can
be extracted if one observes the predicted linear variation between w2 and L,
obviously there is no unique separation between w2

0 and ln λ0/(4 f int). In prac-
tice, observations of equation 22 are rare, and f int is estimated experimentally by
other methods (eg the “capillary rise” method or the “sessile drop” method, see eg
Ref. 115).

Since many application properties of amorphous solid polymer blends
(which often are phase-separated on a mesoscopic scale) are controlled by the
interfaces they contain, a good understanding of the structure and properties of
interfaces is very important. Simulations (116) have shown that free volume and
chain ends get enriched at the interfaces, and homopolymers become oriented
parallel to the interface at strong segregation, while adsorbed block copolymers
tend to orient perpendicularly (117). The compatibilizing effect of block copoly-
mers adsorbed to interfaces in unmixed blends is well known.

Once more, we emphasize that our treatment has simplified the topic enor-
mously, and only the most salient features were mentioned. Complications due
to the pressure dependence in blends and due to the gas–liquid transitions in
polymer solvent-systems may lead to new effects. For example, for the interfaces
between gaseous CO2 bubbles in a C16H34 matrix one obtains interfacial wetting
of fluid CO2, which reduces the interfacial tension drastically and hence facili-
tates nucleation (118). In fact, an understanding of nucleation in polymer blends
(119) and solutions (118) is just emerging.

BIBLIOGRAPHY

“Phase Transformations” in EPSE 2nd ed., Vol. 11, pp. 30–45, by L. Leibler, Université
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PHENOLIC RESINS

Introduction

Phenolic resins are a large family of polymers and oligomers, composed of a wide
variety of structures based on the reaction products of phenols with formalde-
hyde. Phenolic resins are employed in a wide range of applications, from com-
modity construction materials to high technology applications in electronics and
aerospace. Generally, but not exclusively, thermosetting in nature, phenolic resins
provide numerous challenges in the areas of synthesis, characterization, produc-
tion, product development, and quality control.

As a family of resins originally developed in the early twentieth century, the
nature and potential of phenolic resins have been explored thoroughly to produce
an extensive body of technical literature (1–9). A symposium sponsored by the
American Chemical Society commemorated 75 years of phenolic resin chemistry
in 1983 (10), and in 1987 the Phenolic Molding Division of the Society of the Plas-
tics Industry (SPI) sponsored a conference on phenolics in the twenty-first cen-
tury (1). Exciting new developments continue as new systems are developed for
carbon–carbon composites, aramid honeycombs, and new derivative chemistries
such as cyanate esters and benzoxazines. New U.S. patents with phenolic resins
in the claims are growing at about 150 patents per year.

Phenolic resins are prepared by the reaction of phenol or substituted phe-
nol with an aldehyde, especially formaldehyde, in the presence of an acidic or
basic catalyst. Their thermosetting character and the exotherm associated with
the reaction presented technical barriers to commercialization. In 1900, the first
U.S. patent was granted for a phenolic resin, using the resin in cast form as a
substitute for hard rubber (11).

Work on the first commercially viable product was initiated by Baekeland
in 1905. Using phenol and formaldehyde as starting materials, he established
not only the differences between acid- and alkali-catalyzed products, but also the
importance of excess phenol or formaldehyde made in producing intermediates.
However, producing the resin was only part of the challenge. Baekeland also de-
veloped the technology to convert the reactive resins, which had a severe tendency
to foam and cure to a brittle product, into useful molded articles by adding wood
or mineral fibers and molding under heat and pressure. The final molded parts
were tough, temperature resistant, and had a low void content (12). The first com-
mercial phenolic resin plant was Bakelite GmbH, started in Germany in 1910; in
the same year, the General Bakelite Co. was founded in the United States.

Early phenolic resins consisted of self-curing, resole-type products made
with excess formaldehyde, and novolaks, which are thermoplastic in nature and
require a hardener. The early products produced by General Bakelite were used
in molded parts, insulating varnishes, laminated sheets, and industrial coatings.
These areas still remain important applications, but have been joined by numer-
ous others such as wood bonding, fiber bonding, and plywood adhesives. The num-
ber of producers in 2001 is approximately 15 in the United States and over 50
worldwide. Overall the number of producers is declining as the industry contin-
ues to undergo consolidation.
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Table 1. Properties of Phenol

Property Value

mol wt 94.1
mp, ◦C 40.9
bp, ◦C 181.8
Flash point, ◦C 79.0
Autoignition temperature, ◦C 605.0
Explosive limits, vol% 2–10
Vapor pressure at 20◦C, Paa 20

aTo convert Pa to mm Hg, multiply by 7.5 × 10− 3.

Table 2. Substituted Phenols Used for Phenolic Resins

Substituted phenol Resin application

Cresol (o-, m-, p-) Coatings, epoxy hardeners
p-t-Butylphenol Coatings, adhesives
p-Octylphenol Carbonless paper, coatings
p-Nonylphenol Carbonless paper, coatings
p-Phenylphenol Carbonless paper
Bisphenol A Low color molding compounds, coatings
Resorcinol Adhesives
Cashew nutshell liquid Friction particles

Monomers

Phenol. This is the monomer or raw material used in the largest quantity
to make phenolic resins (Table 1). As a solid having a low melting point, phenol,
C6H5OH, is usually stored, handled in liquid form at 50–60◦C, and stored under
nitrogen blanket to prevent the formation of pink quinones. Iron contamination
results in a black color.

The most widely used process for the production of phenol is the cumene
process developed and licensed in the United States by Honeywell (formerly
AlliedSignal). Benzene is alkylated with propylene to produce cumene (isopropyl-
benzene), which is oxidized by air over a catalyst to produce cumene hydroperox-
ide (CHP). With acid catalysis, CHP undergoes controlled decomposition to pro-
duce phenol and acetone; α-methylstyrene and acetophenone are the by-products
(13). Other commercial processes for making phenol include the Raschig process,
using chlorobenzene as the starting material, and the toluene process, via a ben-
zoic acid intermediate. In the United States, ∼35–40% of the phenol produced is
used for phenolic resins.

Substituted Phenols. Phenol itself is used in the largest volume, but
substituted phenols are used for specialty resins (Table 2). Substituted phe-
nols are typically alkylated phenols made from phenol and a corresponding α-
olefin with acid catalysts (14). Acidic catalysis is frequently in the form of an
ion-exchange resin (IER) and the reaction proceeds preferentially in the para
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Table 3. Forms of Formaldehyde

Resin preparation

Type Chemical formula Advantages Disadvantages

Gaseous CH2O Unstable
Formalin

36% HO(CH2O)nHa Easy handling,
moderate,
reactivity, stable
at RT

High water
content

50% HO(CH2O)nHb Increased capacity Elevated
temperature
storage, formic
acid formation

Paraformaldehyde HO(CH2O)nHc Increased
capacity,
water-free

Dangerously high
reactivity, solids
handling

Trioxane (CH2O)3 Water-free Catalyst
requirements,
high cost

Hexamethylenetetramine (CH2)6N4 Autocatalytic Amine
incorporation

an ≈ 2.
bn ≈ 3.
cn = 20–100.

position. For example, in the production of t-butylphenol using isobutylene, the
product is >95% para-substituted. The incorporation of alkyl phenols such as
cresol into the resin reduces reactivity, hardness, cross-link density, and color for-
mation, but increases solubility in nonpolar solvents, flexibility, and compatibility
with natural oils.

Formaldehyde. In one form or another, formaldehyde is used almost ex-
clusively in the production of phenolic resins, regardless of the type of phenol
(Table 3). It is frequently produced near the site of the resin plant by either of
two common processes using methanol (qv) as the raw material. In the silver
catalyst process, the reaction takes place at 600–650◦C and produces water and
hydrogen as by-products. The more common metal oxide process operates at 300–
400◦C. The gaseous formaldehyde is absorbed in water, and the final product is
a formalin solution containing 36–50% formaldehyde. Of the various chemical
forms of formaldehyde, the aqueous form is preferred for making phenolic resins,
even though at least half of this form is water. The water serves to moderate the
reaction and is readily removed in processing equipment (15).

Aqueous Formaldehyde. Water solutions of formaldehyde consist mainly
of telomers of methylene glycol having <100 ppm of the formaldehyde as CH2O
(5). Alcohols form hemiformals with aqueous formaldehyde according to the fol-
lowing, where n = 1, 2, 3, etc.
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ROH + HOCH2OH � ROCH2OH + H2O

RO(CH2O)nH + HOCH2OH � RO(CH2O)n+ 1H + H2O

However, a second mole of alcohol or hemiformal does not add at the ordinary pH
of such solutions. The equilibrium constant for hemiformal formation depends
on the nature of the R group of the alcohol. Using NMR spectroscopy, a group
of alcohols including phenol has been examined in solution with formaldehyde
(16,17). The spectra indicated the degree of hemiformal formation in the order of
methanol > benzyl alcohol > phenol. Hemiformal formation provides the mecha-
nism of stabilization; methanol is much more effective than phenol in this regard.

The large value for the hemiformal formation constant of methanol and its
low molecular weight explains the high efficiency of methanol in stabilizing for-
malin solutions. Phenol, on the other hand, is inefficient, and phenol hemiformals
are only formed by careful removal of water (18).

Other Aldehydes. The higher aldehydes react with phenol in much the
same manner as formaldehyde, although at much lower rates. Examples include
acetaldehyde, CH3CHO; paraldehyde, (CH3CHO)3; glyoxal, OCH CHO; and fur-
fural. The reaction is usually kept on the acid side to minimize aldol formation.
Furfural resins, however, are prepared with alkaline catalysts because furfural
self-condenses under acid conditions to form a gel.

Hexamethylenetetramine. Hexa, a complex molecule with an
adamantane-type structure, is prepared from formaldehyde and ammonia,
and can be considered a latent source of formaldehyde. When used either as a
catalyst or as a curative, hexa contributes formaldehyde-residue-type units as
well as benzylamines. Hexa [100-97-0] is an infusible powder that decomposes
and sublimes above 275◦C. It is highly soluble in water, up to ca 45 wt% with
a small negative temperature solubility coefficient. The aqueous solutions are
mildly alkaline at pH 8–8.5 and reasonably stable to reverse hydrolysis.

Other Reactants. Other reactants are used in smaller amounts to pro-
vide phenolic resins that have specific properties, especially coatings applications.
Aniline had been incorporated into both resoles and novolaks but this practice
has been generally discontinued because of the toxicity of aromatic amines. Other
materials include rosin (abietic acid), dicyclopentadiene, unsaturated oils such as
tung oil and linseed oil, and polyvalent cations for cross-linking.

Polymerization

Phenolic resins are prepared with strong acid or alkaline catalysts. Occasionally,
weak or Lewis acids, such as zinc acetate, are used for specialty resins.

Strong-Acid Catalysts, Novolak Resins. Phenolic novolaks are ther-
moplastic resins having a molecular weight of 500–5000 and a glass-transition
temperature Tg of 45–70◦C. The phenol–formaldehyde reactions are carried to
their energetic completion, allowing isolation of the resin; formaldehyde–phenol
molar ratios are between 0.5:1 and 0.8:1. Methylene glycol [463-57-0] (1) is con-
verted to the corresponding hydrated carbonium ion 2, which adds to the or-
tho and para positions of phenol with the elimination of water to form the
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corresponding ortho (3) and para (4) benzylic ions. The benzylic carbonium ions
are in equilibrium with the corresponding benzylic alcohols, observed by NMR as
transient species in the formation of novolak resins (16).

In the next step the hydrated benzylic carbonium ions 3 and 4 react with
free ortho and para positions on phenols to form methylene-linked bisphenols,
2,2′(5), 2,4′(6), and 4,4′(7).

Continued reaction leads to the formation of novolak polymers having a
molecular weight of up to 5000. Acid-catalyzed resins contain 50–75% 2,4′ link-
ages (6). The reaction rate is proportional to catalyst, formaldehyde, and phenol
concentrations, and inversely proportional to the concentration of water. The rate
of formation of the benzyl alcohol intermediate is 5–10 times lower than the rate
to form the methylene-linked bisphenol (3). At typical molecular weights of 500–
1000, novolak molecules are essentially linear because of the much lower reac-
tivity of doubly-reacted phenolic units. In higher molecular weight polymers, the
low concentration of end groups and unreacted phenol causes branching. Above
1000 molecular weight, branching has been observed by 13C NMR; about 20%
branching has been predicted in computer simulations (14,19,20). In the curing
process, end groups are more reactive than the backbone groups. Thus a branched
resin having a higher content of end groups than a corresponding linear equiva-
lent may gel sooner and cure faster because of the higher resin functionality. The
properties of an acid-catalyzed phenolic resin are shown in Table 4.

The typical acid catalysts used for novolak resins are sulfuric acid, sulfonic
acid, oxalic acid, or occasionally phosphoric acid. Hydrochloric acid, although
once widely used, has been abandoned because of the possible formation of toxic
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Table 4. Novolak Resin Properties

Catalyst

Property Acid Zn acetatea

Formaldehyde/phenol molar ratio 0.75 0.60
NMR analysis, %

2,2′ 6 45
2,4′ 73 45
4,4′ 21 10

GPC analysis
Phenol, % 4 7
Mn 900 550
Mw 7300 1800

Water, % 1.1 1.9
Tg, ◦C 65 48
Gel time, s 75 25
aHigh ortho.

chloromethyl ether by-products. The type of acid catalyst used and reaction con-
ditions affect resin structure and properties. For example, oxalic acid, used for
resins chosen for electrical applications, decomposes into volatile by-products at
elevated processing temperatures. Oxalic acid catalyzed novolaks contain small
amounts (1–2% of the original formaldehyde) of benzodioxanes formed by the cy-
clization and dehydration of the benzyl alcohol hemiformal intermediates.

Benzodioxane is reasonably stable at neutral pH, but may decompose when
the resin is cured, serving as a source of labile formaldehyde. Benzodioxanes are
not found in sulfuric or sulfonic acid catalyzed resins, since the stronger acid
readily catalyzes the second step in the reaction sequence.

Neutral Catalysts, High Ortho Novolaks. In the range of pH 4–7,
formaldehyde substitution of the phenolic ring is possible, using divalent metal
catalysts containing Zn, Mg, Mn, Cd, Co, Pb, Cu, and Ni; certain aluminum salts
are also effective. Organic carboxylates are required as anions in order to obtain
sufficient solubility of the catalyst in the reaction medium, as well as to provide a
weak base. Acetates are most convenient and economical. Although lead acetate
is highly effective because of its excellent solubility properties, it has been largely
eliminated because of lead toxicity. Zinc and calcium salts are probably the most
widely used catalysts (21).

Novolaks produced from these catalysts exhibit a high content of 2,2′-
methylene units. The mechanism proposed for the ortho-directing effect involves
chelation of the phenolic unit with the metal ion.
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Zinc acetate catalyst produces essentially 100% o-methylol phenol (8) in the first
step. The second step gives an approximately equal quantity of 2,2′- (5, 45%) and
2,4%-diphenylmethylene (6, 45%) bridges, indicating little chelate-directing influ-
ence. In addition, a small quantity (10%) of methylene ether units (9) (dibenzyl
ether) is observed at moderate reaction temperature.

High ortho novolaks have faster cure rates with hexa. Typical properties of
a zinc acetate catalyzed high ortho novolak are also shown in Table 4. The gel
time with hexa is one-third of that with a strong acid catalyzed novolak.

Alkaline Catalysts, Resoles. Resole-type phenolic resins are produced
with a molar ratio of formaldehyde to phenol of 1.2:1 to 3.0:1. For substituted
phenols, the ratio is usually 1.2:1 to 1.8:1. Common alkaline catalysts are NaOH,
Ca(OH)2, and Ba(OH)2. While novolak resins and strong acid catalysis result in
a limited number of structures and properties, resoles cover a much wider spec-
trum. Resoles may be solids or liquids, water-soluble or -insoluble, alkaline or
neutral, slowly curing or highly reactive. In the first step, the phenolate anion is
formed by delocalization of the negative charge to the ortho and para positions.
Alkaline catalysts are also effective in the polymerization–depolymerization of
methylene glycol. The mechanism of the formaldehyde addition to the phenolate
is still not completely understood. The most likely mechanism involves the con-
tribution of phenol hemiformals (10) (5).

Rate studies show that base-catalyzed reactions are second order and de-
pend on the phenolate and methylene glycol concentrations. The most likely path
involves a nucleophilic displacement by the phenoxide on 1, with the hydroxyl as
the leaving group. In alkaline media, the methylolated quinone intermediate is
readily converted to the phenoxide by hydrogen-ion abstraction (22).
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Fig. 1. Possible pathways and rate constants for the methylolation of phenol.

The ratio of ortho-to-para substitution depends on the nature of the cation
and the pH. Para substitution is favored by K+ and Na+ ions and higher pH,
whereas ortho substitution is favored at lower pH and by divalent cations, such
as Ba2+, Ca2+, and Mg2+ (23).

Several extensive kinetic studies on the polymethylolation of phenol have
been reported (22,24,25). For the reaction scheme shown in Fig. 1, seven different
rate constants must be determined. Despite different solution concentration, tem-
peratures, and methods of analysis, comparing reaction rates (26–28) from each
study using an NaOH catalyst gave fairly close agreement that rate constants
increase with methylol substitution. In fact, dimethylol-substituted phenols re-
act with formaldehyde two to four times faster than phenol. As a result, unre-
acted phenol remains high in resole resins (5–15%) even though the formalde-
hyde/phenol ratio is as high as 3:1.

The rate studies show that k264 is by far the fastest reaction (by a factor of
4–6) than k2 or k4, with k24 the second fastest (by a factor of 2–4) (22,25).

Although monomeric methylolated phenols are used in certain applications,
such as in fiber bonding, higher molecular weight resins are usually desirable.
Molecular weight is increased by further condensation of the methylol groups,
sometimes after the initial pH has been reduced. Dibenzyl ether (9) and diphenyl-
methylene formation are shown in the following. The formation of diphenyl-
methylene bridges is favored above 150◦C and under strongly alkaline conditions;
dibenzyl ether formation is favored at lower temperatures and near neutral pH.
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Table 5. Properties of Resole Resins

Catalyst

Property NaOH Hexa

Concentration, pph 3 10
Formaldehyde/phenol ratio 2.0 1.5
Water solubility, % 100 Swells
GPC analysis

Phenol, % 6 8
Mn 280 900
Mw 500 3000

Tg, ◦C 35 47
Gel time, s 65 110

Special resoles are obtained with amine catalysts, which affect chemical and
physical properties because amine is incorporated into the resin. For example, the
reaction of phenol, formaldehyde, and dimethylamine is essentially quantitative
(29).

In practice, ammonia is most frequently used. With hexa, the initial reaction
steps differ, but the final resole resins are identical, provided they contain the
same number of nitrogen and CH2 groups. Most nitrogen from ammonia or hexa
is incorporated as dibenzylamine with primary, tertiary, and cyclic amine struc-
tures as minor products.

The physical properties of a resole resin prepared with hexa catalyst are
shown in Table 5. Compared to the resin catalyzed with NaOH, this resin has
higher molecular weight, less free phenol, lower water solubility, and a higher
Tg. This increase in Tg is higher than that expected if only phenol and formalde-
hyde were used, and is a result of the hydrogen-bonding interaction between the
backbone amine units and the phenolic hydroxyls. Taking advantage of this ef-
fect, hexa and ammonia have been frequently used to produce solid, grindable,
and water-insoluble resoles for molding compounds.
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Table 6. Methylene Group Distribution, % in
Resoles

Catalyst

Methylene group NaOH Hexaa

2-CH2OH 30 24
2-CH2OCH2OH 24 1
2-CH2OR 2 4
4-CH2OH 12 9
4-CH2OCH2OH 16 0
4-CH2OR 2 4
2,2′-CH2 0 0
2,4′-CH2 7 12
4,4′-CH2 7 10
2-CH2N 0 27
4-CH2N 0 7
Benzoxazine 0 2
a6 pph.

The methylene-isomer distributions of NaOH and hexa-catalyzed resoles
are shown in Table 6. The distribution of amine structures is

secondary > primary ≈ tertiary

and most benzylamines are ortho in the phenol ring from early steps in the reac-
tion sequence.

Manufacture

The final state of a phenolic resin varies dramatically from thermoplastic to ther-
moset and from solid to liquid, and includes solutions and dispersions. With a
bulk process, resole resins, in neat or concentrated form, must be produced in
small batches (≈ 2–10 m3) in order to maintain control of the reaction and obtain
a uniform product. On the other hand, if the product contains a large amount of
water, such as liquid plywood adhesives, large reactors (20 m3) can be used. Melt-
stable products such as novolaks can be prepared in large batches (20–40 m3) if
the exotherms can be controlled. Some reactors are reportedly as large as 60 m3

(Ref. 9, p. 83).
Batch processes for most phenolic resins employ the equipment shown in

Fig. 2. Liquid reactants are metered into the stirred reaction vessel through
weigh tanks, whereas solid reactants such as bisphenol A and Ba(OH)2 present
handling problems. Facilities are provided to carry out the reaction under vacuum
or an inert gas.

Materials of Construction. Compatibility of the materials of construc-
tion and the process chemicals is extremely important. The reactors are usually
made of stainless steel alloys. Copper is avoided because of the possible pres-
ence of amines. Glass-lined reactors are occasionally used for nonalkaline resins.
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Weigh tanks

Formaldehyde Phenol

Safety
blow-off

Safety
rupture disk

Water-cooled
condenser

Motor

Vapor
column

Temperature
recorder

Jacket steam
or cooling water

Resin coolers for solid one-steps;
resin pans or flaker for novolaks

Sample port and
catalyst addition

Distillate
receiver

Vacuum

Fig. 2. Typical phenolic resin production unit.

Because the use of HCl has been largely discontinued, material requirements
are less stringent. The reactor contains a bottom discharge, which for solid heat-
reactive resins must be large. Solid resole resins are discharged for rapid cooling
in order to quench the thermosetting reactions. Resin coolers are made up of ver-
tical plates with internally circulating water. The product can also be discharged
to a large cooled surface. Discharges to belt and drum flakers are highly auto-
mated; however they can only be used for less-reactive resins.

Novolak resins can be stored molten in heated holding tanks under nitrogen.
Because novolaks are used mainly in pulverized form with hexa and additives, a
process that includes belt flaking and feeding directly into the blending and pul-
verizing system is preferred. Liquid and solution resole resins are cooled in the
reactor by using jacket cooling and vacuum refluxing. Discharged products are
filtered and pumped to refrigerated intermediate holding areas or packaged for
shipping. The stability of liquid resole products varies greatly from product to
product and depends on the storage temperature. The viscosity of a liquid resole
resin increases but the water miscibility decreases as time and temperature in-
crease. Generally, resoles, both liquids and solids, must be refrigerated.

Novolak Resins. In a conventional novolak process, molten phenol is
placed into the reactor, followed by a precise amount of acid catalyst. The
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formaldehyde solution is added at a temperature near 90◦C and a formaldehyde-
to-phenol molar ratio of 0.75:1 to 0.85:1. For safety reasons, slow continuous or
stepwise addition of formaldehyde is preferred over adding the entire charge at
once. Reaction enthalpy has been reported to be above 80 kJ/mol (19 kcal/mol)
(30,31). The heat of reaction is removed by refluxing the water combined with the
formaldehyde or by using a small amount of a volatile solvent such as toluene.
Toluene and xylene are used for azeotropic distillation. Following decantation,
the toluene or xylene is returned to the reactor.

The reaction is completed after 6–8 h at 95◦C; volatiles, water, and some
free phenol are removed by vacuum stripping up to 140–170◦C. For resins requir-
ing phenol in only trace amounts, such as epoxy hardeners, steam distillation or
steam stripping may be used. Both water and free phenol affect the cure and fi-
nal resin properties, which are monitored in routine quality control testing by gas
chromatography (GC). Oxalic acid (1–2 parts per 100 parts phenol) does not re-
quire neutralization because it decomposes to CO, CO2, and water; furthermore,
it produces milder reactions and low color. Sulfuric and sulfonic acids are strong
catalysts and require neutralization with lime; 0.1 parts of sulfuric acid per 100
parts of phenol are used. A continuous process for novolak resin production has
been described (32,33). An alternative process for making novolaks without acid
catalysis has also been reported (34,35), which uses a peroxidase enzyme to poly-
merize phenols in an aqueous solution. The enzyme can be derived from soybeans
or horseradish.

High Ortho Novolaks. The process for high ortho novolaks is similar to
the one used for those catalyzed by strong acid. Zinc acetate is used at concen-
trations higher than the acids, typically 2% or more. The formaldehyde/phenol
ratio is similar (0.75–0.85) but yields are 5–10% lower than those produced with
strong acids, and reaction times are longer. Problems with gel particles and bulk
gelation occur more frequently because small amounts of reactive dibenzyl ether
groups are present. Overall, the process is more expensive because of higher raw
material costs, lower yields, and longer cycle times.

Another process employs a pH maintained at 4–7 and a catalyst that com-
bines a divalent metal cation and an acid. Water is removed continuously by
azeotropic distillation and xylene is recycled. The low water content increases the
reaction rate. The dibenzyl ether groups are decomposed by the acid; the yield of
2,2′-methylene can be as high as 97% (36).

Resoles. Like the novolak processes, a typical resole process consists of
reaction, dehydration, and finishing. Phenol and formaldehyde solution are added
all at once to the reactor at a molar ratio of formaldehyde to phenol of 1.2–3.0:1.
Catalyst is added and the pH is checked and adjusted if necessary. The catalyst
concentration can range from 1 to 5% for NaOH, 3 to 6% for Ba(OH)2, and 6 to
12% for hexa. A reaction temperature of 80–95◦C is used with vacuum-reflux con-
trol. The high concentration of water and lower enthalpy compared to novolaks
allows better exotherm control. In the reaction phase, the temperature is held at
80–90◦C and vacuum-refluxing lasts from 1 to 3 h as determined in the develop-
ment phase. Solid resins and certain liquid resins are dehydrated as quickly as
possible to prevent overreacting or gelation. The endpoint is found by monitoring
the gel time, which decreases as the reaction progresses. Automation includes
on-line viscosity measurement, GC, and gel-permeation chromatography (GPC).
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Phenolic Dispersions. These systems are predominantly resin-in-water
systems in which the resin exists as discrete particles. Particle size ranges from
0.1 to 2 µm for stable dispersions and up to 100 µm for dispersions requiring
constant agitation. Some of the earliest nonaqueous dispersions were developed
for coatings applications. These systems consist of an oil-modified phenolic resin
complexed with a metal oxide and a weak solvent.

In the postdispersion process, the solid phenolic resin is added to a mixture
of water, cosolvent, and dispersant at high shear mixing, possibly with heating.
The cosolvent, frequently an alcohol or glycol ether, and heat soften the resin
and permit small particles to form. On cooling, the resin particles, stabilized by
dispersant and perhaps thickener, harden and resist settling and agglomeration.
Both resole and novolak resins have been made by this process (26).

The in situ process is simpler because it requires less material handling
(37); however, this process has been used only for resole resins. When phenol is
used, the reaction system is initially one-phase; alkylated phenols and bisphe-
nol A present special problems. As the reaction with formaldehyde progresses at
80–100◦C, the resin becomes water-insoluble and phase separation takes place.
Catalysts such as hexa produce an early phase separation, whereas NaOH-
based resins retain water solubility to a higher molecular weight. If the reaction
medium contains a protective colloid at phase separation, a resin-in-water disper-
sion forms. Alternatively, the protective colloid can be added later in the reaction
sequence, in which case the reaction mass may temporarily be a water-in-resin
dispersion. The protective colloid serves to assist particle formation and stabi-
lizes the final particles against coalescence. Some examples of protective colloids
are poly(vinyl alcohol), gum arabic, and hydroxyethylcellulose.

For products intended to remain stable dispersions for an extended period, a
particle size of 2 µm or less is desirable. A thickening agent is usually added after
the reaction has been completed and the mixture is cooled in order to prevent
settling and agglomeration. Examples of thickeners are guar gum, xanthan gum,
and hydroxyethylcellulose. The final products are generally between 40 and 50%
solids, with a viscosity of 1500–5000 mPa·s (=cP).

Resole dispersions intended for isolation as discrete particles (27) can be
used as flatting agents in coatings (28). Particles larger than 1000 µm are used
in friction-element compositions. A-stage, thermosetting phenolic particles have
been isolated from dispersion (27,38). With a hexa catalyst (6–12 parts) and a
formaldehyde/phenol ratio of 1.5:1, the reaction is carried out at 50% solids for
≈ 90 min at 85◦C. Poly(vinyl alcohol) and gum arabic are the preferred protective
colloids. The particles (20–80 µm) are isolated from the mixture by filtration and,
in the patent examples, by fluid-bed drying. These A-stage products (gel time at
150◦C, 50–100 s) are suitable in applications where pulverized phenolic resins
are being used, as well as in applications that take advantage of their spherical
nature. One patent describes a sinter-resistant product for wood-bonding applica-
tions (39). In another patented process, both the production of particulate novolak
resins and the aqueous dispersions of these resins are described (40).

Spray-Dried Resins. Spray drying produces resins in particulate form.
Spray-drying a resole solution containing a blowing agent (41) produces phenolic
microballoons. Spray drying also produces A-stage resins (42). The resins, pre-
pared with a high NaOH content, are spray dried to give a final particle size
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Fig. 3. Curing via cyclotrimerization; R = bisphenol unit. From Ref. 43.

of 40–60 µm. The particles are hygroscopic because of the high caustic content,
but are sinter-resistant when kept dry. The principal application for this type of
product is believed to be wood binding, especially for waferboard applications.

Cyanate Ester Resins. Cyanate ester resins, sometimes called triazines
or cyanurates after the cured structure that they produce, are derived from
phenols and phenolic resins. Specifically the starting phenols are reacted with
cyanogen chloride, ClCN, and base to give the resins. In the cure step the cyanate
groups trimerize to form triazine rings when heated in the range 180–250◦C.
Performance is generally intermediate between aromatic amine cured epoxides
and toughened bismaleimides. Glass transition temperature Tg is about 250◦C
and the heat distortion temperature is about 250◦C dry and 175◦C wet. Electri-
cal properties are excellent due to very low residual chlorine content. Principal
applications are printed wiring boards and structural composites (Fig. 3) (43).

Benzoxazine Resins. Benzoxazine resins are prepared by the reaction of
phenol, formaldehyde, and an amine. In one particular example a benzoxazine is
prepared from bisphenol A, formaldehyde, and aniline to give 2,2′-bis(3-phenyl-4-
dihydro-1,3,2-benzoxazine) propane. When heated to about 200◦C the methylene
bond to oxygen breaks and reforms onto the available ortho positions of adjacent
moieties to give dibenzylamine structures. Resin formulations have been devel-
oped and formulated, in some cases with epoxy and phenolic resins to give ternary
systems with Tg as high as 170◦C (Fig. 4) (43–46).
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Fig. 4. Polymerization reaction of benzoxazine resins.

Cure

A typical resin has an initial molecular weight of 150 to perhaps 1500. For
systems of unsubstituted phenols, the final cross-link density is 150–300 amu
per cross-link. In other words, 25–75% of the ring-joining reactions occur during
the cure phase.

Resoles. The advancement and cure of resole resins follow reaction steps
similar to those used for resin preparation; the pH is 9 or higher and reaction tem-
perature should not exceed 180◦C. Methylol groups condense with other methy-
lols to give dibenzyl ethers and react at the ortho and para positions on the phenol
to give diphenylmethylenes. In addition, dibenzyl ethers eliminate formaldehyde
to give diphenylmethanes.

In some resole applications, such as foam and foundry binders, a rapid cure
of a liquid resin is obtained at room temperature (RT) with strong acid. The reac-
tions proceed in the same manner as those of novolak resin formation. Methylol
groups react at ortho and para phenolic hydrogen to give diphenylmethane units
(47).

At pH 4–6, the cure is slower than it is at pH 8 and higher, and much slower
than at pH 1–3. Reactions at pH 4–6 resemble those on the more alkaline side,
but with a substantial increase in side products. This is partly the result of the
low rates of the main reactions and partly the result of stable intermediates at
this pH range.

Some resoles contain latent acid catalysts, which on heating generate mod-
erately strong acids. Examples include aryl phosphites such as diphenyl hydro-
gen phosphite and ammonium sulfate (48,49). The use of latent acid catalysis
broadens the range of applications of phenolic resins to include areas such as liq-
uid composite molding and pultrusion. Also resoles, which can contain so-called
free formaldehyde, can be formulated with formaldehyde scavengers in form of
amines such as melamine.

Novolaks. Novolak resins are typically cured with 5–15% hexa as the
cross-linking agent. The reaction mechanism and reactive intermediates have
been studied by classical chemical techniques (3,4) and the results showed that
as much as 75% of nitrogen is chemically bound. More recent studies of resin cure
(50–53) have made use of TGA, DTA, GC, IR, and NMR (16). They confirm that
the cure begins with the formation of benzoxazine (12), progresses through a ben-
zyl amine intermediate, and finally forms (hydroxy)diphenylmethanes (DPM).
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Table 7. Isothermal DMA Results

Rate, min− 1

Sample At 150◦C At 185◦C Activation energy, kJ/mola

Hexa-catalyzed resole 0.22 1.00 71.1
Novolak

6% hexa 0.07 0.09 8.8
12% hexa 0.12 0.19 18.8

aTo convert kJ to kcal, divide by 4.184.

In the reaction of phenol and bisphenol F with hexa, NMR spectra show the
transient appearance of benzoxazine intermediates; after 2 h at 103◦C, all the
benzoxazine decomposed to the diphenylmethylene and benzylamine intermedi-
ates (16).

The cure of novolaks with hexa has been studied with differential scanning
calorimetry (DSC) and torsional braid analysis (TBA) (54); both a high ortho no-
volak and a conventional acid catalyzed system were included. The DSC showed
an exothermic peak indicating a novolak–hexa reaction ≈20◦C higher than the
gelation peak observed in TBA. Activation energies were also calculated.

The resin rich in 2,2′-methylene exhibited the lowest activation energy, gel
temperature, and DSC exotherm. The high concentration of the slightly acidic
2,2′-diphenylmethane end groups may account for the higher reactivity. These
end groups should react with hexa to form benzoxazine intermediates first, which
then decompose to react with vacant positions throughout the novolak molecule.

An isothermal method for studying the cure of phenolics employs dynamic
mechanical analysis (DMA) (Table 7). The problems associated with programmed
heating rates are avoided and mathematical treatment of the results is simpli-
fied. Although a more complex treatment is possible, a simple first-order depen-
dence of modulus with time and an Arrhenius-type temperature dependence are
sufficient. The rate studies of Table 7 indicate that doubling the amount of hexa
doubles the rate at which the modulus approaches its long-term value. The no-
volak – 12% hexa cures substantially slower than the resole. In addition, they
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differ in temperature dependence of cure rates; the resole has an activation en-
ergy approximately four times greater than that of the novolak – 12% hexa (55).

Decomposition of Cured Resoles and Novolaks. Above 250◦C, cured
phenolic resins begin to decompose. For example, dibenzyl ethers such as 9 dis-
proportionate to aldehydes (salicylaldehyde) and cresols (o-cresol). The aldehyde
group is rapidly oxidized to the corresponding carboxylic acid. In an analogous
reaction in hexa-cured novolaks, tribenzylamines decompose into cresols and
azomethines, which cause yellowing.

Substantial decomposition of phenolic resins begins above 300◦C. In the
presence of oxygen, the methylene bridging group is converted to a hydroper-
oxide, which, in turn, yields alcohols and ketones on decomposition.

The ketone is especially susceptible to random chain scission. Decomposition con-
tinues up to ≈600◦C; the by-products are mostly water, CO, CO2, and phenols.
The first stage of decomposition produces a porous structure having minimal
shrinkage. The second stage begins near 600◦C and is accompanied by shrinkage
and substantial evolution of CO2, H2O, methane, and aromatics. The resulting
polyaromatic chars represent ≈60% of the original resin when the atmosphere is
inert, but this may be substantially less in the presence of air. The char ignites in
air above 900◦C.

The controlled decomposition of phenolic resins, in an inert atmosphere,
is a method used to make carbon–carbon composites. In this case the resin is
combined with other forms of carbon, such as carbon fibers, coke, and synthetic
graphite, and cured under heat and pressure. Further heating to about 900◦C
converts the resin to a glassy form of carbon that can serve as a binder for the
other carbon forms. The carbon yield from the phenolic resins can be in the range
of 60–70% of the initial weight.

Analysis and Characterization

The principal techniques for determining the microstructure of phenolic resins in-
clude mass spectroscopy (MS), proton and 13C NMR spectroscopy, as well as GC,
LC, and GPC. The softening and curing processes of phenolic resins are effec-
tively studied by using thermal and mechanical techniques, such as TGA, DSC,
and DMA. Infrared (IR) and electron spectroscopy are also employed. Recently
matrix-assisted laser desorption-ionization mass spectrometry (MALDI-MS) has
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Table 8. Chemical Shifts of Methylene Carbons in
Liquid Resoles

Structurea Chemical shift,b ppm

Methylol C in 8 61.3
65.4 (b)

) 88.0 (c)
Benzyl C in 9 68.9
Methylol C in 11 63.8

68.5 (d)

88.0 (e)
71.5

Methylene C in 5 31.5
Methylene C in 6 35.0
Methylene C in 7 40.4
aDesignated carbon is shown in italic or described.
bFrom tetramethylsilane in d6-acetone solution.

been used for the determination of molecular weight and end-group analysis (see
MASS SPECTROMETRY). MALDI-MS is a soft ionization technique that has been ap-
plied to the determination of mass of large biomolecules and synthetics resins.
The approach is useful for molecular weight determination and end-group analy-
sis. Both novolaks and resoles have been studied and individual fragments with
m/z up to about 2000 specifically identified. For resoles the technique is even able
to resolve the various hemiformal structures that can occur. (Ref. 9, p. 92; 56–58).

Spectroscopy. Infrared spectroscopy (59) permits structural definition,
eg, it resolves the 2,2′- from the 2,4′-methylene units in novolak resins. However,
the broad bands and severely overlapping peaks present problems. For uncured
resins, NMR rather than IR spectroscopy has become the technique of choice for
microstructural information. However, Fourier transform infrared (FTIR) gives
useful information on curing phenolics (60). Nevertheless, IR spectroscopy con-
tinues to be used as one of the detectors in the analysis of phenolics by GPC. (see
VIBRATIONAL SPECTROSCOPY)

A great wealth of microstructural information is provided by Fourier trans-
form 13C NMR. Using the much greater chemical-shift range of this technique,
detailed structural information is provided for both the aliphatic and the aro-
matic carbons (Table 8). Current techniques provide highly reliable quantitative
data and relative peak areas (19,61–65) and make possible a quantitative mea-
sure of the numbers of branch points and end groups. Branching can cause early
gelation in a novolak resin, and end groups usually have greater reactivity in the
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thermosetting reaction than do the backbone units. Another important advan-
tage of 13C NMR is the parametric predictability of the chemical-shift values. As
a result, unknown peaks can be assigned to a hypothetical structure with reason-
able certainty. At the same time, the process can be reversed and a computer can
provide detailed structural analysis. 13C NMR has been applied to cured phenolic
resins (63). (see NUCLEAR MAGNETIC RESONANCE).

Chromatography. Gel-permeation chromatography (GPC) is an invalu-
able technique for determining the molecular size distribution of polymers. Phe-
nolic resins, which have molecular weight components ranging from 100 to rarely
more than 5000, require special column arrangements to optimize resolution. By
using proper instrument calibration, it is possible to obtain number-average (Mn)
and weight-average (Mw) molecular weight as well as quantitative information
on free monomer and certain other low molecular weight species (66–68) (see
CHROMATOGRAPHY, SEC).

Many resole resins exist as phenolate salts in solution. Because these ionic
species are sparingly soluble in carrier solvents such as tetrahydrofuran, careful
neutralization and filtration are required. Although GPC is an excellent tech-
nique for examining medium and high molecular weight fractions, GC and high
performance LC are more effective for analyzing low molecular weight species.

Gas chromatography (GC) has been used extensively to analyze phenolic
resins for unreacted phenol monomer as well as certain two- and three-ring con-
stituents in both novolak and resole resins (69). It is also used in monitoring the
production processes of the monomers, eg, when phenol is alkylated with isobuty-
lene to produce butylphenol. Usually, the phenolic hydroxyl must be derivatized
before analysis to provide a more volatile compound. The GC analysis of complex
systems, such as resoles, provides distinct resolution of over 20 one- and two-ring
compounds having various degrees of methylolation. In some cases, hemiformals
may be detected if they have been properly capped (61).

The combined techniques of GC/MS are highly effective in identifying the
composition of various GC peaks. The individual peaks enter a mass spectrometer
in which they are analyzed for parent ion and fragmentation patterns, and the
individual components of certain resoles are completely resolved.

High performance liquid chromatography (HPLC) is extremely effective in
separating individual resin components up to a molecular weight of 1000 accord-
ing to size and polarity. Dilute-solution conditions and low temperatures preserve
the structure of unstable components. The resins are usually not derivatized.
Gradient solvent elution gives excellent peak separation (69,70). In one study,
resoles catalyzed by sodium and barium hydroxide were compared, and the com-
ponents were separated up to and including methylolated four-ring compounds
(61). Resole components resolved by GC and HPLC techniques are shown in Ta-
ble 9. Like GC, HPLC is most effective when combined with other analytical tools,
such as mass and UV spectroscopy. By using preparative-scale HPLC, individual
peaks can be analyzed by proton and 13C NMR spectroscopy.

Thermal Analysis. The main thermal analysis techniques applied to phe-
nolic resins are TGA and DSC. In TGA, the sample weight is monitored microan-
alytically with time and temperature in air or nitrogen. When applied to resins
and molding compounds, the scans indicate cure and decomposition temperatures
accompanied by a measurable loss in weight. Resoles and novolaks lose from 5 to
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Table 9. Resole Components by HPLC and GC

Resina Components

2; 4; 2,4; 2,6; 2,4,6

2; 2,6; 2,2′; 2,6,2′; 2,6,2′, 6′

2′; 6; 4; 2′, 6′; 6,2′; 4,2′; 4,6; 4,2′, 6′; 4,6,2′; 4,6,2′,6′

aAlso, 5, 6, and 7, ie. 2,2′-, 2,4′-, and 4,4′-DPM.

20% of their weight on curing at 100–200◦C. Weight loss provides information on
shrinkage, void formation, and density change of composites.

Phenolic resins give a high char yield on combustion and TGA provides a
measure of the expected yield. Typical values are between 40 and 65% in ni-
trogen. Decomposition begins at 350◦C and continues up to 600◦C. Autoigni-
tion temperature in air is above 900◦C. Thermogravimetric analyses have played
an important part in the development of carbon–carbon and carbon–graphite-
fiber composites containing phenolic resins. These composites are used in aircraft
brake linings and carbon-pipe applications. In DSC and DTA, heat flow and sam-
ple temperature are compared to a reference material. Glass-transition tempera-
ture Tg is determined by DSC. The Tg of liquid resoles is below RT, that of friable
novolaks is in the range of 50–75◦C, and that of lightly cross-linked phenolics is
between 150 and 225◦C.

Cure kinetics of thermosets are usually determined by DSC (71,72). How-
ever, for phenolic resins, the information is limited to the early stages of the cure
because of the volatiles associated with the process. For pressurized DSC cells,
the upper limit on temperature is ≈170◦C. Differential scanning calorimetry is
also used to measure the kinetics and reaction enthalpies of liquid resins in coat-
ings, adhesives, laminations, and foam. Software packages that interpret DSC
scans in terms of the cure kinetics are supplied by instrument manufacturers.

Dynamic Mechanical Analysis. In DMA, a vibrating or oscillating sam-
ple is heated at a programmed rate or held isothermally at elevated tempera-
ture. The frequency and damping characteristics of the sample are monitored
with time. A change such as gelation or passage through the Tg causes abrupt
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changes in the fundamental oscillation frequency of the sample and the damping
ability of the specimen. The oscillation frequency can be related to the storage
modulus of the sample, whereas the damping contains information related to the
loss modulus.

Softening and cure are examined with the help of a torsional pendulum mod-
ified with a braid (73), which supports thermosets such as phenolics and epoxies
that change from a liquid to a solid on curing. Another method uses vibrating
arms coupled to a scrim-supported sample to measure storage and loss moduli as
a function of time and temperature. An isothermal analytical method for phenolic
resins provides data regarding rate constants and activation energies and allows
prediction of cure characteristics under conditions of commercial use (55).

DSC and DMA scans of a novolac cure are shown in Figures 5a and 5b (74).
The sample is a glassy solid initially and the DMA shows the distinctive Tg at
65◦C followed by the appearance of a liquid state. From 110 to 125◦C, the resin
is a liquid and the chemical curing reactions begin, and it is followed by gelation
at 140◦C. Further reaction continues until 200◦C, when a highly cross-linked,
infusible solid is obtained. As the sample is cooled to RT, a slight increase in
storage modulus is observed. The peak in the damping curve indicates the Tg of
the cross-linked system at about 185◦C.

Dynamic mechanical analysis provides a useful technique to study the cure
kinetics and high temperature mechanical properties of phenolic resins. The
volatile components of the resin do not affect the scan or limit the tempera-
ture range of the experiment. However, uncured samples must be supported by
a braid, a scrim, or paper. This does not influence the kinetic results and can be
corrected in the calculations of dynamic mechanical properties (qv). Recent DMA
work on phenolic resins has been used to optimize the performance of structural
adhesives for engineered wood products and determine the effect of moisture in
wood product on cure behavior and bond strength (75–77).

Control Tests. Numerous chemical and physical tests are used in the
manufacture of phenolic resins to ensure correct properties of the finished resins,
including the following: refractive index is used to estimate the dehydration dur-
ing manufacture and is proportional to the solids content; viscosity is used to
determine molecular weight and solids content; nonvolatiles content is roughly
proportional to polymer content; miscibility with water depends on the extent of
reaction in resoles; specific gravity is measured for liquid resins and varnishes;
melting point of novolaks and solid resoles affects application performance; gel
times determine the reactivity of the resins; resin flow is a measure of melt
viscosity and molecular weight; particle size affects performance and efficiency;
and flash point and autoignition temperature provide flammability-characteristic
measurements required by government agencies regulating safety and shipping.
ASTM D4706-93 (1998) describes the standard test method for qualitative deter-
mination of methylol group in phenolic resins.

Health, Safety, and Environmental Factors

The factors contributing to the health and safety of phenolic resin manufactur-
ing and use are those primarily related to phenol (qv) and formaldehyde (qv).



Vol. 9 PHENOLIC RESINS 599

G′
(original)

G′ (after curing)

G″ (original)

G″ (after curing)

101

102

103

104

S
he

ar
 m

od
ul

us
 G

′, 
M

P
a

(b)

0 50 100 150 200 250

Temperature, °C

0

50

100

150

200

250

300

Lo
ss

 m
od

ul
us

 G
″ 

 M
P

a

1

2

3

−1400

−1200

−1000

−800

−600

−400

H
ea

t f
lo

w
 Q

, μ
W

0 50 100 150 200 250

Temperature, °C

(a)

Fig. 5. DSC and DMA of novolac resin. (a) DSC Measurement of (1) original PF resin, (2)
cured PF resin, and (3) novolac. (b) Torsion pendulum measurement of original and cured
PF. To convert MPa to psi, multiply by 145. From Ref. 74.

Unreacted phenol in a resin can range from ∼5% for liquid resoles used in im-
pregnation processes to well below 1% for novolaks intended for use as epoxy
hardeners. Free formaldehyde can be <1% in liquid adhesives. Novolaks are usu-
ally free of formaldehyde. The toxicity of the resins is significantly lower than
that of the phenol and formaldehyde starting materials. No detrimental toxico-
logical effects have been reported for cured phenolic resins, which can be used in
direct contact with food as in can coatings.
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Uncured resins are skin sensitizers and contact should be avoided, as well as
breathing the vapor, mist, or dust. Novolak-based pulverized products generally
contain hexamethylenetetramine, which may cause rashes and dermatitis. Phe-
nolic molding compounds and pulverized phenolic adhesives must be controlled
as potentially explosive dusts. In addition, they contain irritating or toxic ad-
ditives. ASTM test method D4639-86 (1996) describes the method for volative
content in phenolic resins.

Phenol. Phenol is highly irritating to the skin, eyes, and mucous mem-
branes in humans after acute inhalation or dermal exposures. Phenol is con-
sidered to be quite toxic to humans via oral exposure, with blood changes, liver
and kidney damage, and cardiac toxicity reported. Chronic inhalation exposure
to phenol in humans has been associated with gastrointestinal irritation, liver
injury, and muscular effects. No data are available on the developmental or re-
productive effects of phenol on humans. EPA has classified phenol as a Group D,
not classifiable as to human carcinogenicity. The NIOSH threshold limit value
(TLV) and Occupational Safety and Health Administration (OSHA) permissible
exposure limit for phenol is 19 mg/m3 (78). The health and environmental risks
of phenol and alkylated phenols, such as cresols and butylphenols, have been re-
viewed (79).

Formaldehyde. Acute and chronic inhalation exposure to formaldehyde
in humans can result in eye, nose, and throat irritation and respiratory symp-
toms. Reproductive effects have been reported in women workers exposed to
formaldehyde. Limited human studies have reported an association between
formaldehyde exposure and lung and nasopharyngeal cancer. The EPA has clas-
sified formaldehyde as a Group B1, probable human carcinogen of medium car-
cinogenic hazard. The OSHA has set its permissible exposure limit (PEL) at 4.5
mg/m3 and the American Conference of Governmental and Industrial Hygienists
have set the TLV at 1.5 mg/m3 (80).

Wastewater. Phenol is a toxic pollutant to the waterways and has an
acute toxicity (∼5 mg/L) to fish. Chlorination of water gives chlorophenols, which
impart objectionable odor and taste at 0.01 mg/L. Biochemical degradation is
most frequently used to treat wastewater containing phenol. Primary activated
sludge, along with secondary biological treatment, reduces phenol content to be-
low 0.1 mg/L (81). ASTM D1783-01 describes the standard test methods for phe-
nolic compounds in water.

Flammability. Phenolics have inherently low flammability and relatively
low smoke generation. For this reason they are widely used in mass transit, tun-
nel building, and mining. Fiber-glass reinforced phenolic composites are capable
of attaining the 1990 U.S. Federal Aviation Administration (FAA) regulations for
total heat release and peak heat release for aircraft interior facings (1,82). They
are also used as “fire restricting material” on cruise ships, high speed ferries,
and commercial submarines. The self-ignition temperature is about 600◦C and
limiting oxygen index (LOI) is in the range 40–49%. (83).

Recycling. Thermosets are inherently more difficult to recycle than ther-
moplastics, and thermosetting phenolics are no exception. However, research in
this area has been reported, and molded parts have been pulverized and incor-
porated at 10–15% in new molding powders. Both German and Japanese groups
had instituted this type of practice in 1992 (84,85) (see RECYCLING, PLASTICS).
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Table 10. Long-Term Use of Phenolic Resins,a 103 t

End use market 1983 1993 2001

Bonding 295 454 645
Laminating 67 78 111
Plywood 580 687 976
Other 173 173 248

Total 1115 1392 1980
aRef. 91.

A number of alternatives will have to be developed in order to effectively
utilize cured phenolic material (86). One approach is the “thermoset recycling
pyramid,” a preferred order of execution that includes

(1) Tier 1: Reintroduction of the used material into the original material at
relatively low levels (∼10%) in the raw material mix (this approach is used
widely to recycle SMC and BMC thermoset polyesters)

(2) Tier 2: Reuse of the material in a lower performance thermoset product at
relatively high levels (40–50%)

(3) Tier 3: Reuse of the product in alternative materials such as asphalt, roof-
ing materials, concrete, and other construction products

(4) Tier 4: Pyrolysis of the material to generate raw material feed stocks and
incineration for energy recovery. Phenolic molding compounds can yield a
caloric value of 14,000–23,000 kJ/kg, depending on the type of filler.

Plenco and other companies have been working with the SPI’s Phenolic Di-
vision to produce a “Recycling Blueprint” shown in Figure 6 below (87).

Biomass and Biochemical Processes. Phenolic resins have been pro-
duced from biomass and using biochemical processes in various ways. In Japan
biomass from wood waste or waste from the food industry is treated with phenols
and strong acid catalysis and heat to produce phenolic resins (88). Research at
the National Renewable Energy Laboratory has shown that ablative fast pyroly-
sis can be used to convert a wide variety of biomass feedstocks into a liquid oil.
The phenolic rich component can be extracted from this oil and used as a low cost
replacement for synthetic phenol in phenolic resins (89). In another approach,
soybean peroxidase enzymes have been used to prepare resins from phenolic moi-
eties without the use of formaldehyde (90).

Economic Aspects. In 2000, worldwide consumption of phenolic resins
exceeded 4 × 106 t; slightly less than half of the total volume was produced in
the United States (91). The largest-volume application is in plywood adhesives,
an area that accounts for ≈49% of U.S. consumption (Table 10). All wood bond-
ing applications account for about two-third of phenolic resin use. During the
early 1980s, the volume of this application more than doubled as mills converted
from urea–formaldehyde (UF) to phenol–formaldehyde adhesives because of the
release of formaldehyde from UF products.

As a mature industry, U.S. production and application of phenolic resins
have paralleled the growth in the GNP and the housing industry. The
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Fig. 6. SPI Blueprint for the reclamation of molded phenolics.

consumption of phenolic resins for coatings and molding powders has continued
its decrease. The driving force behind coatings has been the need to reduce the
volatile organics content (VOC) and the growth in alternative coatings such as
waterborne, powder, and radiation-cured coatings. In the area of molding pow-
ders, numerous new engineering thermoplastics and alloys having superior prop-
erties have been introduced since the 1970s; however, phenolic molding powders
continue to be used extensively in electrical, electronic, and machinery and un-
derhood parts applications.

U.S. phenolic resin manufacturers include Ashland, Borden Chemical, Cytec
Fiberite, Durez, FiberCote Industries, H.B. Fuller, P.D. George, Georgia-Pacific,
International Paper, Lockport Thermosets, Maruzen America, Plastics Engineer-
ing, Resinoid, Sumitomo America, TriQuest, and Vantico (92).

Prices of phenolic resins vary substantially depending on the application.
In 2001, the price of general-purpose and semisolids was $1.50–1.80/kg, whereas
epoxy-hardener grades can exceed $2.20/kg. Because raw materials of phenolic
resins are derived from crude oil and natural gas, the prices of phenolic resins
depend on the prices of these resources.

Applications

Coatings. For coatings applications, phenolic resins are grouped into four
classes, depending on heat reactivity and the type of phenol. Substituted phenols
are more compatible with oil and hydrocarbons, whereas heat-reactive resins re-
quire polar solvents. Depending on its nature, the resin can be used alone or as
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a modifying resin that acts as an adhesion promoter, a chemical cross-linker, or a
hardening agent. In these cases the primary resin may be an alkyd, polyester, or
epoxy (93).

Unsubstituted heat-reactive resins are designed for baked-on coatings and
are usually not oil-soluble. They require strong solvents and although most are
not water-miscible, their low molecular weight, high formaldehyde content pro-
motes water miscibility. These resins are available as solids, viscous liquids,
and solutions. Resins prepared with an alkaline catalyst and a slight excess of
formaldehyde over phenol are heat-reactive, but not as much as resole resins de-
signed for fiber bonding and paper impregnation. Recommended cure conditions
are 30 min and 150◦C.

Heat-reactive resins are more compatible than oil-soluble resins with other
polar-coating resins, such as amino, epoxy, and poly(vinyl butyral). They are used
in interior-can and drum linings, metal primers, and pipe coatings. The coatings
have excellent resistance to solvents, acids, and salts. They can be used over a
wide range of temperatures, up to 370◦C for short periods of dry heat, and con-
tinuously at 150◦C. Strong alkalies should be avoided.

The maximum recommended film thickness is 25 µm. At greater thick-
nesses, volatiles from the curing reaction, mainly water and some formaldehyde
and phenol, can cause defects. These coatings have excellent electrical insulation
properties, ie, up to 20 V/µm, because of low moisture absorption and low conduc-
tance. The coatings are hard with low flexibility, depending on curing conditions
and film thickness.

Phenolic baking coatings can be used for metal, ceramic, and plastic sur-
faces. Applications include equipment for heating and air conditioning, chemical
processing, petroleum refining, and water treatment. Some types are used in oil-
well pipes and marine environments (94). Certain coatings can be used in food
and beverage processing, subject to regulations.

The largest use of novolak resins in coatings is as a hardener for epoxy
resins. The epoxy is frequently based on bisphenol A or epoxidized novolaks. Ba-
sic catalysts such as benzyldimethylamine are required for moderate baking con-
ditions, such as 2 h at 180◦C. The phenolic/epoxy ratio is adjusted to be stoichio-
metrically equivalent in order to give a highly cross-linked coating that has mod-
erate flexibility and excellent resistance to chemicals, heat, and moisture. Powder
coating of pipes continues to be a growing application, especially when corrosion
resistance is required. In solution form, the epoxy–phenolic systems are used as
metal primers and in pipe coating.

Substituted heat-reactive resins are most widely used in contact-adhesive
applications and, to a lesser extent, in coatings (95,96); p-butylphenol, cresol,
and nonylphenol are most frequently used. The alkyl group increases compati-
bility with oleoresinous varnishes and alkyds. In combination with these resins,
phenolics reduce water sensitivity. Common applications include baked-on and
electrical insulation varnishes, and as modifiers for baking alkyds, rosin, and
ester gum systems. Substituted heat-reactive resins are not used for air-dry coat-
ings because of their soft, tacky nature in the uncured state; substituted nonheat-
reactive phenolics are the modifying resin of choice in this case.

Substituted nonheat-reactive resins do not form a film and are not reactive
by themselves, but are excellent modifier resins for oleoresinous varnishes and
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alkyds. Their high Tg and molecular weight provide initial hardness and reduce
tack; oxygen-initiated cross-linking reactions take place with the unsaturated
oils.

Early phenolic resin drying-oil varnishes were cooked in order to incorpo-
rate the phenolic resin into the formula. These resins have been replaced by cold-
cut resins that reduce atmospheric emission by permitting direct incorporation
of the phenolic after the oleoresinous varnish has been prepared. High solids sys-
tems enable coatings to meet the VOC standards required by regulatory agencies.
Newer phenolic varnishes, developed in the 1980s, may contain as high as 80%
nonvolatile solids (97).

Oleoresinous phenolic varnishes are excellent coatings that dry in 2–4 h
and show exterior durability, corrosion resistance (especially when aluminum-
modified), compatibility, solubility, and good package stability. Recoatability and
intercoat adhesion are also excellent. The films are sensitive, however, to strong
solvents and concentrated acids and alkalies. Unlike systems containing cross-
linking phenolics, films containing these resins remain flexible.

Phenolics that are not heat-reactive may be incorporated into both air-dried
and baked oleoresinous coatings. Applications vary widely and include clear and
pigmented exterior varnishes, aluminum-maintenance paints, zinc-rich primers,
can coatings, insulation varnishes, and concrete paints. As modifiers in a great
variety of applications, they enhance the performance of oleoresinous and alkyd
coatings.

Dispersions. In phenolic resin dispersions, the continuous phase is water
or a nonpolar hydrocarbon solvent. The resin exists as droplets that have particle
sizes of 1–20 µm and are dispersed in the continuous phase. Aqueous dispersions
are prepared either in situ during the preparation of the resin itself or by high
shear mixing (26,37).

Aqueous dispersions are alternatives to solutions of liquid and solid resins.
They are usually offered in 50% solids and may contain thickeners and cosol-
vents as stabilizers and to promote coalescence. Both heat-reactive (resole) and
nonheat-reactive (novolak) systems exist that contain unsubstituted or substi-
tuted phenols or mixtures. A related technology produces large, stable particles
that can be isolated as discrete particles (52). In aqueous dispersion, the resin
structure is designed to produce a hydrophobic polymer, which is stabilized in
water by an interfacial agent.

Aqueous dispersions are used in fiber bonding, paper coating, friction and
abrasive applications, and laminates and wood bonding. Phenolic dispersions im-
prove the strength of latex-contact adhesive applications. Epoxy-modified pheno-
lic dispersions are prepared by dispersion of the phenolic epoxy resin. The sys-
tems are used for baked primer applications and bonding requirements. Mini-
mum baking conditions are 20 min at 150◦C (26).

Adhesives. Contact adhesives are blends of rubber, phenolic resin, and
additives supplied in solvent or aqueous dispersion form; they are typically ap-
plied to both surfaces to be joined (98). Evaporation of the solvent leaves an ad-
hesive film that forms a strong, peel-resistant bond. Contact adhesives are used
widely in the furniture and construction industries and also in the automotive
and footwear industries. The phenolic resins promote adhesion and act as tack-
ifiers, usually at a concentration of 20–40%. In solvent-based contact adhesives,
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neoprene is preferred, whereas nitrile is used in specialty applications. The type
and grade of phenolic resin selected control tack time, bond strength, and dura-
bility.

Neoprene–phenolic contact adhesives, known for their high green strength
and peel values, contain a resole-type resin prepared from 4-t-butylphenol. The
alkyl group increases compatibility and reduces cross-linking. This resin reacts
or complexes with the metal oxide, eg, MgO, contained in the formulation, and
increases the cohesive strength of the adhesive. In fact, the reactivity with MgO
is frequently measured to determine the effectiveness of heat-reactive phenolics
in the formulation.

Phenolic resins substantially increase open time and peel strength of the
formulation (98). For example, higher methylol and methylene ether contents of
the resin improves peel strength and elevated temperature resistance. Adhesive
properties are also influenced by the molecular weight distribution of the pheno-
lic; low molecular weight reduces adhesion (99).

Waterborne contact adhesives contain an elastomer in latex form, usually
an acrylic or neoprene-based latex, and a heat-reactive, cross-linkable phenolic
resin in the form of an aqueous dispersion. The phenolic resin improves metal ad-
hesion, green strength, and peel strength at elevated temperature. A typical for-
mulation contains three parts latex and one part phenolic dispersion (dry weight
bases). Although metal oxides may be added, reaction of the oxide with the phe-
nolic resin does not occur readily.

Bonding properties of water-based contact adhesives are similar to those
of solvent-based systems, but are free of flammability hazards. However, drying
times are longer and the bond is sensitive to moisture.

Carbonless Copy Paper. In carbonless copy paper, also referred to as
pressure-sensitive record sheet, an acid-sensitive dye precursor, such as crystal
violet lactone or N-benzoylleucomethylene blue, is microencapsulated with a high
boiling solvent or oil within a cross-linked gelatin (94,100,101) or in synthetic
mononuclear microcapsules. Microcapsules that have a starch binder are coated
onto the back of the top sheet. This is referred to as a coated-back (CB) sheet. The
sheet intended to receive the image is treated on the front (coated-front (CF)) with
an acid. When the top sheet is mechanically impacted, the dye capsules rupture
and the dye solution is transferred to the receiving sheet where the acid developer
activates the dye.
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Table 11. CF Coating Slurry Formulation

Constituent Parts

Kaolin clay 64
CaCO3 3
Colloidal silica 5.4
Hydroxyethyl starch 3
Styrene–butadiene latex 12
Novolak resin dispersion 12

The original acid–clay developers have been largely replaced by phenolic
compounds, such as para-substituted phenolic novolaks. The alkyl group on the
phenolic ring is typically butyl, octyl, nonyl, or phenyl. The acidity is higher than
that of a typical unsubstituted novolak because of the high concentration of 2,2′-
methylene bridges.

Color intensity and permanence are improved by metal carboxylate salts,
especially zinc salts (100), which catalyze the dye development and stabilize the
dye in its colored form. The substituted novolak resin, along with extender and
binder, can be applied to the receiving sheet as a solution or aqueous dispersion.
Aqueous dispersions are probably the most widely used; they are manufactured
by the resin supplier or the user from the base resin.

A typical coating composition for the CF component is shown in Table 11. It
is dried in a high velocity air oven at 93◦C.

Molding Compounds. Molding compounds were among the earliest ap-
plications for solid phenolic resins. Molding neat phenolic resin was almost im-
possible and the strength, especially on impact, was poor without reinforcement.
Combining the resin, usually a novolak, with hexa, wood-flour, or asbestos rein-
forcement, as well as pigments and additives, gave a moldable thermoset. The
molded articles exhibit high temperature, flame, and chemical resistance, reten-
tion of modulus at elevated temperature, and hardness. Systems that have good
electrical properties can be formulated at low cost. Resins can be compounded
with a choice of fillers for a variety of applications.

ASTM D4617-96 is the specification that covers phenolic molding com-
pounds. The general-purpose compounds, having good strength and electrical
properties, are used in electrical appliances, automotive ignitions, and handles.
Impact-resistant grades contain longer glass and textile fibers and rubber mod-
ifiers. Applications include pump housing and switches. Heat resistance is im-
proved by incorporating mineral and glass fillers. Electrical-grade compounds
contain mica and fiber glass fillers, and are used in specialty switches and cases.
Graphite filler reduces the coefficient of thermal expansion. Although phenolic
molding compounds compete with a wide variety of thermoset and thermoplastic
compounds, they continue to be the preferred material in numerous applications,
such as reinforced phenolic pistons in automotive disk brakes and transmission
torque converters. Table 12 lists several applications for molded phenolic parts.

Phenolic molding materials are prepared by first blending the pulverized
raw materials. In a compounding operation, the blend is passed through heated
rolls to form a sheet as the resin melts. The compounded mixture remains on
heated rolls until the desired flow and viscosity are reached. At this point, it is
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Table 12. Applications for Molded Phenolic Partsa

Market Key features Examples

Appliances Heat, moisture and
chemical resistance;
thermal and electrical
insulation

Coffee pot handle and base;
steam iron parts

Automotive and
transportation

Heat, moisture, and
hydrocarbon resistance;
dimensional stability

Disc brake caliper pistons,
transmission parts; water
pump parts, torque
converters; oil pump covers

Electrical Heat and wear resistance;
thermal and electrical
insulation

Circuit breakers; motor
control parts; commutators
and alternators

Aerospace Heat and chemical
resistance; rigidity

Interior partitions; ablative
surfaces

Packaging Dimensional stability;
chemical resistance

Closures

aRef. 102.

discharged as a thin sheet and allowed to cool. The product is then granulated
and packaged. Alternatively, a Banbury-type mixer can be used for the initial
mixing; the mix is then fed to a roll mill for finishing and sheeting. Compounding
extruders are also used and through a continuous process provide a pelletized
product.

Phenolic resins used in molding materials are predominantly novolaks with
hexa as the curing agent. Oxalic acid catalyzed novolaks and high ortho resins
are used. Resole resins may be used in place of hexa as the curing agent in cer-
tain electrical applications in which the NH3 generated from the hexa can ad-
versely affect metals such as copper and silver. Typically, the compound contains
40–50 wt% resin binder, 40–45% filler, and 5–10% pigment and additive. Fillers
and reinforcements include wood flour, nutshell flour, cellulose fiber, mica (qv),
wollastonite, mineral wool, mineral flour, glass fiber, organic fiber, carbon fiber,
clay, and talc. Additives and pigments are magnesium oxide, graphite, molyb-
denum sulfide, stearates, calcium carbonate, carbon black, nigrosine, lime, fluo-
ropolymers, and salicylic acid.

Molding materials are fabricated into articles by compression, transfer, and
injection molding processes. For compression molding, the powder is poured into
the mold cavity or a preform heated prior to molding. Temperature ranges from
140 to 190◦C and pressures from 13.8 to 55.5 MPa (2000–8000 psi). Because
the material is more fluid in the mold, transfer molding is suitable for molding
around inserts or for intricate shapes. In injection molding, cross-linking in the
barrel and sprues must be avoided.

Abrasives. Abrasive materials are either bonded or coated. Bonded phe-
nolic abrasives have superior strength and shock resistance compared to sintered
ceramic compositions. The higher stability permits higher rotational speeds for
resin-binder wheels; however, temperatures are lower than with ceramic wheels.

Synthetic aluminum oxide and silicon carbide are the principal inorganic
abrasive materials. They are used in grit sizes from 44 or finer to 1680 µm
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(12–325 mesh). The coarser grit sizes are used for rough work when wheels are
as large as 60 cm in diameter and 7.5-cm thick. These wheels are mounted in
swinging-frame grinders and used to remove surface imperfections from stain-
less steel billets. Finer grit (250 µm (60 mesh)) may be used in 45-cm-dia cutoff
wheels mounted in automatic grinders. These wheels can slice through a solid
2.5-cm steel bar in 4 s, leaving a clean, shiny cut surface.

In the usual method of manufacture, the grit is first wetted with a low vis-
cosity liquid resole phenolic resin or furfural, using 1–3 wt% of the grit. A dry
mixture of phenolic resin and fillers is added and the combination of wet grit and
powder is tumbled until each grit particle is coated. The mix is temporarily dry
and free-flowing. The powdered phenolic resin varies from 6 to 10% of the weight
of the grit. The quantity and type of filler (alumina, cryolite, iron oxide, silicate)
depend on the intended use of the wheel, whose grinding characteristics are af-
fected by the filler. The free-flowing grit resin mix is placed into the mold and
pressed at RT for 1–2 min at 13.8–34.5 MPa (2000–5000 psi). The dense form is
removed and cured for 12–24 h; temperatures are increased gradually to 185◦C
for 8–12 h. Pressing temperatures may be increased for high density structures.

Heat resistance is an important characteristic of the bond. The strength
of typical abrasive structures is tested at RT and at 300◦C. Flexural strengths
are between 24.1 and 34.4 MPa (3500–5000 psi). An unmodified phenolic resin
bond loses about one-third of its RT strength at 298◦C. Novolak phenolic resins
are used almost exclusively because these offer heat resistance and because the
moisture given off during the cure of resole resins results in undesirable porosity.
Some novolaks modified with epoxy or poly(vinyl butyral) resin are used for softer
grinding action.

Coated abrasives, such as sheets, disks, and drums, are used for polishing
and finishing. Here, too, the abrasives, such as aluminum oxide and silicon car-
bide, have replaced the flint and garnet of common sandpaper. These industrial
coated abrasives are manufactured from cloth or tough paper base. First, a coat
of medium viscosity liquid resole resin is laid down on a continuous web of the
backing. The web passes wet-side-down over a pan of grit, which adheres to it
electrostatically and remains embedded in the resin layer. Altering the strength
of the applied electrostatic field and the speed of the web can control the amount
of grit deposited, which varies from an open to a closed dense mass of abrasive.
The uncured coated sheet is partially dried in a low temperature oven at 60◦C,
and a second, thinner coating of lower viscosity liquid resole resin is applied as a
top to anchor the grit thoroughly. The coated web is taken off in rolls to be cured
at 107–120◦C for 3–4 h.

The resins should dry quickly and cure well at low temperatures. They usu-
ally are made at a high pH with high ratios of formaldehyde to phenol and held
to fairly low molecular weight. Typical viscosities are 15,000 mPa·s (=cP) at 75%
solids content for a first coat and 1000 mPa·s (=cP) at 50% solids for the top resin.
For dense backing materials, such as fiber disks, a typical resin has a viscosity of
50,000 mPa·s (=cP) at 80% solids and is cured at 148◦C. New opportunities are
arising for coated abrasive belts in high pressure grinding. High strength backing
has been developed and zirconia media are available for grinding.

Friction Materials. Phenolic friction materials are made from molding
compounds developed to meet the extraordinary demands required by friction
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elements in the transportation industries. Friction materials are used for brake
linings, clutch facings, and transmission bands. A moderately high coefficient of
friction, which is temperature-independent, is needed. In addition, the material
must be high in strength, low in wear and abrasion, and resistant to moisture
and hydraulic fluids.

In the 1980s, significant changes occurred in automotive brake elements.
Reformation of friction elements eliminated asbestos and increased employment
of disk brakes. These developments required binder resins that have higher tem-
perature performance without affecting the coefficient of friction and wear. Alter-
natives to asbestos include mineral, carbon, aramid, and metal fibers, especially
iron. Semimetallic linings contain as much as 70% iron fibers. Other inorganic
fillers include barites, alumina, lime, magnesia, and clay. Graphite and molybde-
num disulfide are used to reduce scoring.

The resins can be a novolak–hexa or a resole–novolak blend. In some ap-
plications liquid resoles are used. Addition of alkylated phenol, oil, or cashew
nutshell liquid (CNSL) reduces hardness and increases abrasion resistance. Mod-
ification by rubber improves the coefficient of friction and reduces brake fading.

Many friction material formulations contain 5–15 wt% of friction particles,
the granulated cross-linked products of the reaction of CNSL, a phenol substi-
tuted at the meta position with a C15, unsaturated side chain, and formaldehyde.
Friction particles range in size from 50 to 500 µm. They reduce frictional wear
and increase pedal softness (103).

Manufacture of friction elements includes the impregnation of fabrics and
subsequent lamination, the wet-dough process, and the dry-mix process. Ele-
ments from the last two are prepared by compression-molding the formulation
for up to an hour at 150–175◦C. Thick brake elements require a carefully con-
trolled heating-and-cooling cycle to minimize stresses created by expansion and
contraction.

Foundry Resins. In the foundry industry, phenolic resins are used as
the binder for sand in the manufacture of shell molds and cores. The two mat-
ing halves are joined by clamps or a bonding agent to form a shell mold into
which the molten metal is poured for castings. The shell is formed by depositing
a resin–sand mix on a hot metal pattern plate. After a certain period the pattern
is inverted and the excess resin–sand is removed. The sand particles are bonded
by an oven cure, and the shell is ejected from the pattern plate.

Iron is the preferred metal for casting; steel and nonferrous metals are used
in smaller amounts. Most castings are made in green sand molds, ie, uncured
molds of sand, clay, and water. However, the use of shell moldings is growing,
because such moldings permit reproducibility of castings with close dimensional
accuracy. In addition, the simplicity of equipment procedures reduces costs.

The shell-molding process, introduced in the United States in 1948, is an
important market for phenolic resins. In the original process, dry sand and pow-
dered resin (6–8%) are blended. However, because of the high binder content and
the difficulty in obtaining a uniform mix, precoating methods were developed.

Both cold- and warm-coating processes employ solutions of phenolic resins.
The principal process used for foundry resins is the hot-coating process. It is the
fastest, least expensive, and safest process, and it requires no volatile removal.
The sand is heated to 135–170◦C in a muller, and solid novolak resin in flake
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form is added, which melts quickly and coats the sand. A lubricant may be added
at this point. After 1 min of mulling, the batch is cooled by adding water, which
evaporates rapidly.

Hexa, which is not supplied with the resin, is usually added either with the
water as a solution or just before or immediately after the water addition. By
quenching the mix with water, the resin-coated sand is cooled to a point where
there is no significant reaction with the curing agent. Any reaction between the
resin and the hexa in the muller affects the bonding properties of the coated sand.
As the batch cools and begins to break up, more lubricant may be added, which
remains on the outside of the coated grains where it is most effective.

The total cycle time for most production batches is 2.5–3.5 min, consider-
ably shorter than the cold- or warm-coating processes. Although a few available
units have large capacity per batch, high production rates are possible because
of the short cycle. While one batch is being mulled, sand for the next batch can
be heated. The typical flake phenolic is an intermediate melting-point novolak
containing 4% lubricant.

Laminates. Laminate manufacture involves the impregnation of a web
with a liquid phenolic resin in a dip-coating operation. Solvent type, resin concen-
tration, and viscosity determine the degree of fiber penetration. The treated web
is dried in an oven and the resin cures, sometimes to the B-stage (semicured). Fi-
nal resin content is between 30 and 70%. The dry sheet is cut and stacked, ready
for lamination. In the curing step, multilayers of laminate are stacked or laid up
in a press and cured at 150–175◦C for several hours. The resins are generally low
molecular weight resoles, which have been neutralized with the salt removed.
Common carrier solvents for the varnish include acetone, alcohol, and toluene.
Alkylated phenols such as cresols improve flexibility and moisture resistance in
the fused products.

Industrial laminates are composed of two or more webs in sheet form that
have been impregnated with a thermosetting resin and molded under heat and
pressure. The web is usually made of cellulose paper, cotton fabric, glass cloth,
glass mat, asbestos paper, wood veneer, and similar materials. Laminates are
manufactured in sheets, rods, tubes, and special shapes, which can be machined
by common methods to produce parts for a wide range of uses. An important
example is in printed-circuit applications, which require varnishes that impart
electrical properties, punchability, machinability, and hot-solder and solvent re-
sistance to the laminate. General-purpose laminates are used in gears, spacers,
cams, ball-bearing retainer rings, and other structural parts requiring machin-
ability as well as moisture, oil, and impact resistance.

A decorative laminate is composed of layers of resin-impregnated paper,
which have been molded together under heat and pressure to form a solid ho-
mogeneous sheet. The component parts are composed of corestock impregnated
with phenolic, print, and overlay. The corestock confers body and strength. The
print sheet provides the design characteristic; it is impregnated with melamine
resin, as is the overlay sheet that imparts abrasion protection to the print sheet.
Approximately seven sheets of phenolic-impregnated corestock are covered with
one print sheet, which, in turn, is covered with one overlay sheet. This combina-
tion is molded against polished steel plates to obtain the desired finish, usually
satin or gloss.
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The type of varnish used in the process depends on the kraft paper manu-
facturer and basis weight of the papers; the machine, temperature, and control
(scraper bars, squeeze rolls) used; the method of cutting the paper to size; the
laminate being produced (post-forming or regular); and the press-cure cycle.

Air and Oil Filters. Liquid resole resins are used to coat and penetrate
the cellulose fibers of filters and separators in order to increase strength and
stiffness and protect against attack by the environment. The type of phenolic to
be used depends on both the final property requirements and the papermaking
process.

Air and oil filters are made by a dry-web process in which the filter paper
is dried over heated metal drums. The paper is saturated with the phenolic resin
solution, either off- or on-line, and dried in an oven advancing the resin to the
B-stage (semicured). The sheet, containing 20–30% resin, is rolled and shipped to
the filter-unit manufacturer, where the sheet is convoluted and the filter assem-
bled and cured to the C-stage (fully cured).

The resins used in air and oil filters are moderate-to-low molecular weight,
catalyzed by caustic in one step; 10–20% alcohol is added; solids content is in the
range of 50–60%. These resins are designed to penetrate the sheet thoroughly,
yet not to affect the porosity of the paper. In the B-stage, the resin must have
sufficient flexibility to permit pleating; the C-stage should have stiffness and re-
sistance to hot oil.

Wood Bonding. This application requires large volumes of phenolic
resins (5–25% by weight) for plywood, particle board, waferboard, and fiberboard.
Initially, phenolic resins were used mainly for exterior applications, whereas UF
was used for interiors. However, the concern over formaldehyde emission has
caused the replacement of UF by phenol–formaldehyde adhesives.

Different phenolic resins are used for different types of wood; for example,
plywood adhesives contain alkaline-catalyzed liquid resole resins. Extension with
a filler reduces cost, minimizes absorption, and increases bond strength. These
resins have an alkaline content of 5–7% and are low in free phenol and formalde-
hyde. Because many resins have a high water content and limited storage stabil-
ity, they are frequently made at or near the mill producing the plywood product.
The plywood veneers are dried, coated with resin, stacked for pressing, and cured
at 140–150◦C.

Particle board and wood chip products have evolved from efforts to make
profitable use of the large volumes of sawdust generated annually. These products
are used for floor underlayment and decorative laminates. Most particle board
had been produced with UF adhesive for interior use; resin demand per board
is high due to the high surface area requiring bonding. Nevertheless, substantial
quantities of phenol–formaldehyde-bonded particle board are produced for water-
resistant and low formaldehyde applications.

The phenolic resins used for particle board are NaOH-catalyzed resoles of
low viscosity and high water miscibility, similar to the liquid resole adhesives
used in plywood manufacture. The higher resin and caustic content of the board
frequently necessitates the addition of hydrophobic agents such as wax emulsions
to increase the barrier properties of the board. The adhesive is applied to the
particles in thin streams using high agitation to maximize material usage. Boards
are cured in presses for 5–10 min at 150–185◦C.
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Waferboard, a more recent wood construction product, competes more with
plywood than with particle board. Waferboard and strand board are bonded with
solid, rather than liquid, phenolic resins. Both pulverized and spray-dried, rapid-
curing resins have been successfully applied. Wafers are dried, dusted with pow-
dered resin and wax, and formed on a caul plate. A top caul plate is added and the
wafers are bonded in a press at ≈180◦C for 5–10 min. Physical properties such as
flexural strength, modulus, and internal bond are similar to those of a plywood of
equivalent thickness.

Fiberboard or hardboard is made of low grade wood and wood waste. In the
wet production process, a sheet is produced on a papermaking machine, such as a
fourdrinier. A liquid resole is usually added to the beater section and precipitated
onto the wood fibers by adjusting the pH. The moderately dry felt is further dried
and cured in an off-line press.

Fiber Bonding. In fiber bonding, the resin is used as a binder in such
products as thermal insulation batting, acoustic padding, and cushioning ma-
terials. All these materials consist of long fibers (glass or mineral fiber, cotton,
polyester) laid down in a randomly oriented, loosely packed array to form a mat.
They are bonded with resin to preserve the special insulating or cushioning
quality of the mat.

In the dry-bonded process, fibers are reclaimed from woven textile scraps
and powdered resin. Automotive acoustical padding (cotton and synthetic organic
fiber) and thermal insulation batting (glass fiber) are made by this process. Inor-
ganic and/or organic fibers are picked open to allow distribution of the phenolic
resin among individual fibers. The fiber–resin mixture is formed into a blanket
by cross-lapping a series of webs or by being blown into a chamber for deposi-
tion. The blanket is oven-cured to fuse the resin. Oven temperatures, dwell times,
molding temperatures, and cycle times vary, depending on the type of fiber and
curing characteristics of the resin.

The wet-bonded process uses virgin fiber spun from molten glass and liq-
uid water miscible resin. High grade, thermal insulation batting is made by this
process. The most common wet-bonded process for manufacturing glass or rock-
wool, thermal insulation batting employs steam- or air-blowing. A stream of
molten glass falls from the melting furnace into a rapidly spinning platinum
cylinder. Centrifugal force causes the glass to be extruded through many small
holes in the cylinder wall. At the outside, the fibers are attenuated (drawn) by
the action of a jet flame from burners located around the spinning cylinder. Spray
nozzles located just below this unit apply liquid binder resin to the fibers, which
are sucked onto a moving screen to form a continuous mat. The mat is conveyed
through a forced hot-air curing oven similar to that used in the dry-bonded pro-
cess. Curing is followed by cool-down, trimming, slitting, and roll-up.

Fiber bonding resins are marketed in the form of finely pulverized powders
of novolak/hexa mixtures or resoles and water-miscible liquids. Resole resins are
the standard for the fiber bonding industry. They have excellent curing properties
and low content of solvent extractables after curing. Bond strength to the fiber is
high and resin usage is low. Solid resole resins must be stored cool to reduce
sintering and aging.

Novolak-based resins are primarily used for organic fibers. They require a
cross-linking reagent, usually hexa, for cure. Bond strength is good, producing
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Table 13. Mechanical Properties of Compositesa

Matrix resin Flexural strength,b MPac Elongation, % Notched Izod, J/md UL-94

Phenolic 228 2 1868 V0
Polyester 276 1.75 960 Burns
Vinyl ester 310 2 1227 Burns
aGlass content, 60%.
bFor all three matrix resins, the flexural modulus is 12 GPa (1.7 × 106 psi).
cTo convert MPa to psi, multiply by 145.
dTo convert J/m to ft·lbf/in., divide by 53.38.

bonded mats that have high tensile strengths. The storage stability is also good,
so that refrigeration is rarely required. A typical binder mix produced by the
customer consists of phenolic resin, urea, hydrocarbon oil or wax emulsion, am-
monium sulfate, and occasionally a silane adhesion promoter; it is diluted with
water to 5–10% solids content. The urea acts as a scavenger for the free formalde-
hyde (5–8%) invariably present, both as an inexpensive extender and, owing to
its high nitrogen content, as an antismoldering agent. The oil or wax emulsion
acts as a fiber lubricant and dust suppressant, the ammonium sulfate as a cure
accelerator, and the silane as an adhesion promoter. The large volume of water
in the binder mix cools the newly spun fibers, thus preventing premature resin
cure, ie, before the mat has been formed and compressed to the proper thickness.
All water-miscible resins must be stored under refrigeration.

Composites. There has been substantial progress in improving the pro-
cessability of phenolics in composite materials (104–106) to the point where a
variety of materials are available for pultrusion, filament winding, and resin-
transfer molding (see COMPOSITES, FABRICATION). More complicated composite sys-
tems are based on aramid and graphite fibers.

Epoxy resins are usually superior to phenolics because of better adhesion,
lower shrinkage on curing, and a much lower volatile content. Nevertheless, there
are many specific applications for phenolic resins, including formable laminates
and sheet-molding compounds having low flammability and smoke generation.
These systems are suitable for aircraft interiors. Another area is in binders for
carbon–carbon composites for applications such as in ablative coatings of reentry
vehicle and aircraft brakes. The high char yield and the strength and porosity
of the char are important in these applications. Finally, phenolic novolaks are
effective curing agents for epoxies, and epoxidized novolaks are being used in
applications requiring high functionality and high cross-link density.

Glass-Reinforced Composites. These composites are prepared from SMC
and by liquid injection molding, (LIM). Phenolic resins are usually not amenable
to LIM because of the volatiles generated. However, a resin suitable to LIM
has been prepared (107). The properties of the 60% glass-mat-reinforced product
obtained from this resin were compared to conventional isophthalic polyester and
vinyl ester sheet-molding compounds at equivalent glass loading; the mechanical
properties are shown in Table 13 (108,109). The phenolic resin systems have
slightly lower strength values but measurably higher impact resistance. In addi-
tion, the phenolic glass composite has a UL-94 V0 rating, whereas the polyester
SMC burns.
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Table 14. Strength Properties of Phenolic–Carbon-Fiber Composites

Resin, %

Phenolic

Property 40 35 Epoxy novolak, 27

Tensile strength, MPaa 115 63 64
Flexural strength, MPaa 183 126 110
Flexural modulus, GPab 15.8 6.3 6.4
aTo convert MPa to psi, multiply by 145.
bTo convert GPa to psi, multiply by 145,000.

A patent describes the glass-reinforced pultrusion of phenolic resin compos-
ites (110). In pultrusion, bundles of continuous fiber are wetted with resin and
shaped and cured through a series of heated dies. A sulfonic acid accelerates
the cure rate, which must be high. The mechanical properties are reported to be
equivalent to those obtained from conventional unsaturated polyesters, but the
heat-distortion temperature and flammability resistance are superior. An acid-
free phenolic pultrusion system has been announced that can produce large pan-
els for buildings, ships, aircraft, and mine ducts. The system involves an injection-
type die rather than conventional dip tanks, and up to 70% glass loadings can be
attained (111).

Phenolic sheet-molding compound is seeing increased use in interior and
exterior applications in mass transit. The trains in service on the English Chan-
nel tunnel have several panels made from phenolic SMC, which had to meet the
strict European safety standards for fire and smoke generation.

Phenolic resin prepregs on glass fibers are prepared from alcohol solution
and occasionally from aqueous solutions. The glass web is dipped in a tank con-
taining resin solution; the resin content in the web is controlled by metering rolls.
The wet web is dried in a horizontal or vertical oven arrangement and cured to
B-stage of the resin. The dry web is cut, stacked, and stored under refrigeration
until used in a laminate. Depending on the application, the prepreg can be rigid,
similar to the epoxy-type prepregs used in laminated circuit boards, or soft and
flexible, which provides the tack and drape required to conform to a shaped ar-
ticle. Autoclave molding is essential for shaped articles to reduce void formation
by trapped air and volatiles. Examples of shaped articles include interior parts
of commercial airplanes such as the composite duct assembly, based on wrapped
phenolic – fiber glass, being used on the Boeing 737. Although not equal to epoxy-
prepreg systems in strength, phenolic resins provide superior flammability resis-
tance and lower smoke toxicity, because antimony and halogens are absent.

Carbon-Fiber Composites. Cured laminates of phenolic resins and
carbon-fiber reinforcement provide superior flammability resistance and ther-
mal resistance compared to unsaturated polyester and epoxy. Table 14 shows
the dependence of flexural strength and modulus on phenolic–carbon-fiber com-
posites at 30–40% phenolic resin (112). These composites also exhibit long-term
elevated temperature stability up to 230◦C.
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Carbon–Carbon Composites. Above 300◦C, even such polymers as pheno-
lics and polyimides are not stable as binders for carbon-fiber composites. Carbon–
carbon composites are used at elevated temperatures and are prepared by im-
pregnating the fibers with pitch or synthetic resin, followed by carbonization,
further impregnation, and pyrolysis (112).

Carbon–carbon composites are used in high temperature service for
aerospace and aircraft applications as well as for corrosion-resistant indus-
trial pipes and housings. Applications include rocket nozzles and cases, aircraft
brakes, and satellite structures. Carbonized phenolic resin with graphite fiber
functioned effectively as the ablative shield in orbital reentry vehicles for many
years (113).

Phenolic and furfuryl alcohol resins have a high char strength and penetrate
into the fibrous core of the fiber structure. The phenolic resins are low viscosity
resoles; some have been neutralized and have the salt removed. An autoclave is
used to apply the vacuum and pressure required for good impregnation and suf-
ficient heat for a resin cure, eg, at 180◦C. The slow pyrolysis of the part follows;
temperatures of 1000–1800◦C are recommended for the best properties. On occa-
sion, temperatures above 1800◦C are used and constant weight is possible even
up to 2760◦C (114). A new process for carbon–carbon composite has been devel-
oped for engine components using phenolic resin and PAN fiber to produce near
netshape parts (115,116).

Nanocomposites. Work conducted at Toyota in nylon-6 nanocomposites
has generated several commercial products and stimulated substantial interest
in a variety of polymer/nanoclay systems (see NANOCOMPOSITES, POLYMER-CLAY).
The melt intercalation and curing behavior of phenolic resin were investigated
using layered silicates such as montmorillonite and alkyl ammonium modified
layered silicates. It was found by X-ray diffraction that the uncured phenolic was
effectively intercalated. Depending on the surface treatment, the resulting inter-
action between organic modifier and phenolic resin played an important role in
determining the stable nauostructure and the final morphology of the layered
silicate composite (117,118).

The diagram below shows a representation of a polymer–clay, nanocompos-
ite (qv).

Liquid-Injection Molding. In LIM, monomers and oligomers are injected
into a mold cavity where a rapid polymerization takes place to produce a ther-
moset article. Advantages of these processes are low cost, low pressure require-
ment, and flexibility in mold configuration. Conventional systems, such as iso-
cyanate with polyol, release little or no volatiles. The generation of substantial
volatiles in the mold is obviously undesirable and has represented a significant
obstacle to the development of a phenolic-based LIM system. A phenolic LIM sys-
tem based on an anhydrous high ortho liquid resole has been reported (119,120).
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Formaldehyde is present in the form of both methylol and phenolic hemifor-
mals. A formaldehyde/ phenol ratio of ≈1.5–1.0 is used at a pH of 4–7. Divalent
salts catalyze the reaction at 80–90◦C for 5–8 h and the water is removed by an
azeotropic solvent. Uncatalyzed resoles have excellent storage stability.

An important aspect of this procedure is the use of latent acid catalysts,
such as phenyl hydrogen maleate, phenyl trifluoracetate, and butadiene sulfone.
These catalysts reduce the peak exotherm from over 200◦C to 130–160◦C. The
resin catalyst mixture has a working life of up to several days at RT. The elevated
temperature of molding these latent catalysts generates the corresponding acids,
namely, maleic, trifluoracetic, and phenolsulfonic, which catalyze the resole
reaction. Typically, a cycle time of 1–2 min is required for a mold temperature of
∼150◦C.

The water liberated during the cure has no apparent effect on the compos-
ite properties. Glass-filled composites prepared in this manner retain mechani-
cal properties at elevated temperatures as well as solvent and flammability re-
sistance (108,109). Phenolic–graphite-fiber composites that exhibit superior me-
chanical properties have also been prepared by this process.

Foam. Phenolic resin foam is a cured system composed of open and closed
cells with an overall density of 0.16–0.80 g/cm3. Principal applications are in the
areas of insulation and sponge-like floral foam. The resins are aqueous resoles
catalyzed by NaOH at a formaldehyde/phenol ratio of ≈2:1. Free phenol and
formaldehyde content should be low, although urea may be used as a formalde-
hyde scavenger.

The foam is prepared by adjusting the water content of the resin and
adding a surfactant (eg, an ethoxylated nonionic), a blowing agent (eg, pentane,
methylene chloride, or chlorofluorocarbon), and a catalyst (eg, toluenesulfonic
acid or phenolsulfonic acid). The sulfonic acid catalyzes the reaction, while the
exotherm causes the blowing agent, emulsified in the resin, to evaporate and ex-
pand the foam (121). The surfactant controls the cell size as well as the ratio
of open-to-closed cell units. Both batch and continuous processes are employed.
In the continuous process, the machinery is similar to that used for continuous
polyurethane foam.

The properties of the foam depend mainly on density and the cell charac-
ter. For insulation, a high content of closed cells, along with an encapsulated
fluorocarbon blowing agent, is desired. The foam must have sufficient strength
and be able to resist smoldering, ie, a glowing combustion characteristic of early
foams. Smoldering is controlled by additives and foam structure. For floral foam,
lower density and an open-cell structure having low toughness are desirable. Flo-
ral foam usually contains a wetting agent in the formulation to ensure the rapid
uptake of water.

An all-phenolic sandwich structure for aircraft interior applications has
been developed using syntactic and expandable semisyntactic phenolic foam.
The parts have outstanding fire behavior and are moldable to complex sandwich
cores (117,118).

When smoldering is eliminated, phenolic foams exhibit excellent flammabil-
ity resistance. Their LOI is 32–36%, and their smoke density is lower than that
of polyisocyanurate foam of similar density. High thermal insulation K values
have been obtained on foams of small cell size containing fluorocarbon blowing
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Table 15. Physical Properties of Phenolic Microballoons

Property Value

Average particle size, µm 43
Typical particle range, µm 20–120
Liquid displacement density, g/cm3 0.15–0.35
Bulk density, g/cm3 0.07–0.15
Toluene flotation, % ∼90

agents. Phenolic foams are used for building products and warehouse insulation
and ASTM C1126-00 is the standard for faced or unfaced rigid cellular phenolic
thermal insulation.

Honeycombs. Honeycomb structures usually involve resin-treated pa-
pers and fiberglass, sometimes with a core filler and surface skins bonded to the
honeycomb. Uses can be in aircraft interior panels as well as more demanding
parts. Phenolic resin-impregnated aramid paper honeycomb cores have been de-
veloped for fighter aircraft applications. These new honeycomb structures provide
greater structural strength than other honecomb products currently available.
One particular part application is the inlet cowl, which incorporates a complex
structure, core machining, and core forming (122).

Spheres. Hollow spherical fillers have become extremely useful for the
plastics industry and others. A wide range of hollow spherical fillers are currently
available, including inorganic hollow spheres made from glass, carbon, fly ash,
alumina, and zirconia; and organic hollow spheres made from epoxy, polystyrene,
UF, and phenol–formaldehyde. Although phenol–formaldehyde hollow spheres
are not the largest volume product, they serve in some important applications
and show potential for future use.

In an early process by Sohio, a variety of compositions were produced by dis-
solving a film-forming polymer in a solvent (or water), adding a blowing agent,
and spray drying the resulting solution under carefully controlled conditions.
The use of spray drying to produce discrete, uniform hollow spheres, organic or
inorganic, requires high skills in formulation, process control, and engineering.
Some of the organic materials described include phenolic resins, poly(vinyl alco-
hol), polystyrene, methylcellulose, and protein. In the case of the phenolic resins,
water-miscible resoles were used; water was the solvent and ammonium carbon-
ate – ammonium nitrate or dinitrosopentamethylenetetramine was the blowing
agent. Hollow phenolic spheres in sizes of 5–50-µm dia were obtained. The prin-
cipal intended use was as a floating cap on petroleum naphtha and crude oil to
retard evaporation.

Emerson & Cumming, Inc., eventually bought the rights to the Sohio pro-
cess and produced a variety of microspheres. Union Carbide was licensed to pro-
duce the phenolic microspheres offered under the name Phenolic Microballoons
(Table 15). When Phenolic Microballoons are introduced into a crude-oil storage
tank, they form a fluid seal that rises and falls with the level of the oil. A contin-
uous vapor-barrier seal is formed, which reduces evaporational losses up to 90%.
Tests have been conducted under various mechanical and weather conditions and
with crude oils of varying vapor pressure.
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Phenolic Microballoons applications in plastics take advantage of low den-
sity, porosity, and surface-to-volume ratio to produce lightweight parts. Probably
the most notable example is the syntactic foam.

While a conventional foam uses a blowing agent to form a cellular struc-
ture as the resin sets, syntactic foams are made by incorporating hollow spheres
into liquid resins, especially epoxy resins in the case of Phenolic Microballoons,
although urethanes and polyesters are also used. Having a continuous polymer
phase and taking advantage of the high compressive strength of the spheres, syn-
tactic foams can be made much stronger than conventional foams. In addition,
they are being formed in place. As a result, syntactic foams have become widely
used as a modeling, styling, and structural core material in automotive, marine,
and aerospace applications.

A mixture of Phenolic Microballoons and resin binder has a putty-like con-
sistency. It can be molded to shape, trowelled onto surfaces, or pressed into a
core. Curing gives a high strength, low density (0.144 g/cm3) foam free of voids
and dense areas, and without a brittle skin. Syntactic foams are used in widely di-
verse applications, including boat flotation aids; structural parts in aircraft, sub-
marines, and missiles; structural cores for wall panels; and ablative heat shields
for reentry vehicles and rocket test engines.

Microballoons have been used for gap filling, where the spheres dampen
sound or vibration in the structure. In the medical area, microballoons have
been evaluated as a skin replacement for burn victims and phantom tissue for
radiation studies. An important application is in nitroglycerin-based explosives,
in which microballoons permit a controlled sequential detonation not possible
with glass spheres.

In the 1990s, carbon microbeads have been produced by a proprietary pro-
cess using phenolic resin. Potential applications are lubricants, adhesives, and
conductive fillers for plastics, rubbers, and coatings (123).

Fibers. The principal type of phenolic fiber is the novoloid fiber (124).
The term novoloid designates a content of at least 85 wt% of a cross-linked no-
volak. Novoloid fibers are sold under the trademark Kynol, and Nippon Kynol
and American Kynol are exclusive licensees. Novoloid fibers are made by acid-
catalyzed cross-linking of melt-spun novolak resin to form a fully cross-linked
amorphous network. The fibers are infusible and insoluble, and possess physi-
cal and chemical properties that distinguish them from other fibers. Applications
include a variety of flame- and chemical-resistant textiles and papers as well as
composites, gaskets, and friction materials. In addition, they are precursors for
carbon fibers.

The fibers are prepared from a high molecular weight novolak resin. Un-
cured fibers are prepared by melt-spinning the novolak. These fibers are then im-
mersed in aqueous formaldehyde solution containing an acidic catalyst. As heat
is applied, curing commences and the novolak resin is transformed into a cross-
linked network through the formation of methylene and dibenzyl ether linkages.
The final cross-linked structure is free of molecular orientation, and the density
of cross-linking is low. The fiber contains ≈5 wt% unreacted methylol groups,
which can be utilized in the formation of novoloid-fiber composites, or be reduced
by heating the cured fiber to 180◦C.



Vol. 9 PHENOLIC RESINS 619

Optimum mechanical properties of the fibers are developed provided the
precursor novolak filaments are less than 25 µm in diameter to ensure sufficient
diffusion of the formaldehyde and catalyst into the fiber. The individual fibers
are generally elliptical in cross section. Diameters range from 14 to 33 µm (0.2–
1.0 tex or 2–10 den) and fiber lengths are 1–100 mm. Tensile strength is 0.11–
0.15 N/tex (1.3–1.8 g/den) and elongation is in the 30–60% range. Elastic recovery
is as high as 96%.

The LOI of novoloid materials varies with the particular structure (fiber,
felt, fabric) being evaluated; it is generally in the 30–34% range. By comparison,
aramid fiber has a LOI of 28–31 and wool of 24. When exposed to flame, novoloid
materials do not melt but gradually char until completely carbonized. The high
strength of the phenolic char results in the fiber retaining its original fiber struc-
ture, and the char effectively absorbs heat from the materials. When novoloid
products are exposed to flame, the products of combustion are principally H2O,
CO2, and carbon char. Smoke emission is minimal, less than that of any other
organic fiber.

Applications for novoloid fibers include a variety of flame-resistant protec-
tive clothing, safety accessories, and flame barriers for upholstered furniture. As
an asbestos replacement, novoloid fibers have been used in gasketing, packings,
brake linings, and clutch facings. In electrical applications, novoloid fibers and
papers can be used as flameproof coatings and as wrapping tapes in wire and
cable applications.

The novoloid molecular structure includes methylol groups, which are avail-
able for cross-linking with reactive sites in the matrix material. The ability of the
fibers to react with matrix resins yields synergistic improvements in the prop-
erties of the composite. Novoloid fibers have been incorporated into composites
with thermoplastic resins such as polypropylene, PVC, and polyamide polyesters.
Thermosetting resins include phenolics, epoxies, and melamines. In certain elas-
tomers, the methylol reactivity can be used to upgrade the high temperature
performance, for example, in chlorinated polyethylene. A process has been an-
nounced that produces carbonized Kynol fiber having extremely high surface area
(125).
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PHOSGENE

Introduction

Phosgene [75-44-5] (carbonyl chloride, carbon oxychloride, chloroformyl chloride),
Cl2CO, is a colorless liquid with a low boiling point. The compound was first pre-
pared in 1812 by J. Davy from the photochemical reaction of carbon monoxide
and chlorine. Phosgene may be formed at elevated temperatures by oxidation of
chlorinated solvents (1–5). Phosgene has been used in the preparation of a great
variety of chemical intermediates. In addition, it is now widely used in the prepa-
ration of isocyanates, which are then used in the preparation of Polyurethanes
(PUR), in the manufacture of Polycarbonates, and in the synthesis of chlorofor-
mates and carbonates, which are used as intermediates in the synthesis of phar-
maceuticals and pesticides. Because of phosgene’s toxicity, a high level of safety
technology has been developed to ensure its safe handling.

Properties

Some physical properties of phosgene are listed in Table 1. At room tempera-
ture and pressure, phosgene is a colorless gas. Impurities may discolor phosgene,
tranforming it from clear to pale yellow to green. Phosgene has a characteristic
odor. At the time of intital exposure, the odor of phosgene gas can be detected only
briefly. At ca 0.5 ppm in air, the odor has been described as pleasant and similar
to that of newly mowed hay or cut green corn. However, at high concentrations,
the odor may be strong, stifling, and unpleasant.
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Table 1. Some Physical Properties of Phosgenea

Properties and characteristics Value

Molecular weight 98.92
Melting point, ◦C −127.84
Boiling point, ◦Cb 7.48
Density at 20◦C, g/cm3 1.387
Vapor pressure at 20◦C, kPac 161.68
Vapor density (air = 1.0) 3.4
Critical temperature, ◦C 182
Density at critical point, g/cm3 0.52
Critical pressure, MPad 5.68
Latent heat of vaporization, at 7.5◦C, J/ge 243
Molar heat capacity of liquid, at 7.5◦C, J/Ke 100.8
Molar heat of formation, kJe

From elements 218
From CO and Cl2 108

Molar entropy, J/Ke

At 7◦C 280
At 25◦C 284

Surface tension, mN/m (=dyn/cm)
At 0.0◦C 34.6
At 16.7◦C 20.1
At 34.5◦C 17.6
At 46.1◦C 15.9

aRef. 6.
bAt 101.3 kPac = 1 atm.
cTo convert kPa to psi, multiply by 0.145.
dTo convert MPa to psi, multiply by 145.
eTo convert J to cal, divide by 4.184.

In general, phosgene is soluble in aromatic and aliphatic hydrocarbons, chlo-
rinated hydrocarbons, and organic acids and esters. It is removed easily from sol-
vents by heating or sparging with air or nitrogen, but because of its toxicity, great
care must be taken to control its presence in the atmosphere.

Phosgene is a planar molecule. The interatomic distances are 0.128 nm for
C O and 0.168 nm for C Cl (1). The Cl C Cl angle is 117◦. Infrared, ultraviolet,
and Raman spectral properties are described in References 7,8–9.

Reactions. Phosgene interacts with many classes of inorganic and or-
ganic reagents. The reactions are described extensively in the literature, eg, see
References 10,11–12. Reaction with sodium takes place at room temperature, but
reaction with zinc requires warming.

Oxides and sulfides of metals react with phosgene at elevated temperatures,
usually yielding very pure chlorides. The reaction of phosgene with cadmium
sulfide is a good method for preparing carbonyl sulfide (carbon oxysulfide), COS.
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The reactions of phosgene with calcium, magnesium, tin, and zinc oxide have
been described (13–18). The reactions of titanium oxide with phosgene, tungsten
trioxide with phosgene, and the chlorination of oxides of interest in the nuclear
field, especially uranium oxide, plutonium oxide, and thorium oxide, have also
been characterized (19–24).

Phosphates and silicates of metals often react with phosgene at elevated
temperatures and yield the metal chloride and phosphorus oxychloride or silicon
dioxide. The reaction with ferric phosphate at 300–350◦C has been proposed as a
synthetic method for phosphorus oxychloride, POCl3.

Anhydrous aluminum chloride forms a variety of complexes with phosgene,
eg, Al2Cl6·5COCl2 at low temperatures, Al2Cl6·3COCl2 at 30◦C, and Al2Cl6·COCl2
at above 55◦C. Reaction with aluminum bromide yields carbonyl bromide, COBr2,
and aluminum chlorobromide, AlCl2Br. Reaction of antimony trifluoride with
phosgene and chlorine yields carbonyl fluoride (25). Phosgene reacts with sodium
fluoride and HCN, yielding phosgene fluorocyanide and carbonyl fluoride (26).

Phosgene reacts slowly with cold water to produce CO2 and HCl, and more
quickly at higher temperatures (27). In the reaction of gaseous phosgene with
water, it is difficult to get the necessary intimate mixing of the gas and the water.

Ammonia reacts vigorously with phosgene. The products are urea, biuret,
ammelide (which is a polymer of urea), cyanuric acid, and sometimes cyamelide
(which is a polymer of cyanic acid). The secondary products probably arise
through the very reactive intermediate carbamyl chloride, NH2COCl.

Phosgene reacts with a multitude of nitrogen, oxygen, sulfur, and carbon
centers. Reaction with primary alkyl and aryl amines yields carbamoyl chlorides
which are readily dehydrohalogenated to isocyanates:

Secondary amines form carbamoyl chlorides:

α-Amino acids react readily with phosgene to form oxazolidine-2,5-diones:
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Hydrazine reacts with phosgene, yielding carbohydrazide:

The reaction of phosgene with alcohols yields chloroformates, and with a
basic catalyst present, carbonates are formed.

This reaction is commercially important since it serves as a basis for the
manufacture of Polycarbonates.

Carboxylic acids react with phosgene to produce give acid chlorides (28).

Ketones also react with phosgene:

Amides react with phosgene to yield nitriles (qv).

Phosgene can also initiate ring opening.

Although POCl3 is the traditional reagent in the Vilsmeier aldehyde synthe-
sis, phosgene may be employed and its role, as well as that of the intermediates,
has been studied extensively (29–31).

Manufacture

Phosgene is manufactured by the reaction of carbon monoxide with chlorine over
activated carbon. However, depending on the quantity of phosgene needed and
the availability of the raw materials, numerous variations of this basic synthetic
process are being practiced. Continuous processing and a high degree of automa-
tion are required for phosgene purification, condensation, and storage. Because
of its toxicity, careful and extensive safety procedures and safety equipment are
incorporated in plant design and operation. The entire phosgene manufacturing
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Fig. 1. Manufacture of phosgene from carbon monoxide and chlorine.

process consists of preparing and purifying carbon monoxide, preparing and pu-
rifying chlorine, metering and mixing of the reactants, reacting the mixed gases
over activated carbon, purifying and condensing the resulting phosgene, and re-
covering trace phosgene to assure worker and environmental safety.

Carbon monoxide may be manufactured according to standard processes
from coke, ie, from coal, or by controlled oxidation of hydrocarbon fuels. A carbon
monoxide process that yields a gas of the highest possible purity must be cho-
sen. Noncondensable impurities are particularly objectionable since their pres-
ence makes the recovery of all the phosgene difficult. Water must be removed
from the starting gas to preclude hydrochloric acid formation in the converter.
The hydrocarbon and hydrogen content should be minimized because reaction of
chlorine with methane or hydrogen could ignite a reaction between chlorine and
steel, thereby destroying the equipment. Other impurities might poison the cata-
lyst. Sulfides must be excluded since they produce sulfur chlorides which usually
are very undesirable impurities. The chlorine must be as dry and pure as the
carbon monoxide so as to avoid corrosion of the equipment and decomposition of
phosgene by water and other impurities.

Activated carbon of high adsorptive capacity is suitable for use as a catalyst;
it need not be treated with metallic salts or other substances. If starting mate-
rials of high purity are employed, excellent and economic catalyst efficiency is
obtained. A special carbon catalyst has been shown to give lifetimes that are 5–
10 times longer than that of conventional activated carbon and also significantly
lower levels of the by-product, carbon tetrachloride (32).

The phosgene generators employed are relatively simple tubular heat ex-
changers that are filled with granulated activated carbon. Because the reaction
is rapid and exothermic, efficient heat removal is important since decomposition
of phosgene into its starting materials begins to take place at 200◦C. The temper-
ature of the carbon bed in the initial reaction zone of the tubes can reach 400◦C,
but it rapidly falls to product temperatures of 40–150◦C. The reaction is normally
run at normal pressure or at a slight excess pressure. A phosgene generation
system which monitors the phosgene requirements of a plant and responds by
producing only the needed amounts has been developed (33,34).

A flow diagram of the production of phosgene appears in Figure 1. Car-
bon monoxide and chlorine gas are mixed in equimolecular proportions. A small
amount of excess carbon monoxide is used to ensure complete reaction of the
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chlorine. The product gases can be condensed to liquid phosgene and uncon-
densed gases, which are then scrubbed for removal of remaining phosgene. Un-
condensed gaseous phosgene can be employed for in-line operations. The solvent
used for absorption is typically the solvent used in a later process step. The re-
maining nonabsorbable gas stream is fed to the waste gas treatment system to
be freed from phosgene.

Several methods of decomposing phosgene in waste gas streams are used.
These are as follows:

Decomposition by caustic scrubbing. The waste gas stream is led through
packed towers where a sodium hydroxide solution is introduced at the top of the
towers. Venturi scrubbers could also be used. Make-up sodium hydroxide is added
under pH control. The efficiency of scrubbing concentrated phosgene gas with
caustic decreases significantly at caustic concentration below 4 wt% NaOH (35).

Decomposition with moist activated carbon. The waste gas stream is passed
through packed activated carbon towers where water is fed at the top of the tow-
ers. The water is normally recycled. If the hydrochloric acid concentration in the
recycled water exceeds 10%, the decomposition efficiency is greatly reduced. Thus
a sufficient supply of fresh water must be assured (36).

Combustion. The waste gas stream is burned to convert phosgene to carbon
dioxide and hydrochloric acid. An advantage of this method is that all components
of the waste gas, such as carbon monoxide and solvent, are burned (37).

The outlet gas from the phosgene decomposition equipment is continuously
monitored for residual phosgene content to ensure complete decomposition.

Analytical and Test Methods

Phosgene in air and in mixture with other gases can be detected by a variety
of methods (38). Trace quantities to a lower limit of 0.05 µg/L air can be de-
tected by uv spectroscopy (39). Both ir and gas chromatographies have been used
extensively to measure phosgene in air at 1 ppb–1 ppm (7,40,41). Special and
multiple-column gas-chromatographic methods have been used for more complex
mixtures of gases containing phosgene (42–44). High performance liquid chro-
matography methods can also be used and offer detection limits of 5- to 10-ppb
phosgene (45,46). Absolute determination of phosgene at levels below 100 ppb
has been reported using pulsed flow coulometry (47). Laser photoacoustic spec-
troscopy has been used to detect phosgene at ppb levels (48).

Methods and instruments that are used to monitor phosgene content in air
are well developed and have been reviewed (49–51). One detection instrument is
a porous tape that measures the concentration of phosgene in air in quantities
as small as 6 ppb (52). Fourier transform infrared spectrometry techniques have
been used to permit line and area monitoring in the area around phosgene plants
(53).

Phosgene dose-indicator badges for personnel exposure monitoring are com-
mercially available and validated (54,55). This is a simple, visually readable, pas-
sive sampler based on phosgene indicator paper which is impregnated with a
solution of 4-p-nitrobenzylpyridine and N-benzylaniline. These indicator badges
are used at a number of plant sites using phosgene.
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Liquid phosgene is assayed by an iodometric method which involves the
following reaction (56):

The released iodine is titrated with sodium thiosulfate.
The following specifications and standards have been reported (6):

Assay Percent

COCl2, min 99.0
Cl2 (free), max 0.1
HCl, max 0.2

Storage and Handling

All phosgene containers require a Class A, poison-gas label as well as a corrosive
label. Phosgene is transported in steel cylinders which conform to rigid safety-
design specifications. The cylinders undergo special hydrostatic testing at 5.5
MPa (800 psi), and extension rings are incorporated in the cylinders to protect
the valves. Phosgene is shipped in cylinders ranging in size from 43 to 909 kg.
Careful testing for leaks is required after filling, and a vapor space must be ac-
commodated in the storage vessel; excessive filling with liquid phosgene must be
avoided.

Transportation requirements and classifications for phosgene are as follows:

DOT shipping name Phosgene
DOT hazard class 2.3
RQ Yes – 10 pounds
DOT labels Poison, Corrosive
DOT placards Poison
Bill of lading description Phosgene, 2.3, UN1076, RQ (phosgene), inhalation

hazard, poison gas and corrosive labels affixed
UN/NA number UN1076
Additional DOT requirements Return of empty containers: residue last contained:

phosgene, 2.3, UN1076, RQ (phosgene), inhalation
hazard, poison gas and corrosive labels affixed

Because phosgene reacts with water, great care must be taken to prevent
contamination with traces of water since this could lead to a build up of pressure
through the formation of hydrogen chloride and carbon dioxide. Wet phosgene is
very corrosive; therefore, phosgene should never be stored with any quantity of
water (4).
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Health and Safety Factors

The odor threshold for phosgene is ca 0.5–1 ppm, but varies with individuals.
Olfactory fatigue occurs after prolonged exposure (57). Phosgene may irritate the
eyes, nose, and throat. The permissible exposure TLV by volume in air is 0.1 ppm
(58). The TLV refers to the average airborne concentration at which it is believed
nearly all workers may be repeatedly exposed on a daily basis without adverse
effect. It is a time-weighted average for an 8-h day or a 40-h week and should
be used as a guide for control only. The NIOSH REL (ceiling value) is 0.2 ppm
for a 15-min excursion (59). Long-term exposure to phosgene has been reviewed,
and potential hazards may exist at <0.2 ppm (60). Medical problems associated
with phosgene exposure have been reviewed (61–63), and therapy for phosgene
poisoning has also been reviewed (64–67).

When phosgene is inhaled, it reacts very little with the aqueous film on
the mucous membranes of the upper respiratory tract. Most of it reaches the
pulmonary alveoli, where gas exchange occurs. Here phosgene reacts with NH2,
OH, and SH groups of the blood–air barrier. This causes the blood–air barrier to
lose its function as a membrane between the blood vessels and the pulmonary
alveoli. As a result, blood plasma is able to pass from the blood vessels into the
pulmonary alveoli, thereby increasingly disturbing the gas exchange.

Breathing phosgene causes pulmonary edema, which may be characterized
by a delayed onset. The onset of pulmonary edema is a function of both concen-
tration and length of exposure. Typically exposure above 50 ppm-minutes can
lead to pulmonary edema (67). Exposed persons must be removed immediately
from the contaminated area and decontaminated. Rescue workers should wear
self-contained breathing apparatus. Injured persons should not be allowed any
physical activity, and a physician should be consulted immediately. It is advis-
able to keep an exposed individual under the observation of a physician for 6–24
h, depending on the circumstances of exposure. In some instances this can be ac-
complished at the plant medical facility, or the exposed individual may require
hospitalization.

In handling phosgene, extensive safety precautions and procedures are re-
quired to prevent exposure to phosgene. The first point is to design the phosgene
system to prevent phosgene emissions from the closed equipment. Chemically re-
sistant, high quality materials are used for plant equipment and lines which are
inspected regularly. Pumps that are hermetically sealed to the outside or utilize
multiple mechanical seals with buffer fluids are used for phosgene-containing
streams. Stringent requirements are set for the quality and design of phosgene
process control equipment, and critical areas have redundant control systems.
The second point is to quickly detect leaks and contain or decompose escaped
phosgene. This includes such measures as continuous alarm systems to monitor
the working atmosphere, systems for decomposing escaped phosgene (eg steam-
ammonia curtains for gaseous emissions), jacketed pipes, and complete contain-
ments for phosgene plants (68,69). Vacuum systems are also used to mitigate
phosgene releases. These systems consist of a series of vacuum hoses that can
be put near a small leak to draw in escaping phosgene, which is then sent to a
decomposition unit. More detailed information on current industrial practices for
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safely manufacturing or handling phosgene are available through the Chemical
Manufacturers Association Phosgene Panel, Washington, D.C.

In case of extensive leaks or spills, immediate evacuation upwind of the
phosgene source is necessary. Phosgene is 3.4 times as heavy as air and may
collect in low-lying areas (6). Water should not be used on the source of a phos-
gene leak as the resulting corrosion enlarges the leak. Suitable personal pro-
tective equipment includes eye protection and respiratory equipment. In case of
fire, it is essential to cool all phosgene-containing vessels. Leaks of liquid phos-
gene or phosgene solutions can be effectively combated by covering the phosgene-
containing liquid with an absorbent and decomposition agents.

Waste Disposal. Because of its low boiling point and high toxicity, mea-
sures must be taken to prevent the entrance of phosgene into drains or sewers. If
recycle of phosgene is not feasible, phosgene waste can be handled by one of the
decomposition methods mentioned in the Manufacture section, ie, caustic scrub-
bing, moist activated carbon towers, or combustion.

Uses

Phosgene is an important and widely used intermediate. Practically all phos-
gene manufacture is captive, ie, it is used in the manufacture of other chemicals
within the plant boundary. Only VandeMark (owned by Groupe SNPE) sells phos-
gene on the merchant market. Phosgene manufacturers with captive consump-
tion in the United States are Aventis, BASF, Bayer, Dow, DuPont, GE Plastics,
Huntsman/ICI, Lyondell, PPG, Twin Lake Chemicals, VandeMark, and Zeneca.
The U.S. production of phosgene for 1999 was 1.55 × 106 t, and for 2000, it was
approximately 1.61 × 106 t (70). The primary use of phosgene is the manufac-
ture of isocyanates for the polyurethane industry, in which ca 80% of the phos-
gene output in the United States is consumed. The manufacture of toluene di-
isocyanate [1321-38-6] accounts for ca 40% of the phosgene consumption, while
methylene diphenyl diisocyanate (MDI) [101-68-8] and polymeric MDI [9016-87-
9] account for ca 40%. The polycarbonate industry accounts for ca 13% of the
phosgene consumption, and the remaining 7% is used to produce aliphatic diiso-
cyanates, monoisocyanates, chloroformates, agrochemicals, and intermediates for
pharmaceuticals and dyestuffs. Although several commercial phosgene-free pro-
cesses for producing polyisocyanates and polycarbonates have been announced,
they are not expected to make large inroads into phosgene demand in the near
future (71–75).

Phosgene can be employed in a variety of metal-recovery operations, eg, in
the recovery of platinum, uranium, plutonium, and niobium (76–80). Phosgene
has been proposed for the manufacture of aluminum chloride, beryllium chloride,
and boron trichloride (81–83). Phosgene has been patented as a stabilizer, either
by itself or in combination with thionyl chloride, for liquid SO2 (84).

Phosgene is also used in the production of chloroformates, ie, chlorocarbon-
ates, which are intermediates in the production of ore-flotation agents, perfumes,
herbicides, and insecticides, and especially in the preparation of pharmaceuticals
(85). Chloroalkyl chlorocarbonates have been manufactured as intermediates for
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pharmaceuticals and pesticides (86,87). Phosgene is also employed in the man-
ufacture of carbonic esters. Phosgene has been suggested as a starting material
for the manufacture of carbon tetrachloride and other chlorinated hydrocarbons
(88–92). A number of pesticides have been patented based on the reaction of a
thiol or dithiol with phosgene to form thiol chloroformates (93,94). The prepara-
tion of aromatic acids using phosgene and detailed process for the manufacture
of terephthalic acid from toluene and phosgene have been described (95,96).

An important direct use of phosgene is in the preparation of polymers. Poly-
carbonates are the most significant and commercially valuable group. However,
the use of phosgene has been described for other polymer systems, eg, fiber-
forming polymeric polyketones and polyureas (97,98).
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PHOSPHOLIPID POLYMERS

Introduction

A cell membrane is mainly composed of phospholipids, membrane proteins,
and polysaccharides bound to lipids and proteins. The well-known “fluid-mosaic
model,” first proposed by Singer and Nicolson (Fig. 1), has been used to explain
the structure of the cell membrane (1). According to this model, amphiphilic
phospholipid molecules are arranged in a bilayer structure and the membrane
proteins are positioned in or upon it. There is always a dynamical flow of phos-
pholipid molecules through the cell membrane, but the membrane maintains
its strength through the supporting proteins. The distribution of phospholipid
molecules is asymmetric in the bilayered structure of the cell membrane. The
neutral, zwitterionic phosphorylcholine (PC) group bearing phospholipids such as
phosphatidylcholines are located in the outer layer of the cell membrane, whereas
negatively charged phospholipid molecules such as phosphatidylserines are pre-
dominantly found on the inner, cytoplasmic side of the membrane (2,3). The PC
groups immobilized surface provides an inert surface for biological components
including proteins, glycoproteins, and cells (4–6). This fact provides particularly
significant information for the development of polymer biomaterials. Thus, the
phospholipid polymers bearing the PC group provide a significant interest in
polymer science, biomaterials science, and biomedical engineering.

Cell Membrane Structure

The cell membrane is the medium through which all cells interact with their
environment. The behavior of it is modulated by the chemical composition and
the physical properties of cell membrane phospholipids. This is due to variations
in the hydrophobic (alkyl chain) and hydrophilic (polar head group) portions of
these amphiphilic structures of the phospholipids as shown in Figure 2. The alkyl
chains of phospholipids provide the hydrophobic environment that is necessary
for the function of intrinsic membrane proteins (4). Also, both the balance of the
alkyl groups and polar groups in the molecule characterize the physical proper-
ties of the phospholipids. For example, a phase transition temperature of alkyl
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Fig. 1. Structure of cell membrane based on the fluid-mosaic model.

Fig. 2. Chemical structure of representative phospholipids.

chains, when it is higher than the normal biological condition, the alkyl chains
are in a quasi-crystalline array; on the other hand, it is a phase transition tem-
perature of them is lower than biological temperature; the chains are in a more
fluid-like state (7). The polar head groups are in contact with water and therefore
contribute largely to the interfacial properties of cell surfaces. From a viewpoint
of cellular responses, although the erythrocytes and platelets exhibit high pro-
coagulant activities when assayed in vitro, the their outer surfaces are inactive
in coagulation tests. Similarly, no significant prothrombin converting activity can
be detected with intact endothelial cells or leucocytes, but such an activity is ob-
served in cell homogenates and phospholipid extracts (4,5).

A new approach to make bioinert and biocompatible surfaces is raised on
the basis of the imitation of the natural surfaces of these cells. The simplest com-
mon reactive cellular is the high content of the electrically neutral phospholipids,
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Fig. 3. Chemical structure of natural-based polymerizable phospholipids.

which contain the PC group. It has been reported that polymeric materials bear-
ing PC groups as the polar head group form the interface, which mimics the in-
terfacial characteristics of natural cell membrane surfaces.

Introduction of PC Groups in the Polymer

Natural-Based Polymerizable Phospholipids. Some examples of
phospholipid molecules with polymerizable groups are examined from the view-
point of biological science. (8–16). For example, natural phospholipid molecules,
which contain diacetylenic groups in their alkyl chains, can form polymers upon
irradiation with ultraviolet (UV) light. The UV irradiation results in the two con-
jugated polymerizable bonds of the monomer that are to be replaced in the poly-
mer by an alternating conjugated double-bonded and triple-bonded structure.
The PC molecules were prepared, which contained diacetylenic groups in one
(mixed-chains) or both (identical-chain) alkyl chains. The polymerization abil-
ity of mixed-chain phosphatidylcholines is greater than that of identical-chain
phosphatidylcholines. This difference may be accounted for by the formation of
intramolecular linkages in identical-chain lipids (Fig. 3).

It is well known that the natural phospholipid molecules have two solid
states that depend on the temperature (7,16). The polymerization of diacetylene
groups requires the structural order that is obtained by a solid state. The reactiv-
ity of the process, therefore, is dependent upon the preservation of the structural
order displayed by the monomeric lattice. That is to say, polymerization proceeds
most rapidly when the crystalline phase of the polymer most closely resembles
that of the monomer. The polymerization may be induced when the phospholipids
are in the solid state, dispersed in aqueous solutions to form vesicles, arranged
as a monolayer at an air–water interface, deposited as multilayers on a suitable
support, or following the biosynthetic incorporation of phospholipids with a di-
acetylene group into the membranes of living cells.
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Fig. 4. Chemical structure of MPC and its copolymer.

The dynamic properties of the monomeric, phospholipids with the diacety-
lene group were found to resemble the properties of naturally occurring lipids.
These similarities permitted the incorporation of phospholipids with the diacety-
lene group into the cell membrane and glycolipids of the bacterium Acholeplasma
laidlawii. When the cells are grown in the presence of phospholipids with the
diacetylene group, up to 90% of the diacetylene groups are derived from the cell
culture medium. When irradiated at 0◦C, up to 97% of the diacetylene groups in
the phospholipids can be polymerized, even when those in the living cell mem-
brane. The phospholipids with the diacetylene group pose two significant advan-
tages. The polymerization inhibits the rearrangement and decay evident with
multilayers of nonpolymerizable phospholipids. The ability to coat an artificial
surface with a stable polymeric phospholipid layer should render the surface a
better biomimic, particularly when the polymer is engineered to mimic the sur-
face of host cells. Very recently, some reports have been published for understand-
ing polymerization and the polymerized state of the phospholipids with the di-
acetylene groups (15,16).

Monomers Bearing the PC Group.
2-Methacryloyloxyethyl Phosphorylcholine. Much research has been car-

ried out on the synthesis of vinyl monomers bearing phospholipid polar groups.
Among these, synthesized monomers-bearing PC groups have strong potential
for biomedical applications. The most successful example for this purpose is 2-
methacryloyloxyethyl phosphorylcholine (MPC) (Fig. 4) (17). This methacrylate-
bearing PC group provides various kinds of polymers to the biomedical fields.
The first reported synthesis of MPC was made by Nakabayashi et al. in 1978
(18). They polymerized MPC with methyl methacrylate (MMA) to control the sol-
ubility in water and the film formation. They also evaluated the hemolysis of red
blood cells. However, owing to the low yield and purity of the obtained MPC, they
were unable to characterize the essential properties of poly(MPC) and poly(MPC-
co-MMA) from this evaluation, that is, they observed that the poly(MPC) and the
copolymer induced hemolysis strongly. In the present time, the poly(MPC) and
water-soluble poly(MPC-co-n-butyl methacrylate (BMA)) do not induce hemolysis
of red blood cells (19,20). Since this first report, several researchers have studied
the synthesis of MPC and its polymers (21–23). At that time, the synthesis of
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the MPC was very difficult because it indicates the hygroscopic character under
atmosphere. Related to this, too low melting point of the MPC, incomprehensible
viscosity of aqueous solution of poly(MPC), and unfavorable cell adhesion on the
MPC polymer surface were reported. Thus, these early reports failed to illustrate
the good performance of MPC polymers.

In 1987, Ishihara and co-workers determined an excellent synthetic route
and the purification method for MPC and reported it in 1990 (18,24). By this
procedure, a sufficient amount of MPC can be obtained as a white powder. Pu-
rification was carried out by recrystallization from absolute acetonitrile. The pro-
cedure has been improved much more and transferred to the Japanese chemical
company, NOF Co. Ltd., and the MPC has been synthesized on an industrial scale
since 1999. Reagent companies throughout the world are now selling the MPC.

Polymerization of and copolymerization with other vinyl compounds are ex-
amined, such as those achieved by conventional radical polymerization with a
radical initiator, for example, 2,2′-azobisisobutyronitrile (AIBN) or benzoyl perox-
ide (25–30). Typically, when the MPC is copolymerized in the solution with vari-
ous alkyl methacrylates, such as n-BMA, n-hexyl methacrylate (HMA), n-dodecyl
methacrylate (DMA), or n-stearyl methacrylate polymerization progresses very
well and a statistically random sequence is obtained. The solubility of the MPC
polymers is dependent upon the composition of the MPC, the hydrophobicity of
the alkyl methacrylate, and on the molecular weight. As the same procedure,
many polymers composed of the MPC units have been synthesized for evaluat-
ing their properties as biomaterials. Since MPC is extremely hydrophilic, the
swelling of MPC polymer in water increases with an increase in the MPC unit
composition, where the polymers with more than 40 unit mol% of MPC unit are
soluble in water.

Polymerization Ability of MPC. The kinetics of the polymerization of MPC
in ethanol is examined by Sato et al. using dimethyl 2, 2′-azobisisobutyrate
(MAIB) as the initiator (31). They have shown that the overall activation en-
ergy of the homogeneous polymerization is calculated to be 71 kJ/mol. The initial
polymerization rate (Rp) is expressed by Rp = k[MAIB]0.54[MPC]1.8. The higher
dependence of Rp on the monomer concentration results from the increased prop-
agation due to monomer aggregation by the amphiphilic nature of MPC and also
from retardation of the termination due to the viscosity effect of the MPC. Rate
constants of propagation (kp) and termination (kt) of MPC are estimated at 60◦C
using electron spin resonance to be kp = 180 L/(mol s) and kt = 2.8 × 104 L/(mol
s), respectively. Because of the much slower termination, Rp of MPC in ethanol is
found to be eight times greater than that of MMA in benzene. The low kt value
results in the much higher homopolymerization ability of MPC over MMA. Poly-
merization of MPC with MAIB in ethanol is accelerated by the presence of water
and retarded by the presence of benzene or acetonitrile. The radical copolymer-
ization of MPC (M1) and styrene (St) (M2) in ethanol resulted in the following
copolymerization parameters, which are similar to those for the copolymerization
of typical methacrylate, MMA, and St, that is, r1 = 0.39, r2 = 0.46, Q1 = 0.76, and
e1 = +0.51. These polymerization characteristics are very important for obtaining
an MPC polymer suitable for use as biomaterials.

Sato et al. also investigated the kinetics of the homogeneous polymeriza-
tion of MPC in water with potassium peroxydisulfate (KPS) (32). The overall
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activation energy of this polymerization is estimated to be 12.8 kcal/mol. The
initial polymerization rate (Rp) at 40◦C is given by Rp = k[KPS]0.98[MPC]1.9. The
presence of alkaline metal halides accelerates the polymerization. The larger the
radius of metal cation or halide ion, the larger the accelerating effect observed.
The accelerating effect was explained on the basis of interactions of salt ions
with ionic moieties of the propagating polymer radical and/or the MPC. A ki-
netic study is also performed on the polymerization of MPC with KPS in water
in the presence of 2.5 mol/L of NaCl, in which Rp at 40◦C is expressed by Rp =
k[KPS]0.6[MPC]1.6. A very low value of 4.7 kcal/mol is obtained for the overall
activation energy of the polymerization.

MPC Derivatives. This successful molecular design of the phospholipid
polymer described above encouraged the further development of monomers bear-
ing the PC group. These can be considered as being derivatives of MPC, such
as containing different polymerization groups, a variety of spacer units between
polymerization groups, and a PC group. Chemical structures of such species are
summarized in Figure 5.

Sugiyama et al. reported the synthesis of an acrylate derivative of MPC, 2-
acryloyloxyethyl phosphorylcholine (APC) (33). They prepared a series of copoly-
mer microspheres of APC through emulsifier-free emulsion copolymerization
with hydrophobic methacrylates such as MMA, ethyl methacrylate, BMA, HMA,
and St. The polymerization progresses as well as that found for MPC by radi-
cals. From the kinetics of the copolymerization, it was found that the initial rate
of polymerization of St increases in the presence of small amounts of APC. The
hydrophilic PC groups are concentrated on the surface of the particles, which
was confirmed by X-ray photoelectron spectroscopy (XPS). Ruiz et al. observed
the similar tendency of surface enrichment of the PC group (34). They prepared
a terpolymer composed of APC, methyl acrylate (MA), and MMA. By blending
this polymer to a poly(MA-co-MMA) matrix, the PC groups position themselves
at the surface due to their amphiphilic nature. The dynamic surface behavior of
the terpolymer also follows the same trend as the organization of its structure in
solution. Indeed, as has been shown with XPS and time-of-flight secondary ion
mass spectrometry, in an apolar high-vacuum environment, the polar groups are
not directly located at the uppermost surface but are rather covered by more hy-
drophobic polymer chains, thus minimizing the terpolymer surface energy. Thus,
in the polar environment, the terpolymer surface rearranges to present the PC
groups at the top surface, resulting in a new minimum interfacial energy state.
Recently, APC is used to react with generation 5 of poly(amido amine) (PAMAM)
dendrimers via the Michael addition reaction between primary amino group of
PAMAM dendrimers and an acrylic functional group of APC (35). In this case,
APC is used as a reactive compound to introduce PC groups.

Oishi et al. synthesized fumaramate derivatives of MPC, namely isopropyl-
2-[2′-(trimethylammonium)ethyl phosphoryl]ethyl fumaramate (IPTPFA)
and methyl-2-[2′-(trimethylammonium)ethyl phosphoryl]ethyl fumaramate
(MTPFA). The IPTPFA and MTPFA were polymerized and copolymerized with
MMA in the presence of radical initiators (36,37). In the case of the homopoly-
merization, the molecular weight of the polymers was low. The polymerization
reactivity of these fumaramate derivatives may be very low because the 1,2-
disubstituted ethylene-type motif is sterically hindered by the bulky PC group.
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Fig. 5. Chemical structure of MPC derivatives (continued).

Through comparison to the reactivity of alkyl-substituted fumaramate, Oishi
et al. concluded that the polymerization reactivity was more heavily influenced
by the bulky PC group than by the branched alkyl group. They also prepared, via
emulsifier-free emulsion polymerization, microspheres of poly(MMA) containing
1 unit mol% of the IPTPFA unit or MTPFA unit. The fumaramate derivatives
formed micelle-like structures in water, the emulsion polymerization proceeded
well, and they obtained copolymers with relatively high molecular weights.
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Fig. 5. (Continued.)

Kros et al. synthesized a styrene-derivative having a PC group (38). They
prepared this compound to develop new coating materials for the poly(St) cell
culture plates. The copolymer of 1-(4-vinyl)benzyloxy-4(phosphorylcholine) bu-
tane with St shows hydrophilic and high chain mobility compared with those of
poly(St). After coating the cell culture plate with this polymer, lower cell growth
was observed, even for cells that were alive due to the effect of the PC groups.

Varying the connecting unit between the polymerizable group and PC group
is an alternative route to modifying the MPC. In the case of MPC, the ethylene
group exists between the methacrylate and PC group. Iwasaki et al. designed
MPC derivatives with various alkyl chain lengths (ω-methacryloyloxyalkyl phos-
phorylcholine, MAPC), such as with species containing butyl, hexyl, and decyl
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groups (39,40). The procedure for synthesis of these monomers is the same as
that used for MPC, and it provides monomers of high purity. Polymerization with
BMA in ethanol by radical polymerization proceeds well. Varying the composi-
tion of MAPC in the feed solution controls the composition of the MAPC units in
the copolymer. For example, rather than introducing alkyl chains, oligooxyethy-
lene chains (MEOnPC) can be used instead (41). The numbers of repeating units
of oxyethylene used were 2, 3, and 9. The radical polymerization ability of the
MEOnPC does not differ significantly from that of MPC. Copolymerization of
MEOnPC with BMA provides polymers whose molecular weights are relatively
high, above 2 × 105. The mobility of the PC groups that are connected by the
oligooxyethylene chain increases with the increase in the chain length. It was
therefore concluded that the MEOnPC is more suited to providing a concentra-
tion of PC groups at water–polymer interfaces than is MPC (42–44). This also
confirmed the reduction of protein adsorption on the surface (45).

Oishi et al. synthesized various MPC derivatives with different con-
nections between the trimethylammonium and phosphate groups, namely
2-[3′-(trimethylammmonium)propylphosphoryl]ethyl methacrylate (TMP) (46)
and 2-[2′-(trimethylammmonium)-1′-methylethylphosphoryl]ethyl methacrylate
(TMPM) (47). Homopolymerization of TMP in water using KPS as an initiator
proceeds homogeneously and yields an increase in the viscosity of the polymer
solution, despite the short polymerization time. Hence, it can be said that the
connection unit in the PC group does not influence the polymerization reactivity.
Copolymerizations of TMP with MMA and St provide corresponding polymers.
The monomer reactivity is r1 = 0.52 and r2 = 0.37 for copolymerization of TPM
(M1) and St (M2), and r1 = 1.05 and r2 = 0.91 for MMA (M2). The homopolymer of
TMPT and copolymer of TMPT with BMA were obtained by using a conventional
radical polymerization procedure.

Other MPC derivatives with special functions have been reported (48–
52). A photochromic spirobenzopyrane or azobenzene moiety is introduced
at the terminus of the PC-like group (51). An optically active monomer, 1-
(2-methacryloyloxyethyl)carbamoyl-sn-glycero-3-phosphorylcholine (MCGPC), is
synthesized with the reaction between L-α-glycerophosphorylcholine (GPC) and
2-methacryloyloxyethyl isocyanate (50). Copolymerization of the MCGPC with
BMA is carried out. A cross-linking monomer (MMPC) with a PC-like linkage in
the middle of the molecule is synthesized to prepare new hydrogels (52).

PC Compounds for Polyaddition and Polycondensation. Some PC com-
pounds have recently been synthesized for the preparation of polyester and
polyurethane (Fig. 6). Diol compounds with the PC group are used for the prepa-
ration of polyurethane (53). The first such example was reported by Cooper et al.
in 1998, wherein GPC was used. By altering the ratio of GPC to 1,4-butanediol,
a series of polymers were obtained, each with a different composition of the
PC group. Differential scanning calorimetry and dynamic mechanical analysis
showed that the polymer with the highest PC content had the lowest soft seg-
ment glass transition temperature (Tg) and the highest tensile strength and
Young’s modulus. This is due to the high degree of microphase separation in the
polyurethane as a result of ionic aggregation and hydrogen bonding from the
zwitterionic PC group. The measured dynamic contact angle with water showed
that these polyurethanes, especially those with high PC content, rearranged
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Fig. 6. Chemical structure of monomers bearing the phosphorylcholine group for poly-
condensation, polyaddition, and ring-opening polymerization.

themselves to minimize the interfacial tension upon contact with an aqueous en-
vironment, in the same way as found for methacrylate polymers. GPC is a nat-
urally occurring compound. Iwasaki et al. modified the monomer structure (54).
The reactivity of secondary functional group is lesser than that of the primary
position. Thus, they introduced the PC group connected to the center carbon of
glycerol (DCPC). The monomer, DCPC, turns to polycarbonate by a polyconden-
sation reaction. Takami and co-workers determined a more convenient synthesis
of these diol compounds, involving the reaction between mercapt compounds and
a methacrylate such as MPC (55,56). A Michael addition reaction occurred at
the double bond of the methacrylate with the mercapt group of 3-mercaptbutane-
1,2-diol, under mild conditions, and in the presence of a ternary amine catalyst.
Thus, various diol compounds corresponding to the particular methacrylate were
obtained. This diol compound with the PC group can use a monomer for a polyad-
dition reaction with a diisocyanate compound to provide polyurethane. Nagase
et al. produced alternative monomers for this polymerization (57,58). For exam-
ple, an aromatic diamine compound bearing a PC group (DAPC) was synthesized
and an aromatic polyamide prepared by copolymerization of the DAPC and isoph-
thaloyl chloride.

Moreover, a PC monomer for ring-opening polymerization is investigated.
Emrick et al. synthesized novel PC-polyolefin polymers and copolymers were pre-
pared by ring-opening metathesis polymerization of PC-substituted cyclooctene,
1,5-phosphorylcholine cyclooctene (59).
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Fig. 7. Photoinduced living radical polymerization of MPC with the photoiniferter.

Living Radical Polymerization of MPC and Derivatives

Photoinduced Living Radical Polymerization of MPC. Otsu de-
scribed that the iniferter polymerizations are of interest because they can be
used to produce well-defined block-type copolymers and polymers of relatively
low polydispersity (60). The process of the polymerization involves initiation,
propagation, and termination steps. The iniferter molecule absorbs UV light and
generates a carbon radical and a sulfur-based dithiocarbamyl radical. The car-
bon radicals produced in these reactions are extremely reactive and initiate the
polymerization by reacting with a monomeric double bond, whereas the dithiocar-
bamyl radical is comparatively less reactive and does not participate significantly
in initiating the polymerization. Propagation occurs by the addition of monomers
or double bonds to the active centers. In iniferter polymerizations, the carbon
radicals constitute the active centers because the dithiocarbamyl radical is sta-
ble and relatively unreactive to propagation. Using this polymerization, Matsuda
et al. reported a unique system of introducing PC groups at the terminus of the
polymer chain (Fig. 7) (61). They prepared a PC group–modified dithiocarbamyl
compound as an iniferter and polymerized N,N-dimethylacrylamide. A water-
soluble polymer terminated with a PC group was thus obtained.

To prepare well-defined MPC polymers, Miyamoto et al. demon-
strated the synthesis of water-soluble poly(MPC) with a terminal carboxyl
group, (poly(MPC)-COOH), by photoinduced living radical polymerization (62,
63). They used an iniferter that possesses one carboxyl group, 4-(N,N-
diethyldithiocarbamoylmethyl)benzoic acid. Photopolymerization proceeds in the
living manner with a good yield of up to 85% achieved. The molecular weight
could be regulated between 5.0 × 103 and 3.7 × 104 based on the feed composi-
tion, and a narrow polydispersity (Mw/Mn = 1.23–1.35) was obtained. They used
poly(MPC)-COOH to directly modify the proteins and thus maintained a stable
activity in the aqueous medium.
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Fig. 8. RAFT radical polymerization of MPC.

Reversible Addition-Fragmentation Chain Transfer Radical Poly-
merization. Reversible addition-fragmentation chain transfer (RAFT)-
controlled radical polymerization is a metal-free method that uses a chain
transfer agent added to an ordinary free radical polymerization system (64).
RAFT polymerizations can be carried out under similar conditions to conven-
tional free radical polymerizations, save that a thiocarbonylthio compound is
used as the CTA. The polymerization is initiated using thermal decomposition of
an azo compound, such as AIBN, although the initiation of the RAFT process has
also been investigated using UV initiation. After initiation of the polymerization,
the growing macroradical undergoes a transfer process with the RAFT agent
to form an intermediate radical. Stenzel et al. reported on the preparation of
amphiphilic block copolymers composed of APC and n-butyl acrylate (BA) by
RAFT polymerization (65). However, methacrylate polymers should be more de-
sirable than acrylate polymers because the former are much more stable toward
spontaneous hydrolysis in aqueous media than are the latter, particularly under
biological conditions.

A homopolymer of MPC was synthesized in aqueous medium by RAFT
polymerization (66–69). The “living” polymerization was confirmed by the fact
that the number-average molecular weight increased linearly with monomer
conversion, whereas the molecular weight distribution remained narrow and
independent of the conversion (Fig. 8). The poly(MPC) thus prepared was
end-capped with a dithioester moiety. Using the dithioester-capped poly(MPC)
as a macro-CTA, AB diblock-type copolymers composed of poly(MPC) seg-
ments and poly(BMA) segments were synthesized (66). Aggregation of the
amphiphilic block-type copolymer with various poly(BMA) segment lengths
in an aqueous medium was investigated. Lowe and coworkers examined the
RAFT polymerization of MPC in water using 4-cyanopentanoic acid dithioben-
zoate and 4,4′-azobis(4-cyanovaleric acid) (67). An obtained poly(MPC) seg-
ment is employed as a CTA in the synthesis of a range of stimulus-responsive
AB diblock-type copolymers in a polar solvent. Well-defined block copoly-
mers of various molar compositions and with narrow polydispersity (Mw/Mn =
1.10–1.24) were prepared with N,N-diethylacrylamide,4-vinylbenzoic acid, N-
(3-sulfopropyl)-N-methacryloyloxyethyl-N,N-dimethylammonium betaine, and
N,N-di-n-propylbenzylvinylamine. All block-type polymer chains can be induced
to undergo self-assembly in the same aqueous environment, provided that the
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Fig. 9. Polymer architecture of the MPC copolymer prepared by RAFT polymerization.
An open circle represents MPC unit, and a closed circle represents other monomer units.

correct external stimulus (temperature, pH, or electrolyte concentration) is ap-
plied. The polymer aggregates with average sizes in the range of ca. 22–180 nm
are formed, most likely due to the formation of polymeric micelles and vesicles.

Narain and coworkers proposed the synthesis of water-soluble and cationic
polymers composed of MPC units and 2-aminoethyl methacrylamide hydrochlo-
ride (AEMA) units as block and random architectures by RAFT polymerization
(68,70,71). They demonstrated that the RAFT polymerization proceeds well in
the living radical polymerization manner and that polymers with narrow poly-
dispersity (<1.3) are formed, with some even containing primary amine groups.
The role of primary amines in gene delivery has been well studied, with the find-
ing that they are superior to tertiary amines. For gene delivery purposes, the
cationic polymers composed of MPC units and AEMA units can improve the gene
expression by promoting enhanced DNA condensation abilities.

The unique polymer architecture is examined by Inoue et al. using the RAFT
polymerization of MPC and other monomers (Fig. 9) (72). They prepared a se-
ries of copolymers composed of two monomer units, possessing a polar PC group
and an apolar fluorocarbon group with a controlled monomer unit sequence. The
MPC and 2,2,2-trifluoroethyl methacrylate were selected as the monomers to in-
vestigate the influence of the monomer unit sequence in a polymer chain on the
phase-separated structure in the bulk and surface structures. Inoue et al. there-
fore studied copolymers possessing a continuous change in monomer unit compo-
sition along the polymer chain (gradient copolymer), as well as random and block-
type copolymers. Analysis of the instantaneous composition revealed that there
was a continuous change in the monomer unit composition in the gradient copoly-
mer and also in the statistical monomer unit sequence in the random copolymer.
Thermal analysis assumed that the gradient sequence of the monomer unit would
make the phase-separated structure in the bulk ambiguous, whereas the well-
defined and monodisperse block-type sequence would undergo a distinct phase
separation due to the extreme difference in polarity for the component monomer
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Fig. 10. ATRP of MPC.

units. Using a polydimethylsiloxyane (PDMS) segment as a macro-CTA, the MPC
is polymerized by the RAFT procedure (73). The poly(PDMS-block-poly(MPC))
shows good affinity to the PDMS film as a coating material.

The polymer synthesized by the RAFT polymerization can possess a ter-
minal thiol group, which is reactable with a gold substrate. Indeed, Iwasaki
et al. synthesized poly(MPC-co-methacrylic acid) by the RAFT polymerization
and then a terminal dithioester group in the CTA residue is converted to a thiol
group with 2-ethanolamine. They showed that the thiol group functioned as an
anchor for binding the polymer chain on the gold surface (74).

Atom Transfer Radical Polymerization. Atom transfer radical poly-
merization (ATRP) has been developed by Wang Matyjaszewski in 1995 (75). Re-
versible chain-end capping using halogen atoms ensures that the instantaneous
polymer radical concentration is lower than in conventional radical polymeriza-
tion, which suppresses termination relative to propagation and hence leads to
relatively narrow molecular weight distributions. Efficient block copolymer syn-
theses can be achieved under optimized conditions, and this pseudoliving free
radical chemistry has gained a deserved reputation for its excellent tolerance of
both monomer functionality and protic solvents.

Armes et al. reported that MPC can be polymerized with high rates of con-
version in both water and methanol at ambient temperature via an ATRP pro-
cess (Fig. 10). They also reported a more detailed study on the optimization of the
ATRP of MPC (76). The results of these studies showed that good conversion from
monomer to polymer, first-order monomer kinetics, a linear relationship between
conversion and molecular weight, and relatively narrow polydispersities (Mw/Mn
= 1.15–1.35) are obtained in both water and methanol media at 20◦C. Slower
polymerizations and narrower polydispersities were observed when the polymer-
ization was carried out in an alcohol solution. The rate of ATRP was significantly
slower in 2-propanol than methanol due to the reduced polarity of the former sol-
vent. The addition of a relatively small amount of water to the solution of alcohol
led to significantly faster polymerization. The effect of varying the ligand type on
the degree of polymerization was evaluated. It was observed that 2,2′-bipyridine-
containing ligands provide good control over the degree of polymerization in the
range of 20 and 200. This synthetic advance is expected to allow the prepara-
tion of a wide range of polymers, such as AB diblock-type and ABA triblock-type
copolymers, for various biomedical applications (76–80).
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Fig. 11. Chemical structure of various ATRP initiators for the preparation of a functional
group terminated phospholipid polymer.

Introduction of Functional Groups at the Terminus of Poly(MPC)

Living polymerization is also useful for introducing a functional group to the ter-
minus of a polymer chain. The functional aliphatic azo compounds were previ-
ously used for this purpose (81–85). However, the initiation efficiency is strongly
influenced by the functionality of the terminal group in the polymer chain. Fur-
thermore, the presence of some CTAs can result in telomerization occurring
during the progress of the polymerization process and introduction of the func-
tional group. Various functionalized poly(MPC)s have been prepared and used
to prepare block-type copolymers and graft-type copolymers. From comparison
between these methods, living radical polymerization is superior in obtaining
a poly(MPC) with a terminal functional group. First, ATRP initiators with the
functional group are synthesized and polymerized with MPC (Fig. 11). Fluores-
cent dye-labeled poly(MPC) is then synthesized to obtain an amphiphilic block-
type copolymer (86). The block-type copolymers form polymeric vesicles via hy-
drophobic interactions in water. These have been applied as carriers of bioactive
molecules and as molecular imaging tools. Azide-group functionalized ATRP ini-
tiators have been synthesized by Armes et al. (87). The azide functional group
is well known for its “click chemistry” with alkyne compounds. After ATRP of
MPC with the initiator, they react with propargyl methacrylate to obtain the cor-
responding macromonomer. Lam et al. prepared folic acid functionalized diblock
copolymers based on MPC and either 2-(N,N-dimethylamino)ethyl methacrylate
or 2-(N,N-diisopropylamino)ethyl methacrylate by ATRP using a corresponding
initiator (88).
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Fig. 12. Interfacial structure of poly(MPC) brush surface prepared by ATRP (SI-ATRP).
The BrC10TCS is applied on the surface of Si/SiO2 as an ATRP initiator.

To prepare an ABA block-type copolymer, macroinitiators for ATRP are
synthesized. 2-Bromoisoburyloyl bromide is reacted to both terminals of PDMS
to obtain a PDMS macroinitiator. Using this method, the poly(PDMS-block-
poly(MPC)) is obtained (89–91).

Surface-Initiated ATRP

The poly(MPC)-grafted surface structures known in the literature have been de-
veloped using several polymerization methods and substrates (92–97). The thick-
ness and density of the grafted poly(MPC) chains can be controlled using the
photoinduced free or living radical polymerization. More particularly, a surface-
initiated living radical polymerization method, such as ATRP or RAFT polymer-
ization, provides the polymer brush structure. The polymer brush surface has
a dense polymer grafted layer at the surface, and these polymer chains have
lengths that exceed 80% of the fully stretched polymer chain. Polymer brush sur-
faces have been prepared using several kinds of controlled/living radical poly-
merization. In particular, surface-initiated atom transfer radical polymerization
(SI-ATRP) has been demonstrated to be a versatile technique for the synthesis
of well-defined polymers with several types of monomer and organic/inorganic
hybrid materials (94–97). The dense and well-defined polymer brush structure
could be important for the construction of a biocompatible surface.

A sufficient density of ATRP initiator groups should be immobilized on
the surface prior to the graft polymerization of MPC from a silicon wafer
(Fig. 12). Surface-attachable initiators with several kinds of silane groups,
such as 3-(2-bromoisobutyryl)propyl dimethylchlorosilane (BrC3DMCS) 10-
(2-bromo-2-methyl)propionyloxy decyltrichlorosilane (BrC10TCS), and 6-
triethoxysilylhexyl 2-bromoisobutylate (BHE), were often used to immobilize the
ATRP initiator groups at the silicon wafer through silane-coupling reactions.
The primary problem in the preparation of the polymer brush layer is when
there is a low concentration of persistent radical on the initiator-immobilized
substrate. Two methods are known to solve this problem and control the grafting
process: the addition of a persistent radical (deactivator) or the use of a sacrificial
initiator at the beginning of the reaction.
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The preparation of a poly(MPC) brush layer on the surface using the addi-
tion of a deactivator is constructed by Feng et al. (98–101) They performed the
ATRP grafting of MPC, with copper(II) bromide (CuBr2) added as the excess de-
activator, and succeeded in the preparation of a 100-nm-thick poly(MPC) brush
layer through a precision control of the grafting process. There have also been
many cases where a poly(MPC) brush layer was prepared by the addition of a sac-
rificial initiator. The addition of a sacrificial initiator into the polymerization so-
lution with ATRP initiator-immobilized substrates serves a number of beneficial
purposes in terms of both synthesis and characterization of the polymer brush
layers. In this regard, the synthesis and characterization of a poly(MPC) brush
layer was performed using sacrificial initiators such as ethyl 2-bromoisobutyrate
(EBIB) and methoxyologo(ethylene glycol) 2-bromoisobutyrate (OEGBr). The lin-
ear relationship between the MPC concentration and polymerization time is ob-
tained. Also, low polydispersity of the poly(MPC) formed in the solution shows
that the MPC can be polymerized in a living radical polymerization manner. The
thickness of the poly(MPC) chain in the polymer brush layer, controlled by the
ratio of monomer/sacrificial initiator, was in the range of 1–nm. The grafted poly-
mer chain density at the polymer brush layer is also an important feature that
determines the characteristics of the polymer brush layer, and it can be easily
controlled using the active/inactive initiator-immobilized substrate. For exam-
ple, the controlled density of poly(MPC) chains from semidiluted to dense brush
regions of the silicon wafer has been reported with a mixed self-assembled mono-
layer of BrC10TCS as the active initiator and decyltrichlorosilane as the inactive
initiator. Iwasaki et al. conducted significant work in this field for regulating cell
adhesion (102). Surface patterning of poly(MPC) brush is succeeded by UV irra-
diation of an initiator-immobilized surface and then polymerization was carried
out. The pattern area of poly(MPC) can be controlled by using a photomask with
50–100 µm in a square length.

Other kinds of the initiation system for SI-ATRP of MPC are reported (103–
107). The ATRP of MPC on cobalt–chromium alloy substrates modified with
11-(2-bromoisobutyrate)-undecyl-1-phosphonic acid was studied (104). After the
synthesis of 11-(2-bromoisobutyrate)-undecyl-1-phosphonic acid, which plays the
role of the initiator for the SI-ATRP, this molecule was grafted onto the cobalt–
chromium alloy substrates. The SI-ATRP of MPC was then achieved on these
modified austenitic cobalt–chromium alloy substrates in aqueous media, either
at room temperature for 24 h or at 90◦C for 1 h. A hydrophilic poly(MPC) graft
layer already forms (θ ≈ 44◦) at room temperature after 24 h of the reaction,
but heating is necessary to increase the thickness of the grafted layer, thereby
reducing the water contact angle (θ ≈ 36◦). This process may be applied to the
preparation of homopolymer and block-type copolymer brush layers covalently
anchored to the oxide layer of metal substrates.

Poly(MPC) brush layers are grown from a macroinitiator coating the mica
surface using SI-ATRP of MPC (103,104). Freshly cleaved mica was functional-
ized through incubation in a 0.2% w/v aqueous solution of cationic macroinitiator,
then gently withdrawn from the solution and rinsed thoroughly with pure wa-
ter. The cationic macroinitiator was derived from a statistical copolymer (Mn =
6500, Mw/Mn = 1.25) of 2-trimethylammonium iodide ethyl methacrylate and 2,2-
bromoisobutyrolethyl methacrylate. The polymerization of MPC was conducted
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on the macroinitiator-coated mica surface by using ATRP in an oxygen-free aque-
ous solution at room temperature. With the same concept in mind, a macroini-
tiator with catechol groups for SI-ATRP has been reported for immobilization on
metal substrates (106).

Iwasaki et al. reported the SI-ATRP of MPC from heterogenic surfaces
such as nanofibers and nanopores (108,109). For the site-specific dense immo-
bilization of antibodies on a solid support, random copolymer brushes composed
of MPC and glycidyl methacrylate (GMA) were prepared on silicone nanofila-
ments by SI-ATRP. First, the nanofilaments were prepared on the silicon wafer
by treatment with trichloromethylsilane (MeSiCl3). Then, O2 plasma was irra-
diated on the surface to generate Si–OH groups on the nanofilaments and ini-
tiators for ATRP were then coupled on the filaments. MPC and GMA were poly-
merized using SI-ATRP, and pyridyl disulfide groups were introduced into the
polymer chains for the immobilization of proteins. The authors were also inter-
ested in the preparation of nanoscale holes (nanopores) in tris(trimethylsilane
(TMS)) monolayers containing unreacted silanol groups. These silicon-supported
mixed tris(TMS)/silanol monolayers further reacted with silane compounds
end-functionalized with α-bromoisobutyrate to yield silicon-supported mixed
tris(TMS)/α-bromoisobutyrate monolayers. Poly(MPC) brushes grew faster from
surface-immobilized α-bromoisobutyrate initiators having hexyl and decyl chains
as alkyl spacers than from those with propyl chains. The better mobility and
longer alkyl spacers of the initiators allowed them to overcome the steric hin-
drance of the surrounding tris(TMS), and thus, to reach the monomers more ef-
ficiently than those with propyl group spacers. The nanoscopic distribution of
the poly(MPC) brushes is only visualized when the grafting density of poly(MPC)
brushes in the nanopores is not too high. Under such circumstances, the sizes of
the protrusions depend upon both the tris(TMS) coverage and the graft density
of the poly(MPC) brushes in the nanopores.

Recently, Kobayashi et al. report very unique SI-ATRP of ionic monomers,
which is carried out in fluoroalcohol and ionic liquid as the solvent. The MPC
can polymerize in a living polymerization manner even in both solvent conditions
(110).

Characterization of the Poly(MPC) Brush Layer

A kinetic model for the SI-ATRP of MPC has been reported by Brash et al. (111)
and Zhou et al. (112). The model was verified with experimental data for the
growth of MPC from a silicon wafer, which was carried out by adding either
free initiator (Method I) or excess deactivator (Method II) to the solution. It was
shown through this modeling that Method II gives better control over the polymer
molecular weight and results in a thicker graft layer under similar conditions
to Method I. A new mechanism is proposed for the radical termination on the
basis of the fact that the rapid activation/deactivation cycle facilitates the “mi-
gration” of radical centers on the surface. Zhou et al. considered a simple kinetic
model for the SI-ATRP of MPC from silicon (112). They reported that the model
describes the development of the polymer layer thickness, as well as the concen-
trations of radical, dormant, and dead chains. The model accounts for the effects
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of the equilibrium constant, activator/deactivator concentration ratio, monomer
concentration, grafting density, and rate constants of propagation and termina-
tion. Although the radical chains are immobilized, radical centers “migrate” and
are terminated through activation and deactivation reactions. The termination
rate constant is therefore proportional to the catalyst concentration. The termina-
tion is influenced by the chain conformation, and the rate constant is dependent
on the grafting density.

The surface properties are drastically changed by the grafting of MPC to
generate a poly(MPC) brush layer. The thickness of the polymer brush layer
was determined directly using an ellipsometer, and the molecular weight of the
grafted poly(MPC) chain was assumed to be the same as that of poly(MPC) pro-
duced by a sacrificial initiator in a polymerization solution. Feng et al. reported
a graft density of 0.39 chains/nm2 from the BrC10TCS-immobilized silicon wafer
in the presence of the OEGBr as the free initiator (98–101), Kobayashi et al.
reported a value of 0.22 chains/nm2 from a BHE-immobilized silicon wafer us-
ing EBIB (113–116), and Iwata et al. (102) and Kitano et al. (117) reported
a density of 0.17 chains/nm2 from a BrC3DMCS-immobilized substrate using
EBIB. Inoue et al. showed that the density of poly(MPC) was 0.26 chains/nm2

using a BrC10DMCS-immobilized surface with EBIB as the free initiator in
methanol (118). While there are small differences between the graft densities
of the poly(MPC) brush layers prepared by these methods, all the reported val-
ues are above 0.1 chains/nm2, indicating that dense polymer brush layers were
prepared on the silicon wafers.

The poly(MPC) brush surface provides a superhydrophilic surface.
Kobayashi and Takahara evaluated the high surface free energy of the poly(MPC)
brush layer using static contact angle measurements with air bubbles and var-
ious organic liquids such as diiodomethane and hexadecane in water (113–115).
The air bubble contact angle measurements in water showed hardly any at-
tachment of air bubble to the surface. They calculated the free energy of the
poly(MPC) brush surface, 73 mN/m, which is the same as that of water itself.
Thus, the poly(MPC) brush layer has a superhydrophilic nature in water. The
conformation of the poly(MPC) chains in the poly(MPC) brush layer in water was
analyzed using neutron reflection measurements (116). The poly(MPC) chains
with 200 repeating units (the full length of the ethylene groups in the main
chain with all-trans conformation was calculated to be 50 nm) were stretched to
60–70 nm in the swelling state, indicating that the tethered polymer chains would
have a fairly extended conformation along the direction perpendicular to the sur-
face. The stretched structure of the poly(MPC) does not change even when the
ionic concentration in the solution increases. This is because of the unique hy-
dration property of poly(MPC) chains. Kitano et al. revealed that the hydrogen
bonding among water molecules in the poly(MPC) aqueous solution is the same
as that in native water (119).

Biomedical Functionalities of the Phospholipid Polymers

Surface Modification of Biomedical Devices by Grafting of the MPC.
An abundance of research on surface modification with MPC polymers has been
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carried out due to the versatility and excellent biocompatibility of these sys-
tems, and some MPC polymers have already been utilized as surface-modified
materials in medical devices (120–126). A biocompatible surface could be ob-
tained via conventional materials, even through a simple coating method. The
physical adsorption of MPC polymers to a material surface requires there to be
a hydrophobic unit in the polymer chain due to the superhydrophilicity of the
MPC unit. However, the high polymerization reactivity of MPC enables the direct
synthesis of poly(MPC) chains via photoinduced (living) radical polymerization
from conventional initiator-coated materials, such as polyethylene (93,127), pary-
lene (128), poly(dimethylsiloxane) (129,130), and polyetheretherketone (131,132).
The immobilization of poly(MPC) chains at the material surface is one of the
most promising methods for realizing a remarkably biocompatible surface be-
cause of the increasing PC density on the surface. Among these, Kyomoto et al.
have researched systemically to produce a new long-life type artificial hip joint
(93,127). The basic mechanism of this development is to reduce wear of ultra-
high-molecular-weight polyethylene (UHMWPE), which is used at the lubrication
interface with an artificial stem made by the metal of ceramics. Hydration lubri-
cation based on the poly(MPC) graft layer is considerable to reduce friction torque
and support the stem by strong hydration force. The amount of wear of UHMPE
suppresses more than 99% after grafting of poly(MPC) on the surface compared
with that of original UHMWPE, which is used in clinically in the present time.

Of course, these surface modification reduced protein adsorption and follow-
ing cellular adhesion and activation due to the nature of the poly(MPC) and MPC
copolymers. Thus, surface modification with the poly(MPC) chains is effective to
provide new medical devices.

Biomedical Characteristics of the Poly(MPC) Brush Layer. To un-
derstand the biomedical performance of polymer surface, both the protein adsorp-
tion resistance and lubricity are interesting properties of the poly(MPC) brush
surface. The protein adsorption and cell adhesion repellency have been studied
extensively for the poly(MPC) brush layers (98–102,118). The protein adsorp-
tion decreased significantly with increasing graft density and/or poly(MPC) chain
length and reached to a level of 5 ng/cm2 at a graft density of more than 0.29
chains/nm and a polymerization degree of more than 100 units, indicating the un-
precedented biocompatibility of the poly(MPC) brush layer. Inoue et al. measured
adsorption force of protein against the poly(MPC) brush directly and observed a
very small value, that is, less than 0.2 nM (118). So, interactions between protein
molecules and poly(MPC) brush surface are extremely weak. The high protein
adsorption resistance of the poly(MPC) brush layer enables the inhibition of sub-
sequent cell adhesion on this layer.

The poly(MPC) brush layer has been found to provide a novel interface with
quite a low friction coefficient (97,104,113–115,117). Kobayashi et al. investigated
the macroscopic tribology of the poly(MPC) brush layer using a sliding glass ball.
The friction coefficient value was found to decrease with increasing humidity.
In general, the lubricity in water is related to the surface hydrophilicity and
the conformation of the polymer chains in the polymer brush layer. Consider-
ing the surface properties of the poly(MPC) brush layer, Kobayashi et al. con-
cluded that superhydrophilicity results in a low-friction surface. Moreover, Chen
et al. reported an extremely high lubricity of the poly(MPC) brush layer under
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physiological pressures in pure water, comparable to the levels found in natural
joints (97,104).

Conclusions

This review has summarized the recent research made in bioinspired phospho-
lipid polymers, focusing on the preparation, surface characterization, and bio-
logical responses on the surface. In particular, the usefulness of the well-known
methacrylate with a PC group (MPC) is emphasized. Various architectures of
MPC polymer have been synthesized by using conventional radical polymeriza-
tion and living polymerization procedures. The living polymerization provides
well-defined poly(MPC) and its block-type copolymers. Furthermore, living rad-
ical polymerization can commence from the surface of a substrate and a brush-
line surface of the poly(MPC) can be obtained. This surface suppresses protein
adsorption and the following biological response.
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PHOSPHORUS-CONTAINING POLYMERS AND OLIGOMERS

Introduction

The only valid generalization about phosphorus polymers is that they tend to be
flame retardant (1–3). The flame-retardant effect depends heavily on the phos-
phorus content. The mode of action of phosphorus flame retardants can involve
both condensed phase (enhanced charring), protective layer formation, and vapor
phase physical and chemical action (4,5). Red (polymeric) phosphorus, despite its
combustibility, is a commercial flame-retardant additive. Other features of many
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phosphorus polymers are adhesion to metals, metal ion-binding characteristics,
and increased polarity (1). Flexible P–O–C linkages tend to impart lower glass
transition temperatures. Phosphorus polymers with acid groups are used indus-
trially for ion exchange, adhesion, and scale inhibition. Some form water-soluble
coatings, that are used as primers in metal protection and for photolithographic
plates. The binding properties have led to dental applications. Cellulose phos-
phates have found some drug and ion-exchange uses. Academic interest has been
stimulated by the relationship of certain phosphate polymers to natural products,
such as the nucleic acids.

This review gives most attention to those phosphorus polymers which have
attained commercial use or which have been (or currently are) the subject of se-
rious development efforts. Another review encompasses phosphorus polymers of
mainly academic interest (6). The commercial examples tend to be specialty poly-
mers, and none has attained large volume usage. One reason is cost. In addi-
tion, those polymers having P–O links are usually more hydrolyzable than corre-
sponding C–O bonded polymers, and moreover the phosphorus acids, which are
liberated, tend to further catalyze hydrolysis. Hydrolytically stable phosphine
oxide types are known but are costly. Another hydrolytically stable class, the
POLYPHOSPHAZENES, is discussed in a separate article.

Phosphorus-containing oligomers (low polymers) have been included in this
article because they have become more important commercially than high poly-
mers, since they can be used as additives or coreactants to introduce sufficient
phosphorus for flame retardancy or some other desired property provided by
phosphorus such as metal binding (7–9).

The modification of conventional polymers with small amount of phosphorus
additives, reactives, or comonomers to impart flame retardancy (1,7,9) or improve
other properties has become commercially significant and is discussed separately
in connection with the polymer class being modified.

Phosphorus-Containing Polymers and Oligomers

Polymeric Forms of Elemental Phosphorus. Phosphorus occurs in
several allotropic forms. The principal commercial form is white (or yellow) phos-
phorus; the molecule consists of four phosphorus atoms arranged in a tetrahe-
dron. Heating white phosphorus at 270–400◦C, preferably with a catalyst, pro-
duces red phosphorus, a stable, nontoxic, high melting, insoluble polymeric solid.
Red phosphorus (often stabilized by additives) has been used for many decades
as the igniting agent for the striking surface of safety matches. It is insoluble,
thermally quite stable, and nontoxic; while it can be ignited, it is surprisingly
effective as a flame retardant for plastics, and it is now finding commercial use,
especially in Europe to flame-retard nylon 6 and 6.6. Red phosphorus provides
a certain degree of flame retardancy in polypropylene (UL94, V-2 rating), but it
is ineffective in polyethylene (10). It is useful in flame-retarding polyolefin cable
covering in combination with magnesium hydroxide, aluminum hydroxide, zeo-
lite and a melamine (11). Other applications and its mode of action have been
reviewed in Ref. (12).
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Fig. 1. Probable (partial) structure of red phosphorus.

Compounding of red phosphorus is a demanding process, because it requires
inert gas blanketing for the whole length of extruder and feeding unit to prevent
self-ignition of the powder in contact with high temperature surfaces (13). To pre-
vent decomposition of red phosphorus to the toxic and highly flammable white
form, it is stabilized with additives (14) and/or encapsulated with a thermoset
resin. Encapsulated grades of red phosphorus have higher autoignition tempera-
ture and lower water absorption, and they show better stability in terms of phos-
phine evolution (15). Even with such stabilization and coating, red phosphorus
has been a problem when used as a flame retardant in encapsulated integrated
electronic circuits. Its slow reaction with moisture (and probably with air) caused
formation of phosphorus acids and eventually electrochemical migration of metal
resulting in a short circuit, resulting in device failure (16).

The structure of red phosphorus is not fully established. It is believed (17) to
be a cross-linked polymer with chains having fused five- and six-membered rings,
as shown in Figure 1.

Two new allotropic “nano-rod” forms of elemental phosphorus consisting of
polymeric chains have been isolated from their copper iodide adducts (18).

Inorganic Phosphorus Polymers. Inorganic polyphosphates are cova-
lently linked polymers (19,20). Chains of repeating phosphate units are formed
by eliminating the elements of water from adjacent orthophosphate units. Such
polycondensations take place, for instance, when orthophosphoric acid is heated,
producing a broad distribution of linear molecules of various chain lengths
corresponding to the general formula HO[P(O)(OH)O]nH. A table showing com-
positions for various weight percentages of P2O5 is given in Ref. (21).

Polyphosphoric acid itself has found utility mainly as a supported catalyst
in the petroleum industry for alkylation, olefin hydration, polymerization, and
isomerization, and for syntheses of fine chemicals and dyes. It is used to phos-
phorylate alcohol groups, for example, in the production of anionic phosphate
surfactants.

Heating of alkali metal or alkaline earth metal dihydrogen phosphates pro-
duces cyclic metaphosphates, linear polyphosphates, and cross-linked polyphos-
phates (ultraphosphates), depending on temperature and the presence of other
ingredients (20,21). This complex group of polymers includes materials with crys-
talline, glasslike, fibrous, or ceramic properties as well as some with thermoplas-
tic and thermoset characteristics; some are useful as binders for metals, ceramics,
and dental restorations. Reviews are available on the glasses (21,22), on the crys-
talline compounds (23), and on polyphosphate fibers (24).

The water-soluble poly- and metaphosphates exhibit chelating properties.
Glassy sodium metaphosphate (DP ca (15–20)) is used in water treatment for
scale inhibition (25). Long-chain sodium polyphosphates (metaphosphates) are
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used as preservatives in red meat, poultry, and fish (25). Long-chain sodium and
potassium phosphates are added to sausage meat to improve color and texture
(25).

Polyphosphates, even very long chain ones, are produced or found naturally
in all classes of organisms. They have been studied especially in prokaryotes
where they have many functions including structure and as a stress response
agent (26). They have been reviewed in relation to origin and survival of species;
it is postulated that polyphosphates may have had a role in prebiotic evolution
(27). In yeasts, inorganic polyphosphate may comprise up to 30% of their total
phosphate and up to degrees of polymerization of 600 (28). These probably pro-
vide energy storage for the yeasts.

Some of the inorganic phosphate polymers possess properties resembling
those of glassy organic plastics. Corning has attempted to commercialize low
melting phosphate-containing glasses as reinforcing fibers with excellent dimen-
sional stability (29,30). The fibers can be made in situ by stirring in a high tem-
perature thermoplastic melt. Phosphate glasses can also be molded at 360–400◦C
to make high refractive index lenses (31).

Heating of ammonium phosphates under an atmosphere of ammonia or in
the presence of urea produces ammonium polyphosphate (32,33). At a high degree
of polymerization, the product is a water-insoluble solid. This form of ammonium
polyphosphate is used commercially as a flame-retardant additive for plastics
and as the latent acid component in intumescent paints, mastics, and caulks (34,
35). The water resistance can be further enhanced by encapsulation with a resin
(36).

A melamine salt of polyphosphoric acid is prepared by thermal polymeriza-
tion of melamine phosphate (37). One such product, MELAPUR 200, developed
by DSM in the Netherlands, is now marketed by BASF, one significant use being
the flame retarding of polyamides (38).

Polymeric Phosphorus Oxynitrides and Phosphorus Iminoimides.
Condensed phosphoramides with linear, cyclic, or cross-linked structures are pro-
duced by the reaction of POCl3 with ammonia. The higher molecular weight
products are insoluble in water and on further heating are converted into a
cross-linked insoluble polymer, phosphorus oxynitride (PON)x (39). Phosphorus
oxynitride can be made by prolonged heating of melamine phosphates (40), urea
phosphate (40), or ammonium phosphate under conditions where ammonia is re-
tained (41). Phosphorus oxynitride is an effective flame retardant in those poly-
mers such as nylon 6, which can be flame retarded by exclusively char-forming
condensed-phase means. However, phosphorus oxynitride is ineffective (at least
by itself) in those polymers such as polybutylene terephthalate which are easily
pyrolyzed to volatile fuel (42–44).

An imido analog of phosphorus oxynitride, phospham, (PN2H)x, is also made
as the exhaustive self-condensation product of aminophosphazenes but may also
be made directly from elemental phosphorus and ammonia or from phosphorus
pentasulfide and ammonia (45). Phospham is probably a thermoset phosphazene
imide, because it can be also made by heating of hexaminocyclophosphazene (46).
It can be amorphous or crystalline. It is also an effective and thermally stable
flame retardant, especially for high temperature processed polyamides (47). It
was available for a short time as a development product from Japan.
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Amorphous polymeric dielectric films of phosphorus nitrides and oxynitrides
(“Phoslon”) can be prepared on electronic substrates by chemical vapor deposition
(48).

Organic Phosphorus Polymers.
Phosphines. Polymeric phosphines exhibit strong metal-binding proper-

ties. Nonpolymeric phosphines, in particular triphenylphosphine, are employed
as ligands for cobalt and rhodium in hydroformylation catalysts used in plas-
ticizer manufacturing. Extensive efforts have been made to attach phosphine–
metal complexes on polymers to facilitate catalyst recovery and enhance selec-
tivity (49). Problems of cost, catalyst life and activity, heat transfer, and mass
transfer seem to have prevented their commercialization.

Polymers from diarylphosphinylstyrenes have been prepared as ligands
(50). Styryldiphenylphosphine monomer, commercially available in laboratory
quantities, is easily polymerized or copolymerized (50,51). Copolymers of
styryldiphenylphosphine with divinylbenzene cross-linked with styrene are com-
mercially available in laboratory quantities.

Some polymeric phosphonium salts have been reported to have advantages
in reaction rate or ease of separation relative to monomeric phosphonium salts
as catalysts for nucleophilic reactions where the large cation favors nucleophilic
reactivity of the anion (52).

Phosphine Oxides. The outstanding property of polymeric phosphine ox-
ides is their stability. Since the electron pair of the phosphine structure has been
donated to an oxygen atom, the phosphine oxide group is unreactive, although it
is very polar and is subject to strong hydrogen bonding.

Polymeric phosphine oxides are made by a variety of condensation- and
addition-polymerization methods. Radical-initiated copolymerization of com-
pounds with RPCl2 structures and olefins produces polydichlorophosphanes,
which on hydrolysis yield polyphosphine oxides (53). Where p-xylylene (produced
by pyrolysis) is the olefin, this copolymerization affords quite tenacious high tem-
perature thermoplastic phosphine oxides (54).

Polystyrenes with attached phospholene oxide rings are recoverable cata-
lysts for converting isocyanates to carbodiimides (55).

A series of polyesters and polyethers made from aromatic phosphine oxides
exhibit stability as well as flame resistance (56,57). Aromatic polyethers contain-
ing phosphine oxide structures are made according to the following reaction (57–
59):
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These polymers show good flame resistance and low smoke, and some have
been introduced on a development scale for potential use in graphite composites
and as electrical insulation for aircraft. Some polyphosphine oxides have been
shown to be suitable for optical applications (60).

Because of their high thermal and photochemical stability, poly(arylene
ethers) with phenylphosphine oxide units in the chain have been proposed for
NASA aerospace applications (61).

Aliphatic polyamides with a phosphine oxide unit in the dicarboxylic acid
portion or the diamine portion of the polymer chain have been described (62–66).
These were intended to have flame resistance while retaining adequate thermal
and hydrolytic stability. The effect of the phosphine oxide on softening and heat
distortion temperatures of these structures has been studied (67); some show
elevated glass transition temperatures (Tg) and softening temperatures com-
pared to the phosphorus-free analogues, others show depressed melting behavior
and loss of crystallinity. Increasing the content of phosphine oxide depresses the
melting point and in most cases the crystallinity. In some cases incorporation of
phenylphosphine oxide structures improves thermal properties. Incorporation of
triarylphosphine oxide units in the polymer chan improves solubility in aprotic
polar solvents (65,66)

Mono-, bis-, and tris(hydroxyaryl)phosphine oxides have been claimed as
reactive flame retardants for epoxy composites (68). Bis(m-aminophenyl)methyl
phosphine oxide was extensively explored in epoxy carbon fiber composites as a
curing agent with the intention of use in Airbus airplanes (69). One comparative
study showed that the flame retardancy of an aromatic phosphine oxide copoly-
mer was no better than that achieved by a similar amount of phosphine oxide
structure as an additive (70).

Aromatic polycarbonates containing diphenylphosphine oxide units at-
tached laterally to the chain (using the diol made by adding diphenylphosphine
oxide to benzoquinone) have been shown in a General Electric patent to achieve
flame retardancy without loss of Tg or impact strength (71). The required inter-
mediate, diphenylphosphinous chloride, is commercially available but this appli-
cation has not been commercialized.

Polyimides (qv) containing phosphine oxide structures have been explored
in the quest for highly stable thermoplastics. In the search for flame-retardant,
heat-stable composites for aerospace applications, the following structure was
prepared:

This polymer is stable to 400◦C and shows excellent adhesion to glass fiber
reinforcement (72,73). Stability is further increased by an ether linkage between
the two phosphorus-bonded rings (74).

Phosphine oxide containing polyimides were produced at NASA by polymer-
ization of phosphine oxides containing maleimides as illustrated by the following
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structure (75):

In an attempt at improving thermal and thermoxidative stability poly-
(urethane-imides) as well as obtaining flame retardant properties, phosphine-
oxide-containing isocyanates were prepared (76):

P

O

R

N N

O

OO

O NCOOCN

where R = CH3 or C6H5

Ammonia cross-linked textile finishes from tetrakis(hydroxymethyl)-
phosphonium salts have a primarily phosphine oxide structure and are discussed
under the topic of cellulosic textile finishes.

Phosphinites and Phosphonites. In common with phosphines, these
classes of phosphorus structures have unshared electron pairs on the phospho-
rus. They tend to be unstable to oxidation and are good metal binders. Conse-
quently, they have been prepared as antioxidant scavengers, catalyst ligands,
and ion-extraction reagents, but no commercial applications of polymeric phos-
phinites or phosphonites are known. A Goodrich patent shows an oligomer made
from phenyldichlorophosphine and a dihydric phenol as a polymer stabilizer (77).

Phosphites. Phosphites, mostly nonpolymeric, are employed as the
peroxide-decomposing components of antioxidant systems for polyolefins and
diene rubbers.

Polyphosphites, actually poly(hydrogen phosphonates), have been described
as being made by transesterification of dialkyl phosphites with diols, but some
examples have been shown to proceed concurrently with dealkylation and forma-
tion of acid end groups (78). If the acid end groups are realkylated such as by
diazomethane, high molecular weight poly(hydrogen phosphonates) can be made
(79). The use of diphenyl hydrogen phosphonate instead of dialkyl hydrogen phos-
phonate also permits achieving high molecular weight. These phosphite polymers
can be oxidized to synthetic analogs of the nucleic acid backbone.

An improved preparation of a poly(alkylene hydrogen phosphonate) by re-
acting dimethyl hydrogen phosphonate with poly(ethylene glycol) made use of
fast heating by microwave (80).

An oligomeric phenyl dipropylene glycol phosphite, averaging eight phos-
phite groups per mole, is a commercial color stabilizer (Doverphos 12, Dover
Chemical Corp.) for rigid and plasticized poly(vinyl chloride). Typical use levels
are 0.25–1% in vinyls and polyurethanes.
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A lower oligomeric dipropylene glycol phosphite, averaging three phosphite
groups and five hydroxyl groups (GE’s Weston PTP Phosphite), is used in foamed
polyurethanes to control color development and prevent bun scorching.

Phosphinates. Phosphinate structures confer flame retardancy to
polyester fibers, discussed separately later.

Esters of P-phenyl-P-vinylphosphinic acid can be polymerized to high
molecular weight by free-radical initiators. The monomers are prepared from
phenylphosphonous dichloride (81).

Oligomeric phosphinic/carboxylic acid copolymers are made by radical-
catalyzed polymerization of acrylic and/or maleic acid in the presence of
hypophosphorous acid or sodium hypophosphite. The phosphinic unit is incor-
porated by a chain-transfer reaction (82,83). A phosphonic acid group can be in-
troduced as an end group by chain-transfer polymerization of phosphorous acid
with an acrylic acid monomer. Products of this type are effective scale inhibitors
for water treatment and are commercially used.

(P-Hydroxymethyl)phenylphosphinic acid (an adduct of formaldehyde and
phenylphosphinic acid) can be thermally dehydrated to form oligomers, which
are useful in flame-retarding polyethylene terephthalate (84). These may have
been commercially used in Europe.

A large and varied family of polymers has been made from a cyclic phosphi-
nate, which is made commercially from o-phenylphenol by the following reaction
sequence:

The key intermediate, a cyclic hydrogenphosphinate, 9,10-dihydro-9-oxa-
10-phosphaphenanthrene-10-oxide, has been converted, mostly by Far Eastern
manufacturers, to a variety of difunctional polymer intermediates. Addition to
itaconic ester produces a dicarboxylic ester commercially used to make thermo-
plastic polyesters. This technology is discussed later in connection with modified
polyester fibers and epoxy resins.

The cyclic hydrogen phosphinate can also be added to benzoquinone to make
a substituted hydroquinone and a diglycidyl ether therefrom, discussed later in
connection with epoxy resins.

Phosphinates made from acrylic acid and methyl- or phenylphosphonous
dichloride are used in small amounts to provide inherent flame retardancy to
polyester fibers (see Thermoplastic Polyesters, later).

Phosphonates. The principal synthetic routes include addition and con-
densation methods. Although a large number of vinyl and diene phospho-
nate monomers have been described in the literature (2,8,12,85), only bis(2-
chloroethyl) vinylphosphonate (Akzo-Nobel’s now-discontinued Fyrol Bis-Beta
monomer), vinylphosphonic acid (Clariant), and dimethyl vinylphosphonate
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(Clariant) have been offered commercially. The diethyl vinylphosphonate is avail-
able in laboratory quantities.

Vinylphosphonates are slow to homopolymerize. They copolymerize with
most common monomers but particularly well with vinyl acetate (86), vinyl
chloride, and acrylonitrile (87). The copolymerization Q and e values for bis(2-
chloroethyl) vinylphosphonate are 0.23 and 1.73, respectively (88), reflecting an
electron-poor double bond and low resonance stabilization of the free radical.
They are also prone to chain transfer. Representative copolymers have been stud-
ied and evaluated for their expected flame-retardant action (89), but cost consid-
erations have generally discouraged commercial use of vinylphosphonate esters
for this purpose.

Plasticized vinyl polymers are made by terpolymerization of bis(2-
chloroethyl) vinylphosphonate with vinyl chloride and alkyl acrylates (90–93).
These terpolymers can be calendered to films and were for a time in commercial
development by Stauffer Chemical Co. for use as truck and container decals with
permanent plasticity.

Vinylphosphonic acid is produced in Germany and used, initially by Hoechst
later by others, to manufacture a hydrophilic poly(vinylphosphonic acid) prepared
by free-radical polymerization in a solvent (94,95). Poly(vinylphosphonic acid) is
mainly used for the treatment of aluminum photolithography plates before ap-
plication of the photosensitive layer (96,97). The coating improves the developing
and printing characteristics of the plate. Dental cement applications of cross-
linked poly(vinylphosphonic acid) have also been studied (98). Vinylphosphonic
acid copolymers with vinylsulfonic acid have been patented as scale inhibitors for
water treatment (99).

A study of the binding of various metal cations by a water-soluble
poly(vinylphosphonic acid) showed that the polymer–metal interaction was pri-
marily electrostatic (100).

Isopropenylphosphonic acid polymers are water soluble and are believed to
have found commercial utility as scale inhibitors (101). A flame-retardant copoly-
mer of alpha-phenylvinylphosphonic acid with styrene has been patented (102).

The tetraethyl ester of 1,1-vinylidenediphosphonic acid has been used to
make cross-linked copolymers, which are ion-exchange resins with selective
chelation properties for toxic metal cations (103). An alternative method for intro-
ducing the diphosphonic acid structure is by the reaction of a methylenediphos-
phonic ester with chloromethylated styrene copolymer beads (104). At least one
such a resin class, Diphonix, also containing sulfonic acid and other functional
groups, has shown promise for treatment of radioactive wastes and for iron con-
trol in copper electrowinning (105,106). The diphosphonic resins have been re-
viewed as chelating resins (107).

An oligomeric vinylphosphonate was commercialized in the 1970s as a
flame-retardant finish on cotton, principally for children’s sleepwear (108).

Upon free-radical initiated curing, usually with a comonomer such as
N-methylolacrylamide or with an amino resin, this monomer produces a
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cross-linked finish for cotton, resistant to laundering (109–111). This product was
discontinued in the United States for marketing and cost reasons, but it was later
used in Japan for some nonapparel applications.

Vinylbenzylphosphonate diethyl ester was prepared by the Arbuzov reac-
tion of vinylbenzyl chloride with triethyl phosphite, and this monomer was used
as a precursor for experimental resins with metal-binding properties (112). The
reaction of dialkyl phosphite anions with vinylbenzyl chloride was also used to
prepare higher dialkyl p-vinylbenzylphosphonates (113). Copolymers of vinylben-
zylphosphonate diethyl ester with acrylonitrile and terpolymers with acryloni-
trile and styrene were synthesized, and their flame-retardant properties were
tested (114). Diphenyl vinylphosphonate, di(2-phenylethyl) vinylphosphonate,
and 1,6-phenylene vinylphosphonate were also synthesized and copolymerized
with poly(methyl methacrylate) or polystyrene with the purpose of improving
flame-retardant performance (115).

Copolymers of diethyl(methacryloyloxymethyl)phosphonate with methyl
methacrylate have recently been shown to have some flame retardancy advantage
over phosphorus additives (116). Various acrylate and methacrylate monomers
with phosphonic acid groups that aid bonding to dentine have shown promise
for dental restoration purposes (117). Various allyl phosphonates (118) have been
proposed for these uses, but none appear to have found any application.

Poly(styrene-co-diethyl vinylphosphonate) was hydrolyzed and converted to
sodium and zinc ionomers. Because of low water absorption, these were unsuit-
able as exchange membranes (119).

Condensation Polymerization Routes to Polymeric Phosphonates. The
reaction of a phosphonyl dichloride with an aliphatic diol produces polyphospho-
nates, which are low melting and hydrophilic. Industrial interest has been fo-
cused on the polyphosphonates made from aromatic diols or aromatic phosphonyl
dichlorides.

Because of the commercial availability of phenylphosphonyl dichloride
(benzene phosphorus oxydichloride, BPOD), much work has been done on this
intermediate to make polymeric phosphonates as flame-retardant thermoplas-
tics or as additives for thermoplastics. In an early study, Toy (120) carried
out the poly- condensation of BPOD and dihydric phenols in a melt. Coover
and McConnell added the use of an alkaline earth halide catalyst (121). For
enhancement of the flame-retardant effectiveness as fiber additives, tetrabro-
mobisphenols were used to make polyphosphonates (122). Various co-condensed
polyesters with both phosphonate ester units and dicarboxylic ester units have
been described and patented.

Toyobo in Japan commercially introduced the polymer or oligomer from
phenylphosphonic dichloride and 4,4′-sulfonylbisphenol as an additive for
polyester fibers, initially to meet the Japanese flame-retardant regulations for
home furnishings (123,124).
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This oligomer, which seems to have a higher flame-retardant effect than the
sulfur-free analogs, has been further studied and piloted in the United States
(125–127). Its manufacturing and use has also been developed in China, and it
is made there on a commercial scale (128), and its miscibility with poly(ethylene
terephthalate) has been studied (129). It was found that this oligomer undergoes
partial transesterification when is blended with PET to produce flame-retardant
fibers (130).

Interfacial polycondensations for the synthesis of polyphosphonates by the
reaction of phosphonyl dichlorides with diols can be very rapid, and under favor-
able conditions give high molecular weights (131,132).

Transesterification of a Phosphonate with a Diol. This method proceeds
well in the case of O,O-dialkyl hydrogen phosphonates (133) but less selectively
with O,O-dialkyl alkyl- or arylphosphonates. With O,O-diaryl alkylphosphonates,
ester exchange is an effective route to polymeric phosphonates (134–136):

Process details of a stepwise transesterification have been disclosed (137). A
single-step process with catalysis was claimed to produce useful flame-retardant
thermoplastics (138). Blends of this polyphosphonate have been claimed with en-
gineering thermoplastics such as poly(butylene terephthalate) with melamine ad-
ditives to boost flame retardancy (139). Also disclosed were block copolymers of
these phosphonates with polyester or polycarbonate blocks (140). Higher molec-
ular weight phosphonate aromatic condensation polymers can be attained by
adding tri- or tetrahydric phenols or triaryl phosphates to the reaction mix-
ture (141). A transparent flame- retardant polymethylphosphonate thermoplastic
made by this technology was for a time in development by Bayer (135). Mechani-
cal properties were excellent, although resistance to hot water was somewhat de-
ficient. Methylphosphonate aromatic diol higher-molecular-weight polymers are
now being further developed as flame-retardant thermoplastics (142). Branched
versions are shown to have improved properties (143).

Transesterification has been used to prepare an oligomeric resorcinol
methylphosphonate, which shows utility as a reactive flame retardant for epoxy-
printed wiring boards (144,145). These are discussed further under Epoxies.

Transalkylation of a Phosphonate with a Dihalide. This route is especially
useful with O,O-dimethyl phosphonates and bis-primary dihalides, for example,
in the production of a poly(ethylene methylphosphonate) (146):

The reaction proceeds most readily in the presence of a basic cata-
lyst (12,146). This chemistry was used for the commercial manufacture of a
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flame-retardant hydroxyl-terminated oligomer (12,147) suitable for flame-
retarding thermoset resins and resin-impregnated paper.

This route was superseded by an alternative halogen-free process using
phosphorus pentoxide, as described later.

Arbuzov Polycondensation. To date industrial applications have been
limited to the production of oligomeric flame retardants, such as the conver-
sion of tris(2-chloroethyl) phosphite to a mixture of its intramolecular Arbu-
zov rearrangement product, bis(2-chloroethyl) 2-chloroethylphosphonate and its
oligomeric intermolecular Arbuzov products (148,149).

The detailed structure of the oligomers is open to some question; isomers
and branched structures are likely. A product of this reaction, a mixture of
monomeric and lower oligomeric compounds, is sold as Antiblaze 78 (A&W, now
Albemarle) for flame retardance in urethane foam.

Arbuzov Cyclopolycondensation. This versatile reaction and related cy-
clopolymerizations have been extensively studied (133,150,151). A typical exam-
ple is the cyclopolycondensation of methyl ethylene phosphite (152):

Insertion of an Alkylene Oxide into a Phosphonic Anhydride. A useful route
to oligomeric flame retardants is based on the following two-step synthesis (153):

By inclusion of a limited amount of water or alcohol in the synthesis,
oligomers of this type can be made with controlled hydroxyl content. Such prod-
ucts are exemplified by Akzo Nobel’s Fyrol 51 or Fyrol 58 flame retardants, which
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are useful as reactive oligomers in thermosets. In resin-treated automotive air
filters, this type of product is chemically linked to the resin and resists leaching
by water when the filters are cleaned. Fyrol 51 has also found utility in mak-
ing flame-retarded polyurethanes. As a wash-resistant textile finish when cured
with aminoplasts on cotton or certain blends, it was introduced by Akzo Nobel
(Supresta) as FYROLTEX HP (154,155). It later became available from Asheville
Lubricants & Chemicals as ALC HP51. Combinations with aminoplasts have
been extensively studied at University of Georgia as durable flame-retardant
finishes for cotton (156,157) and cotton-nylon blends (158). Formaldehyde-free
finishes on cotton were also produced with this phosphonate-phosphate oligomer
and, as a coreactant, butane-1,2,3,4-tetracarboxylic acid (159).

Insertion of a Diepoxide into a Phosphonate Ester. The insertion reaction
of bisphenol-A diglycidyl ether with diaryl aryl- or alkylphosphonates was shown
to give polyphosphonates of moderate molecular weight (160).

Addition of an Olefin to a Hydrogen Phosphonate Oligomer. As described
in a Rhodia patent, transesterification of a dialkyl phosphite (hydrogen phospho-
nate) with a diol provides a hydrogen phosphonate oligomer, which is then treated
with an olefin under peroxide-initiated addition conditions. Thus, oligomeric
hexamethylene C2–C10–alkylphosphonates are described as useful halogen-free
flame-retardant additives for polyurethane foams (161).

Condensation of Phosphites with Aldehydes or Ketones. A phosphonate
flame-retardant oligomer, PHOSGARD C22R (formerly made by Monsanto, pos-
sibly still made in Japan) has been used commercially as an additive in acrylics
and thermoset plastics (162).

CH3CHO + PCl3 + CH2 CH2

O
several
steps

ClCH2CH2O

ClCH2CH2OP

O

OCH (P

O

OCH2CH2Cl

O CH)n

CH3CH3

POCH2CH2Cl

O

OCH2CH2Cl

A related product was developed at Rohm and Haas Co. from acetone, ethy-
lene glycol, and PCl3, and may have been used in flame-retarded acrylic sheets
(163,164).

Friedel–Crafts Reaction of PCl3 on Styrenic Polymers, Followed by Ox-
idation. Ion-exchange resins with selective affinity for lanthanides and other
“hard” cations have been made by the aluminum chloride catalyzed reaction of
PCl3 with macroporous cross-linked styrenic resin beads. The initially formed
phosphonous dichloride was hydrolyzed and oxidized to a resin with phosphonic
acid groups (165).

Phosphonylation of a Carboxylic Acid Polymer. The reaction of a water-
soluble polycarboxylic acid with phosphorous acid is said to yield a polymer
with hydroxybis(phosphonic acid) structures. These are effective scale inhibiting
agents for aqueous systems (166) but not known to have been commercialized. A
similar reaction in a Chinese study is said to have resulted in the replacement of
carboxyl groups by phosphonic acid groups (167) to produce polymers with simi-
lar utility.

Phosphates. Polymeric phosphates are used for the preparation of flame-
retardant polymers, ion-exchange resins and models for natural biopolymers such
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as nucleic acids, teichoic acids (components of bacterial cell walls) (136), and
polynucleotides, which are discussed in a separate article. Synthetic poly(1,3-
alkylene phosphates) as mimics of the natural teichoic acids have been studied,
particularly in respect to Mg2+ binding and ion transport (168).

Addition polymerization of unsaturated phosphate monomers has been ex-
tensively investigated, but to date only a few industrial applications have been
found. Dental anticaries applications of phosphoenol pyruvate polymers and
copolymers with acrylic acid have been demonstrated in vitro (169).

Monoallyl phosphates undergo chain transfer at the allylic methylene group
and polymerize poorly (118). Triallyl phosphate polymerizes with free-radical ini-
tiation to a hard, clear cross-linked polymer. This monomer was briefly piloted by
the former Marbon Co. but not successfully commercialized.

Acid phosphate monomers made from hydroxyethyl acrylate or methacry-
late and P2O5 are useful acrylic or epoxy coating components and dental
adhesives (170), and promote adhesion to metal substrates (171–174). The
mono(methacryloxyethyl) phosphate and di(methacryloxyethyl) phosphate are
available as Kayamer PM-1 and PM-2 from Nippon Kayaku, or the mixture as
Ebecryl 170 from UCB Radcure:

Related monomers with longer polyether chains between the polymeriz-
able group and the acid phosphate and a high monoester to diester ratio are
available as Rohm and Haas Sipomer PAM-100 and PAM-200 (methacrylates)
and PAM-300 (acrylate). These are useful comonomers for producing coatings
and adhesives with improved wet and dry adhesion to metals, as well as scrub
resistance and corrosion resistance (175).

Polycondensation of Phosphoryl Dihalides with Diols. Poly(arylene aryl
phosphates) can be made stepwise by first preparing a phenyl phosphorodichlo-
ridate which reacts with a dihydric phenol or in one step by the reaction of phos-
phorus oxychloride with a mixture of monohydric and dihydric phenols.

Depending on the reactant ratio, the products can be oligomers or high
molecular weight thermoplastic or thermoset polymers. Aromatic phosphate poly-
mers were found to have good transparency, hardness, and adhesion but were too
brittle and hydrolytically unstable (176).

Improvements in this process to obtain arylene aryl phosphate polymers
with more linear structure and essentially free of chlorine are described by GE
inventors (177).

Oligomeric aromatic phosphates have been patented and commercially used
as flame-retardant additives mainly for impact-resistant polystyrene blends with
polyphenylene oxide and polycarbonate blends with acrylonitrile–butadiene–
styrene copolymers (178,179). They have also been shown useful in thermoplas-
tic polyesters (122). The principal commercial examples are based on phenol and
resorcinol (Israel Chemical Ltd. Industrial Products (ICL-IP), ex. Akzo-Nobel’s
Fyrolflex RDP) or phenol and bisphenol A (ICL-IP’s Fyrolflex BDP or Albemarle’s
Ncendx P-30). Although these have the diphosphate as their principal ingredient,
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they also contain higher oligomers.

Some patents and publications suggest advantages of flame retardancy for
the higher oligomers (180,181). However, some recent patents show the advan-
tage of using of the blend of high molecular weight polyphosphate (10,000) and
diphosphate (182) or monophosphate (183). A systematic study of the oligomers
and polymers made from alkyl and aryl dichlorophosphates and dihydric phenols
showed that their flame retardancy (as expressed by oxygen index) is a function
of phosphorus content and thermal stability (184).

A study was made of the comparative hydrolytic stability of eight arylene
phenyl phosphate polymers made by interfacial polymerization; the biphenol
polymer was found most stable (185).

Insertion of Phosphorus Pentoxide into a Phosphate Followed by Epox-
ide Insertion. The insertion of phosphorus pentoxide into a trialkyl phosphate
or a tris(haloalkyl) phosphate produces oligomeric metaphosphoric anhydrides
which, upon further insertion of an epoxide into the P-O-P linkages, affords
oligomeric phosphates. An older route for the chloroethyl phosphate oligomers
used a transalkylation reaction for polycondensation, producing dichloroethane
as a by-product.

By inclusion of a proton source, such as H3PO4, water, or alcohol, these
oligomers can be made with hydroxyl functionality. Thus, a hydroxyl-terminated
ethyl ethylene phosphate, Exolit OP 550, is made from triethyl phosphate, P2O5,
phosphoric acid, water, and ethylene oxide. It was made at Hoechst (186) and has
been introduced by Clariant as a reactive flame retardant for polyurethane foams
(187); related oligomers were made earlier at Stauffer (188).

The reaction of triethyl phosphate, P2O5, and ethylene oxide, omitting the
addition of a proton source unlike the preceding synthesis, produces a substan-
tially nonfunctional oligomer. A product of this type, Supresta’s (later, ICL-IP’s)
Fyrol PNX, has been introduced as a high efficiency flame retardant for flexible or
rigid polyurethane and polyisocyanurate foams. Because of its oligomeric charac-
ter, it has low vapor emission (thus freedom from window fogging) in applications
such as automobile seating (173,189). Because of the high percentage of phospho-
rus (19%), it is quite efficient and as little as 5 parts per 100 parts of polyol is
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effective in passing the California 117 test and MVSS 302 in a 1.5–1.8 lb/(cu ft)
foam. Marketing in Europe is favored by a trend to nonhalogen-containing flame
retardants. Enhanced flame-resistant properties are claimed with blends of this
oligomeric phosphate with a monophosphate (190).

Diepoxide Reaction with Phosphoric Acid. The reaction of phosphoric
acid with diepoxides can produce linear polymers or gels, which can be hydrolyzed
to water-soluble poly(alkylene phosphates) (191,192).

Polycondensation of Compounds Containing a Phosphate Linkage.
Polycondensation of tris(2-chloroethyl) phosphate, preferably in the presence of
a nucleophilic catalyst, affords an oligomeric phosphate which was for a time pro-
duced by this process as a flame retardant for polyurethane foams, thermoset
resins, and air-filter products (193–195). A preferred method, avoiding a chlo-
rinated coproduct, is based on addition to the tris(2-chloroethyl) phosphate of
phosphorus pentoxide and ethylene oxide as discussed earlier.

Cyclopolymerization of Five- or Six-Membered Ring Phosphates.
Poly(ethylene methyl phosphate) is formed from cyclic methyl ethylene phosphate
(150).

The reaction is thermally reversible, and consequently, polymers and
oligomers with P(O)OCCOP(O)O linkages cannot be used in high temperature
applications.

Production of poly(alkylene hydrogen phosphates) can be accomplished by
ring-opening polymerization of cyclic hydrogen phosphonates followed by oxida-
tion (eg, by chlorination and hydrolysis). The intermediate chloride can also be
converted to esters or amides (151).

An overview of the preparation of alkylene phosphate polymers by ring
opening and by transesterification (usually of hydrogen phosphonates followed
by oxidation), with an overview of the hydrolytic and metal-binding proper-
ties of these polymers, has been published by Penczek and co-workers (196).
Poly(alkylene acid phosphates) with two- and three-carbon units, made via
diphenyl hydrogen phosphonate transesterification and oxidation of the P(O)H
group, have been reviewed in the context of biomimetic molecules and shown to
control calcium carbonate crystallization in a process related to biomineralization
(197). Bone tissue engineering applications are indicated for related phosphoester
polymers (198).

Phosphorus–Nitrogen Polymers. The most extensively investigated class
of such polymers is the polyphosphazenes which have been reviewed in regard to
flame retardancy (199) and which are discussed in a separate article in this Ency-
clopedia. The phosphazenes, comprising a family of cyclic oligomers (principally
trimers and tetramers) and linear polymers of the general formula (–N–PRR′)x,
usually produced by displacement of chlorines from (–N–PCl2)x, have been very
extensively investigated, with limited practical accomplishment to date. A recent
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book with chapters by experts in this field comprises a thorough review (200).
Elastomers where R and R′ are trifluoroethoxy or aryloxy, such as Ethyl Cor-
poration’s EYPEL, were in the market for a time, mostly finding military uses
and possibly pipeline sealants where their range of high and low temperature
properties and solvent resistance was advantageous and the high price could be
tolerated. Some rather promising applications in biocompatible dental prosthe-
ses, biodegradable surgical repair, controlled drug release, and selective mem-
branes for gas separation and fuel cells are at the research stage but progress
with these uses has been deterred by difficult availability of the phosphazene
polymers. Some usage of a mixture of cyclic and oligomeric phenylphosphazenes
as flame retardants in electronic plastics and printed wiring boards is known in
the Far East (Otsuka’s SPB-(100)). Research on polymeric phosphonamides and
phosphorimides has not as yet led to commercial use.

Condensation Polymerization of Phosphonyl Dihalides or Phosphoryl Di-
Halides with Diamines. Polyphosphonamides have been prepared by interfa-
cial reaction of phenylphosphonic dichloride with diamines (131,201); these prod-
ucts have apparently not been commercialized. Polyphosphonic amides have been
shown to have useful flame-retardant efficacy in polyolefin formulations with
other phosphorus additives (202). Film-forming polyphosphoramides (203) form
reverse osmosis membranes impervious to urea and appear to have promise for
artificial kidney applications.

Condensation Polymerization of Phosphonate Esters or Diamides with
Diamines and Related Reactions. Treatment of diphenyl methylphosphonate
with diamines produces thermoplastic materials with elemental compositions
corresponding to polymeric phosphonamides or imides (134,204,205).

Phosphorus-Modified Plastics, Resins, and Textiles. In many cases,
only a small quantity of phosphorus is introduced by various means into a poly-
mer to achieve desired properties such as flame retardancy or improved adhesion.

Polyolefins. Polyethylene can be phosphorylated with phosphorus trichlo-
ride and oxygen by a free-radical chain reaction (206–208). Side reactions include
separate oxidation of the phosphorus trichloride and of the polymer. Hydrolysis
gives phosphonic acid structures, which can impart flame retardancy and im-
prove adhesion to surfaces. These materials have been explored for dental and
bone therapy applications but no commercial use is known.

Styrenic Resins. The introduction of phosphorus acid groups into
polystyrene gives ion-exchange resins with different selectivities than the usual
sulfonated types. In one method PCl2 groups are attached to the aromatic ring by
the reaction of polystyrene (or cross-linked styrene–divinylbenzene copolymer)
with phosphorus trichloride with an aluminum chloride catalyst (209). After hy-
drolysis and oxidation, the aromatic rings contain P(O)(OH)2 groups. Hydrolysis
alone gives polystyrenes with phosphinic acid groups (210). Polystyrenes with
phosphonic or phosphinic acid groups show selective ion-exchange properties to-
ward metals (211). Low molecular weight polystyrene with chloromethyl phos-
phonate end groups was obtained by quenching living polymerization of styrene
with POCl3 and subsequent reaction with methanol (212). This polymer showed
surprisingly good flame retardance performance.

A series of phosphorylated ion-exchange resins based on polyols reacted
with poly(vinylbenzyl chloride) have been evaluated in detail as bifunctional
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coordinating ligands for divalent transition metals (213) (see ION-EXCHANGE

RESINS; STYRENE POLYMERS).
A macroporous polystyrene–divinylbenzene with sodium phosphonomethy-

laminomethyl groups has been marketed as Duolite ES-467 ion-exchange resin
(Rohm and Haas Co.), which is highly effective in chelating divalent metal
cations. It removes traces of calcium from saturated sodium chloride brine, such
as the feed streams to chlorine–caustic electrolytic cells (214). This resin has also
high affinity for lead and zinc, and has been used for treating industrial waste
streams and cooling-tower waters.

Vinyl and Acrylic Polymers. Vinyl and acrylic polymers containing phos-
phorus are prepared from a phosphorylated monomer or by treating the polymer
with a phosphorus compound.

Phosphonate groups are introduced into poly(vinyl chloride) via the Arbu-
zov reaction with a trialkyl phosphite (206), although this reaction is slow, ac-
companied by dehydrochlorination of the PVC and by intramolecular Arbuzov
rearrangement of the phosphite (215,216). However, this reaction of phosphites
may play a role in stabilizing poly(vinyl chloride), where the phosphite may react
with stability-impairing reactive chlorines such as allylic chlorines; other mode-
of-action hypotheses involve its reducing ability or radical-capturing ability.

Acrylic dental adhesives have been modified with a phosphate ester link-
age by the reaction of a glycidyl methacrylate or hydroxyethyl methacrylate with
phosphorus oxychloride (217). One such product, a 3M Scotchbond, adheres to
dentine as well as to tooth enamel. Adhesion to enamel can be improved in den-
tal bonding cements by including an acryloxyalkyl- or acryloxyaryl acid phos-
phate component (218). Japanese products utilize an unsaturated phosphinic acid
monomer to improve adhesion (219).

Phosphorus acid groups can be introduced into acrylic acid polymers by the
use of chain transfer during polymerization in the presence of phosphorous acid
(which provides a phosphonic acid end group) or hypophosphorous acid (which
can provide a phosphinic acid middle or end group) (220). Certain water-soluble
polymers of the Belclene 700 series (originally Ciba Geigy, later FMC) contain
phosphinic or phosphonic acid groups believed to have been made in this manner.
These polymers are effective scale inhibitors and can be used in industrial and
institutional washing formulations to aid soil removal and dispersion with control
of water-hardness deposits.

Dimethyl 2-(methacryloyloxy)ethylphosphonate was commercially used in
flame-retardant acrylic coatings (221). Phosphorus-containing polyol with pen-
dant phosphinate groups was made by reacting DOPO-itaconic acid condensate
(see below Toyobo product) with ethylene glycol. In the second step this diol was
either reacted with an excess of diisocyanate and endcapped with hydroxyalky-
lacrylate or esterified with acrylic acid. These phosphorus-containing urethane
acrylates and ester acrylates were tested in commercial coatings (221).

Thermoplastic Polyesters. Cocondensation with a phosphorus acid, diol,
or diester introduces a small amount of phosphorus into polyesters for flame re-
tardancy, color stability, electrical properties, or antistatic properties. Hoechst
and Toyo Spinning (Toyobo) have increased the flame retardancy of poly(ethylene
terephthalate) fibers by incorporating small amount of phosphinates.



Vol. 9 PHOSPHORUS-CONTAINING POLYMERS AND OLIGOMERS 677

The Hoechst technology is shown by the following sequence (222,223):

The flame-retardant polyester fiber is marketed (originally by Hoechst,
later by Ticona as Trevira CS, now by KoSa as Avora FR) is used for deco-
rative fabrics and curtains, upholstery fabrics, hospital beddings, and sleeping
bags. These fibers also exhibit low smoke evolution, good appearance, and light
stability.

Technology originally developed at Toyobo for polyester fiber places the
phosphinate group on a side chain in a modified poly(ethylene terephthalate) by
co-condensation with a phosphinate of the following structure (224–226):

This is an addition product of a hydrogen phosphinate with dimethyl ita-
conate. Poly(ethylene terephthalate) with this diester reacted with the chain
has good textile fiber properties besides flame retardancy (227). It was found
that placing the phosphorus ester linkage in the side chain, instead of in the
main chain, afforded superior hydrolysis resistance (228) and thermal stability
(229,230). A diol with the same ring system can also be used to make other
phosphorus-containing thermoplastic polyesters (231).

Numerous patents disclose alternatives for flame-retarding polyester fibers
by introducing a small amount, such as less than 1%, of phosphorus. The co-
condensation of less than 1% of phenylphosphonic acid into the polyester has
been claimed sufficient to flame-retard it to a Japanese standard (232). An Ital-
ian development is a polyester fiber made by transesterifying the oligomer of
phenyl(hydroxymethyl)phosphinic acid into molten polyethylene terephthalate
(233).

Polyester Resins (Thermoset). Many patents describe polyesters contain-
ing an alkylene oxide reaction product with a phosphonic or phosphoric acid to
promote flame retardance; some patents describe transesterifying a neutral or
acid phosphate directly into the reaction mixture (234).

Small amounts of phosphorus sufficient to induce flame retardancy are in-
corporated by transesterification of dimethyl methylphosphonate or other phos-
phonates with unsaturated polyester resins (235,236).

The phosphorus can also be introduced in the form of vinylphosphonate
for copolymerization with styrene in the curing step. Polyesters of this type,
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with bis(2-chloroethyl) vinylphosphonate as part of the cross-linking system,
were marketed for a time (237). The only use of phosphorus compounds in any
significant volume in polyester resins has been that of triethyl phosphate or
dimethyl methylphosphonate for viscosity reduction and flame retardancy in
filled polyester sheet-molding compositions.

Polyamides. Bis(carboxyethyl)alkylphosphine oxide units can be intro-
duced into the backbone of nylon 6,6 to impart flame retardancy with mini-
mal sacrifice of physical properties (57,238). 2-Carboxyethyl phenylphosphinic
acid can be incorporated into the backbone of nylon 6.6 during polymeriza-
tion that provides flame retardancy to carpets manufactured with nylon fibers
(239). This phosphinic acid was shortly marketed by Monsanto and then So-
lutia as a Phosgard. Despite much effort on this approach, these products
failed to reach commercialization probably for cost reasons. Small amounts of
bis(carboxyethyl)methyl phosphinic acid salts can be introduced into the chain of
polyamide 6,6 to impart inherent flame retardancy and stain resistance to carpet
fiber (240).

Epoxy Resins. In the combustion of epoxy resins, phosphorus inhibits the
evolution of fuel gases and increases char (241). Increasing oxidation state of
the phosphorus appears to be correlated with increased char (242). For reviews,
see Refs. 243–245. Much attention has been given to phosphorus additives or
reactives in epoxy resins used as coatings for the purpose of increased adhesion
to surfaces (246,247) as well as for fire resistance. The use of phosphorus reactives
in epoxy aircraft structures has been surveyed with a comparison of various types
(248). Recently, a great deal of effort has been given to phosphorus-containing
flame–retarded electrical/electronic laminates and encapsulated electronic parts;
here also, both additives and reactives have been investigated.

Some of this effort has been directed to the replacement of
tetrabromobisphenol-A, a major reactive component of circuitboards (wiring
boards). Extensive development of flame-retarded halogen-free circuit boards
has taken place especially in Europe and the Far East to find alternatives to
tetrabromobisphenol-A based epoxy circuitboards. This effort is motivated by
EU disposal regulations, and halogen avoidance as a marketing tactic. The use
of phosphate ester additives usually depresses the thermomechanical properties
excessively, so that the use of reactive phosphorus compounds has been the
preferred approach.

Phosphorus can be introduced into epoxy resins in diverse ways using reac-
tive means. Diglycidyl phenylphosphonate (249) has been found useful for elec-
tronic epoxy products but cost has retarded its commercial development.

Phosphorus can be introduced into epoxy resins by introducing phospho-
rus halides prior to cure or as a curing step (in either case, a beta-chloroalkoxy
phosphorus ester structure is produced), but these reagents are generally too cor-
rosive and labile, and this approach has not been commercialized. Incorporation
of phosphoric acid (250) or polyphosphoric acid (251) has shown somewhat more
promise. Epoxy resins modified by the reaction with alkyl acid phosphates such as
butoxyethyl acid phosphate had development efforts by Dow Chemical Co. (252).
Extensive study was done at Ford Co. on epoxy coatings, with alkyl acid phos-
phates reacted into the epoxy structure (172) for purposes of protective coatings
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on steel. The reaction of dialkyl or diphenyl phosphates with epoxy resins and
subsequent curing gave products with intumescent flame-retardant properties
but diminished thermal stability. The use of diphenyl phosphate raised the glass
transition temperature (253) in some epoxy resins. The reaction of epoxy groups
with phosphorus acids generates 2-hydroxyalkyl phosphate or phosphonate link-
ages, along with hydroxy(polyoxyalkylene) phosphates or phosphonates, and also
some self-condensation of the epoxy groups. Where self-condensation occurs, gela-
tion may occur.

Oligomeric phosphoric/phosphonic anhydrides can be incorporated into
epoxy resins to make prepolymers or used as curing agents (254–256).

The chain extension of epoxy resins can be conducted with dihydric pheno-
lic resins containing phosphate linkages. Bis(3-hydroxyphenyl) phenyl phosphate
can be used as a chain extender for epoxy resins and can afford a UL-94 V-0 level
of flame retardancy with phosphorus content as low as 1.5% after cure (257).
However, the glass transition temperature (Tg) is lowered by the flexible phos-
phate group. Curing with a melamine phenolic novolac can raise Tg and improve
the flame retardancy (258).

Chemtura has patented a series of bis(4-hydroxyphenyl) aryl phosphine ox-
ides, which are incorporated in the epoxy via a chain extension reaction and used
to produce flame-retardant epoxy laminates (68). A more cost-efficient mixture
of 4-hydroxypheny phenyl phosphine oxides is recommended for use in the same
application in combination with aluminum hydroxide (259). A mixture of epoxy
monomers made by reacting these 4-hydroxyphenylphenyl phosphine oxides with
epichlohydrin was also prepared (260).

The problem of achieving a high Tg in a circuitboard laminate (to
avoid distortion during soldering) is alleviated by the use of a pendant
rigid phosphorus-containing ring structure, namely the 9,10-dihydro-9-oxa-10-
phosphaphenanthrene 10-oxide (DOPO) group, the synthesis of which was shown
earlier. Some mechanism studies suggest that this structure owes its flame-
retardant efficiency at least in part to the release of a phosphorus species into
the flame with inhibitory consequences (261).

The DOPO ring system has been used in epoxy resins as well as in thermo-
plastic polyesters (see that topic above). It has been the subject of many patents
and publications and is commercially produced in Europe and the Far East. Its
original use was in Toyobo’s flame-retardant polyester fiber, in the form of the
itaconic ester adduct, discussed above.

The hydrogen phosphinate itself can be reacted directly into epoxy resins to
produce presumably a beta-hydroxyalkyl phosphinate structure (262,263). How-
ever, this consumes epoxy functionality and creates chain ends which will affect
mechanical properties.

A more selective means for incorporation of this ring system is to react the
hydrogen phosphinate with benzoquinone by reductive addition to produce the
phosphinyl-substituted hydroquinone (264). This diol can be used as a chain ex-
tension reagent with an epoxy resin to obtain flame retardancy with an improve-
ment of Tg. A still further elaboration of this cyclic structure is the reaction of the
hydroquinone with epichlorohydrin and base to make a diglycidyl ether (265),
which can be used as part of the epoxy resin.
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The same ring system can also be introduced into a novolac hardener by
phosphinylation of one or more of the hydroxyl groups of the novolac, leaving the
remaining groups to serve for the cross-linking (266). DOPO can also be reacted
with pararosaniline (267) or diaminobenzophenone (268) to produce amine func-
tional curing agents for epoxy.

Other stable phosphorus groups can be placed as side chains in epoxy resins.
Addition of diphenylphosphinous chloride under hydrolytic conditions to benzo-
quinone affords (diphenylphosphinyl)hydroquinone, which can also be used as a
flame-retardant component in epoxy resins (269).

A cyclic neopentyl hydrogen phosphonate can be added to the epoxy group
to impart flame retardancy although the creation of an end group does tend to
lower Tg (270).

A poly(1,3-phenylene methylphosphonate), Supresta’s (now ICL-IP) Fyrol
PMP, can be reacted with an epoxy resin to afford a flame-retardant cured product
suitable for glass–fiber-reinforced electronic circuit boards. The cured product,
because of insertion of epoxy groups into the phosphonate ester linkage (271), has
a high cross-link density and high Tg, suitable for lead-free soldering (272–275).
Lower levels of the phosphonate can be used if a filler such as ATH, or optionally,
a benzoxazine resin, are also added (276).

Phosphonated aromatic diamines (277–279) can serve as flame- re-
tardant curing agents for epoxy resins. Phosphoramides (280–282) and
bis(aminophenyl)methylphosphine oxides (283) have been evaluated in the
quest for stable, fire-resistant epoxy composites for aerospace applications.
Tris(aminophenyl) phosphate, made from m-aminophenol and triphenyl phos-
phate, showed promise in Bayer research for reaching a UL-94 V1 rating with ac-
ceptable properties for printed wiring board use (284). A triaminoethylphospho-
rotriamide as a cross-linking agent for a flame-retardant epoxy has been studied
in Hungary (285,286).

Phosphine oxide diols and triols were shown at FMC to be excellent reac-
tive flame retardants or synergists with good thermal and hydrolytic stability in
epoxy resins (287).

Their cost has retarded commercialization. The diol, where the alkyl group
is isobutyl, is available on a development scale from Cytec as Cyagard RF-1243.
It has been shown to have the necessary stability to react into an amine-cured
epoxy formulation to provide a V0 rating (288).

Polyurethanes and Isocyanurate-Modified Polyurethanes. Phosphorus
flame retardants, both additive and reactive, are used in large quantities in
polyurethanes (qv). Rigid urethane foams employed in thermal insulation must
adhere to stringent fire regulations. Flexible foams used in automotive seating
must pass the MVSS-302 fire standard; in furniture foam, they must pass the
California state standards or other local fire codes, and (if exported), European
standards.

Additive flame retardants continue to dominate the flexible foam mar-
ket despite extensive work on reactive phosphorus compounds (289,290). A
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phosphonate-phosphate diol (9) has been used as a component of a blended flame
retardant for flexible polyurethanes. A reactive phosphate diol has been intro-
duced by Clariant as Exolit OP-550 (170). This is a mixture, approximately rep-
resented by the following formula:

C2H5O

HOCH2CH2O P

O

OCH2CH2O P

O

OC2H5

OCH2CH2OHx

A related structure with low enough hydroxyl content to be considered as an
additive, Fyrol PNX (Supresta, now ICL-IP), is also used in flexible polyurethane
foams. It is discussed further above, under phosphates (172,173).

Reactive flame retardants have long been used in rigid foams. A successful
early example, the diol VIRCOL 82 (Rhodia, now Albemarle), is a phosphate diol
made by reaction of dibutyl acid pyrophosphate with propylene oxide (291).

Monohydric alcohols containing phosphorus can also be used to flame-retard
polyurethanes. For example, a Daiichi patent shows the use of a cyclic neopentyl
hydroxypropyl phosphate used as the reactive flame retardant in flexible foams
(292).

A phosphonate diol (Akzo-Nobel’s, now ICL-IP’s Fyrol (6)) has been used in
rigid foams, but is currently used mostly in urethane elastomers. It is a conden-
sation product of diethanolamine with formaldehyde and diethyl phosphonate
(293):

C2H5O PH

O

OC2H5

+ HCHO + HN
CH2CH2OH

CH2CH2OH
C2H5O P

O

OC2H5

CH2 N
CH2CH2OH

CH2CH2OH

−H2O

The diol structure permits permanent incorporation of the phosphonate
group into urethane foams or elastomers. The phosphonate linkage is on a side
chain rather than in the backbone of the polyurethane, which increases the
hydrolytic stability, and the amino group aids catalysis, a useful feature in spray
foam.

A diol containing a phosphine oxide structure (see Epoxy Resins’ discus-
sion) was shown to be useful in urethane coatings, adhesives, and rigid foams, as
well as in epoxies (260,261,294). Advantages included shelf stability of the amine
catalyst–polyol mixture, low smoke, and good resistance to humidity (295).

A phosphorus-containing isocyanate can also be employed, although
P(O)N C O types, in general, are expensive to synthesize and, moreover, give
hydrolytically unstable urethanes. The only phosphorus-containing isocyanate
currently on the market is Bayer’s Desmodur RFE, a solution in ethyl acetate of
tris(p-isocyanatophenyl) thionophosphate (296). This compound is not employed
in urethanes. It is a cross-linking agent for adhesives and is used to increase
bonding to rubber and plastic substrates and resistance to heat and solvents. The
mode of flame-retardant action of some phosphonate-containing polyurethanes
has been shown to involve formulation of a protective phosphorus-containing
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layer (297). The mode of degradation of a polyurethane-containing phosphoric
acid groups was studied and found to give an enhanced char yield (298).

Phenolic and Amino Resins. Numerous patents describe incorporation
of phosphorus to increase flame retardancy. Paper impregnated with phenolic
resins or amino resins, such as that used in automotive air filters, is treated
with oligomeric phosphates or phosphonates (9). Being low in volatility, they
are retained during use. Large air filters must retain the flame retardance dur-
ing washing and reuse; reactive (hydroxyl-terminated) phosphonate–phosphate
oligomers are used for this application (299). Such structures presumably become
chemically bound to the resin by formation of ether linkages.

Electronic circuitboards based on phenolic resin can be flame retarded by
aryl phosphates including oligomeric types made by transesterification of aryl
phosphates with novolacs (300). These partially phosphorylated novolacs are
then incorporated into the thermoset structure.

Cellulosic Resins. In general, phosphorylation of cellulose or treatment
of cellulose with phosphorus-containing resins produces a flame-retardant effect
by increasing char yield although lowering the decomposition temperature some-
what. The mechanism has been extensively studied (301,302).

The direct phosphorylation of cellulose has been studied extensively, partic-
ularly to prepare flame-retardant cotton fabric or paper and ion-exchange mate-
rials (303). Heating cellulose with phosphoric acid results in little phosphoryla-
tion and much degradation. However, in the presence of urea or dicyandiamide,
a sufficient degree of phosphorylation is achieved to impart self-extinguishing
properties while allowing retention of useful strength. Such processes have been
employed for semidurable, flame-retardant finishing of draperies. Resistance to
a few washes and less acid degradation is achieved by using an amino resin such
as a methylolurea or methylolated dicyandiamide. Wood has been commercially
treated for flame retardancy by aminoplast–phosphoric acid compositions (304).

Cellulose can also be phosphorylated by heating it with polyphosphate salts,
such as sodium hexametaphosphate (305). A water-insoluble sodium cellulose
phosphate, Selectacel phosphate cation exchanger (Polysciences), is used in chro-
matography. A more highly substituted version, Selectacel SCP or Calcibind ex-
changer, is approved by the FDA for binding calcium in the gastrointestinal tract
as a treatment of absorptive hypercalciurea (a disease causing recurrent cal-
cium kidney stones) (306) (see CELLULOSE ESTERS, INORGANIC). Cellulose can also
be phosphorylated with organic phosphorylating agents, such as pentaerythri-
tol spirobis(chlorophosphate); the product shows enhanced char formation when
heated (307). Phosphorylation of cellulose with phosphorous acid in molten urea
provides a white water-soluble product with OPHO2H groups (308,309). The am-
monium salt is flame retardant. A variety of phosphorus reagents were shown to
react with alkali cellulose to produce phosphorylated celluloses (310).

The strength of paper with calcium carbonate filler was shown to be in-
creased by anionic polymers with acid phosphate or phosphonate groups, such as
acid phosphate esters of poly(vinyl alcohol) (311).

Starches. Starches are phosphorylated by treatment with sodium or-
thophosphate, pyrophosphate, metaphosphate, or tripolyphosphate (312). By
varying the reagents and conditions, a wide range of properties can be achieved.
A phosphate-treated starch swellable in cold water is used in instant puddings.
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Water-resistant phosphorylated starch is useful in paper sizing. A hydroxypropyl
starch phosphate (Midwest Grain Products’ COSMOGEL (46)) is heat and pH tol-
erant and hydrates to a thick smooth paste useful in skin and hair care products.

Starch can be reacted with phosphoric acid and urea to produce a starch
phosphate carbamate of remarkably high swelling ability (313).

Flame-Retardant Finishes on Cellulosic Fabrics. The flame retarding of
cotton and viscose-rayon fabrics has been the object of a large worldwide effort
on phosphorus-containing finishes (314–316). The commercial cotton finishes are
based on tetrakis(hydroxymethyl)phosphonium salts, usually the chloride or sul-
fate (317). These salts are prepared by the reaction of formaldehyde with phos-
phine in the presence of an acid.

PH3+4 HCHO+HCl→(HOCH2)4P+Cl−

The tetrakis(hydroxymethyl)phosphonium salts, neutralized with base are
applied to cellulosic fabric, most commonly as a urea precondensate (Albright &
Wilson’s, now Rhodia’s Proban) and cured with ammonia vapor (318–320). The
finish, after oxidation by air or hydrogen peroxide, has phosphine oxide struc-
tures in a cross-linked amino resin network, probably also lightly linked to the
cellulose. This finish is durable to multiple launderings and is used for industrial
cotton garments (321). A prepolymer based on this chemistry was also promising
for fire protection of wooden shingles (322).

Other commercial finishes for cotton are less resistant to harsh launder-
ing conditions but can be applied by conventional pad-dry-cure methods. For
example, the Ciba Pyrovatex CP flame retardant is based on the methylo-
lated reaction product of dimethyl phosphite with acrylamide, which is con-
densed on the cotton fabric with an amino resin (323,324) to make a cross-
linked amino resin containing a dimethyl phosphonate structure. Pyrovatex
CP is (CH3O)2P(O)CH2CH2C(O)NHCH2OH with related side-reaction products
(325,326). The chemistry of the Pyrovatex finish involves linkages both to cellu-
lose directly and to melamine resins which then link to cellulose.

Laboratory development of a durable finish for cotton and cotton-nylon
blends at University of Georgia using an OH-functional phosphate-phosphonate
and a coreactant was discussed earlier (142–145).

Phosphorylated Proteins. Naturally occurring phosphorus containing
proteins include such important examples as casein, discussed elsewhere in this
Encyclopedia. In living organisms, proteins are often phosphorylated enzymati-
cally on the serine or tyrosine hydroxyl group as an activation or regulation step,
and overphosphorylation may play a role in disease; this biochemistry is outside
the scope of the present article.

Efforts to manufacture phosphorylated proteins by modification of non-
phosphorus proteins have been reviewed (327). Phosphorylation of proteins
with phosphorus oxychloride causes cross-linking and insolubilization but im-
proves gel-forming and water-binding properties. Phosphorylation with sodium
trimetaphosphate improves functional properties of soybean protein, including
water solubility. Nutritional and toxicological investigations are needed before
such products can be used in foods (328).
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Phosphorylation of wool by spirocyclic pentaerythritol bis(phosphoryl chlo-
ride) or other cyclic phosphoryl chlorides has been shown to increase char on fire
exposure (329).
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105, 685–696 (2007).
262. C.-S. Wang and C. H. Lin, J. Polym. Sci., Part A: Polym. Chem. 37, 3903–3909

(1999).
263. Eur. Pat. 0,806,429 (Dec. 19, 2001), R. Utz (to Schill & Seilacher GmbH).
264. X. Wang and Q. Zhang, Eur. Polym. J. 40, 385–395 (2004).
265. C.-S. Wang and J.-Y. Shieh, J. Appl. Polym. Sci. 73, 353–361 (1999).
266. J.-Y. Shieh and C.-S. Wang, J. Appl. Polym. Sci. 78, 1636–1644 (2000).
267. C. H. Lin, S. X. Cai, and C. H. Lin, J. Polym. Sci., Polym. Chem. Ed. 43, 5971–5986

(2005).
268. Y. L. Liu, J. Polym. Sci., Polym. Chem. Ed. 40, 359–368 (2002).
269. Japan. Kokai Tokkyu Koho JP 2000 265,040 (Sept. 26, 2000), H. Moriyama, Y. Taka-

hashi, and M. Yoshisawa (to Dainippon Ink and Chemicals, Inc.).
270. U.S. Pat. 6,284,869 (Sep. 4, 2001), A. J. Buser and J. A. J. Schutyser (to Akzo Nobel).
271. T. Wu, A. M. Piotrowski, Q. Yao, and S. V. Levchik, J. Appl. Polym. Sci. 101, 4011–

4022 (2006).
272. PCT Intl. Pat. Appl. WO 2005/118276, S. V. Levchik, S. Dashevsky, and A. M. Pi-

otrowski (to Supresta U.S.).
273. PCT Intl. Pat. Appl. WO 2004/060957, C. Rottländer, M. Gräfen, H.-G. Reichwein,
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Introduction

Light-induced polymerization reactions, commonly known as photopolymeriza-
tions, are generally chain reactions in which the propagating active centers (free
radicals or cations) are produced by a photochemical event. These reactions may
be initiated using ultraviolet or visible light, and offer many advantages when
compared to the more common thermal polymerizations in which heat is used to
produce active centers. For example, photopolymerization uniquely offers spatial
control (since the light may be directed to locations of interest in the system) and
temporal control (since the light is readily modulated on and off) of the initia-
tion reaction, and the rate of production of active centers is often independent of
temperature. In addition, since active centers can be produced rapidly and effi-
ciently using photochemical processes, photocuring offers high production rates,
and is highly energy efficient compared to thermal polymerizations in which the
entire system must be raised to elevated temperatures. A major application of
photopolymerization that exploits these advantages is films and coatings that
exhibit high cure rates without the use of volatile solvents, thereby minimizing
emissions of organic compounds.

The vast majority of photopolymerizations used in industry are free-radical
polymerizations, which have been studied extensively (for reviews, see references
1–5 as well as Photopolymerization, Free Radical (qv)). By far the most widely
used classes of monomers for UV-initiated free-radical photopolymerizations are
multifunctional acrylates and methacrylates. Several investigations have demon-
strated that free-radical polymerizations of these monomers exhibit unusual ki-
netic behavior, including immediate onset of autoacceleration, the formation of
heterogeneous polymers (2,6–11), and the attainment of a maximum conversion
significantly less than unity (2,12–15). These monomers polymerize very rapidly,
and are easily modified on the ester group, allowing materials with a variety of
properties to be obtained (2); and a wide range of acrylates and methacrylates
are commercially available. However, free-radical photopolymerizations have a
number of problems and drawbacks that have lead scientists to examine other
photopolymerization systems. For example, many acrylates are relatively volatile
(methacrylates are generally less volatile than acrylates), and have an unpleas-
ant odor. Moreover, there has been a growing concern over potential health haz-
ards associated with the acrylates (3,4,16). Finally, the free-radical photopolymer-
izations are inhibited by oxygen and must be carried out under an inert atmo-
sphere such as nitrogen or under a protective film or mold to achieve the highest
reaction rates and the optimal properties of the film or coating.

UV-initiated cationic photopolymerizations exhibit several advantages
when compared with the free-radical photopolymerization discussed above. First
of all the cationic photopolymerizations are not inhibited by oxygen. This fea-
ture provides a significant practical advantage for industrial processes since it
is not necessary to blanket the system with nitrogen to achieve rapid cure rates.
Secondly, in contrast to the free-radical photopolymerizations which experience
a rapid decrease in polymerization rate when the light source is removed (due to
radical–radical termination reactions), the cationic polymerizations proceed long
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after the irradiation has ceased, consuming nearly all of the monomer. Finally,
cationic photopolymerization is a very versatile technique and may be used to
polymerize important classes of monomers, including epoxides and vinyl ethers.
Although these classes of monomers cannot cure by free-radical photopolymer-
izations, they exhibit many desirable properties, including low volatility, good
rheological properties, and low toxicity (3). Furthermore, the cured polymer films
associated with these monomers exhibit excellent clarity, adhesion, abrasion re-
sistance, and chemical resistance. In addition, the cationic ring-opening polymer-
izations of epoxides exhibit less shrinkage, as low as 1–2% (17), than do polymer-
izations of unsaturated monomers such as acrylates and methacrylates, which is
typically 5–20%. However, the presence of water vapor may impede the cationic
curing, notably if thin films are cured at a low light intensity.

The reaction kinetics are an important aspect of any photopolymerization
system under consideration for an application. For some applications, such as
coatings on optical fibers, photopolymerization is perhaps the only way in which
cure can be achieved fast enough to meet the requirements of the system. The re-
action kinetics fundamentally follow from the mechanism by which the reaction
takes place, and chain photopolymerization processes generally begin with an ini-
tiation step in which active centers are produced photochemically; proceed by the
propagation step in which the active center reacts successively with a number of
monomer molecules to link them covalently into a polymer chain; and may end
in a termination step in which the active centers are consumed by a chemical re-
action. Photopolymerization is distinguished by the fact that it is the absorption
of a photon (by a specially designed photoinitiator molecule) that results in the
production of active centers. Therefore, it is important to understand the photo-
chemical processes by which the active centers are generated. The fundamental
nature of the propagation and termination steps is the same for photo- and ther-
mal polymerizations.

This article provides an overview of the important features of the kinetics
of cationic photopolymerization, and a valuable resource for any scientist or engi-
neer who is considering these reactions for a study or an application. The article
begins with a description of the photoinitiation step, including the compounds
and mechanisms by which cationic active centers are produced by a unimolecular
process (typically a photo-induced fragmentation of the initiator), or a bimolecu-
lar process (typically an energy or electron-transfer process between a photosen-
sitizer and the initiator). Commonly used photoinitiators and photosensitizers
have been described and compared. The photoinitiation step is especially impor-
tant because it is the step that distinguishes these reactions from their thermally
initiated counterparts. Next, a description of traditional cationically polymeriz-
able monomers as well as recently developed, highly reactive monomers is pro-
vided. Representative kinetic rate expressions have been presented to illustrate
the link between the reaction mechanism and a quantitative description of the
polymerization rate, and to illustrate the important variables that affect the rate.

Photoinitiation

Despite the advantages of UV-initiated cationic photopolymerizations dis-
cussed above, this technique has received considerably less attention than the
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Fig. 1. Reaction mechanism for the photolysis of a diazonium photoinitiator. Here, R
denotes substituents on the phenyl ring and MXn

− represents a metal halide.

analogous free-radical reactions, and most of the studies in the literature have
focused on the photoinitiation step. This fact may be attributed to the lack of
suitable UV-sensitive cationic photoinitiators until recent years. In fact, appli-
cable photoinitiators for cationic polymerizations were not developed until the
late 1970s, several decades after free-radical photoinitiators had been reported.
Until then, photoinitiators developed were specific to particular reaction sys-
tems. For example, Asai and co-workers (18–23) investigated the use of nu-
merous metal salts such as sodium chloroaurate, silver salts in aromatic sol-
vents, copper perchlorate, vanadium tetrachloride and titanium tetrachloride,
as photoinitiators for cationic polymerization of N-vinylcarbazole. Photopolymer-
izations of isobutylene in the presence of Lewis acids such as vanadium chlo-
ride, titanium chloride, and tin chloride have been reported (24) via a radical–
cation mechanism. A variety of monoepoxides were polymerized using man-
ganese decacarbonyl (25) and methylcyclopentadienyl manganese tricarbonyl
(26). Other examples include photocatalyzed polymerization of epichlorohydrin
using bis(cyclopentadienyl) iron complex (27), and polymerization of 2-chloroethyl
vinyl ether photosensitized by bis(cyclopentadienyl) titanium chloride (28).

The first more generally applicable cationic photoinitiators that achieved
some success were diazonium salts of complex metal halide anions (29–35). These
diazonium salts were mainly used for the cationic ring-opening photopolymeriza-
tion of epoxides. Upon photolysis, these salts produce an aryl halide, molecular
nitrogen, and a strong Lewis acid capable of initiating cationic polymerization, as
illustrated in Figure 1. The efficiency of the diazonium salt depends on the struc-
ture of the phenyl ring, which also affects the spectral sensitivity of the molecule,
and the nature of the anion moiety (17,34,36,37).

The use of these diazonium salts, however, was limited because of their
poor thermal stability requiring the photoinitiators to be added just before the
irradiation, and the release of nitrogen gas as a by-product which caused bubbles
and pinholes in the coatings, for which they were mainly used, rendering prac-
tical constraint on the film thickness to be less than 15 µm (38). Some attempts
have been made to stabilize these salts by adding additives such as nitriles (39),
amides (40), sulfoxides (41), and poly(vinyl pyrrolidone) (42); however, these ap-
proaches achieved limited success and were not widely adopted.

Iodonium and Sulfonium Photoinitiators. A breakthrough in the de-
velopment of cationic photoinitiators occurred in the late 1970s with the devel-
opment of the first iodonium salt photoinitiators. These initiators, which were
developed independently at the General Electric (43) and 3M (44), avoided the
shortcomings of the diazonium photoinitiators. Unlike previous initiators, these
salts are remarkably stable in the absence of light, are thermally stable at room
temperature, and do not degrade in the presence of moisture. Shortly after the
iodonium photoinitiators were introduced, Crivello and Lam (45) reported the
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development of the triarylsulfonium salts as a second class of highly efficient
cationic photoinitiators that offered many of the same advantages. Representa-
tive molecular structures of the diaryliodonium salts and triarylsulfonium salts
are shown as structures 1 and 2 respectively. R denotes substituents selected to
enhance solubility in organic monomers and to alter the absorbance characteris-
tics of the photoinitiator, and MXn

− represents a metal halide.

The mechanism by which these compounds produce active centers for poly-
merization is described in detail below; however, at this point it should be noted
that in their latent state, the compounds possess a cationic center (situated on
the iodine or sulfur atoms), and possess a large anionic counterion. The aromatic
rings can generally be functionalized (typically in the ortho and para positions) to
enhance solubility in the organic monomers and to alter the absorbance charac-
teristics of the photoinitiator. A number of excellent reviews are available which
provide an account of the development of these initiators as well as a comprehen-
sive list of compounds that have been synthesized (36,46,47).

The cation and the anion in the iodonium and sulfonium salts each play an
important role in the performance of the photoinitiator. The cation is the light-
absorbing component, and adding substituents to the aromatic rings can alter the
UV absorption characteristics (for a review of this topic see Ref. 36,47, and 48).
Generally, an unsubstituted iodonium salt will exhibit an absorbance maximum
in the deep UV region of the spectrum at around 220 nm, and this absorbance
maximum can be redshifted to around 270 nm by the addition of substituents
such as ether groups, or additional aromatic rings. Sulfonium salts generally ex-
hibit their absorbance maximum at longer wavelengths than do the iodonium
salts, and may exhibit notable absorbance peaks between 300 and 320 nm. The
structure of the cation also controls the quantum yield (number of molecules of
active centers produced per photon absorbed) and the thermal stability of the
photoinitiator (46). The iodonium salt exhibits high quantum yield (between 0.7
and 0.9) and these yields are generally higher than those for the sulfonium salts.
In summary, the cation of the photoinitiator plays the determining role in the pro-
duction of active centers, including the wavelengths of light for which the com-
pound will be active, the efficiency with which the light will be used to create
active centers, and, as described in more detail below, the ability of the salt to be
photosensitized. The cation has very little effect on any of the processes (such as
propagation) that occur after the active centers are produced and, as described
below, it is the anion that plays a defining role in the rate of the propagation
reaction.

Before the active center is produced, the anion serves as the counterion for
the iodonium or sulfonium cation, and plays a relatively unimportant role at this
stage since it has little effect on the absorbance characteristics of the salt. After
the active center is produced, however, the anion serves as the counterion for
the propagating active center, and at this stage plays a critical role in the rate
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Fig. 2. Reaction mechanism for the photolysis of an iodonium photoinitiator. Here, Ar
represents aryl group.

of the propagation reaction and, therefore, ultimately in the performance of the
initiator. For the propagation reaction to progress at a high rate the propagating
active center must have access to monomer with which it may react; therefore it
is important that the active center is not encumbered with a closely associated
counterion. This can be achieved if the counterion is large and the negative
charge is dispersed over a large volume. This consideration has led to the use of a
variety of nonnucleophilic anions such as BF4

− , PF6
− , AsF6

− , SbF6
− , FeCl4

− ,
and SbCl6

− . A nucleophilic anion such as Cl− quickly quenches any cationic
species generated during the photolysis by forming a closely associated ion pair,
which prevents propagation. Based upon the above consideration, the rate of the
propagation reaction is directly controlled by the counterion, and for the four
most commonly used counterions, polymerization rate follows the order: BF4

−

< PF6
− < AsF4

− < SbF6
− (36). Although the use of arsenic and antimony leds

to the strongest superacids and the highest polymerization rates, they are toxic
heavy metals, and may present problems associated with recycling when used
on a large scale. For this reason, Castellanos and co-workers (49) reported a new
anion, tetrakis pentafluorophenyl borate, which is as effective as SbF6

− , but
does not contain a heavy metal.

The mechanism by which onium photoinitiators produce active centers is
very complex and the details are still under investigation by a number of re-
searchers (47,50–56). The generally accepted photoinitiation reaction mechanism
for iodonium salts is shown in Figure 2. Upon absorption of a photon the iodo-
nium salt is promoted to an electronic excited state (denoted by an asterisk in
the figure), and then undergoes an irreversible photofragmentation in which a
carbon–iodine bond is cleaved to produce an aryliodonium radical–cation and an
aryl radical. It is unclear that precisely which excited state is involved in the
fragmentation reaction, as some investigators (47) have concluded that it is a
singlet state, while others (52,53) have concluded that it is a triplet state. In any
case, it is generally accepted that the result of the fragmentation reaction is the
formation of an iodine radical–cation [this has been observed by transient ab-
sorption experiments and is highly reactive with a lifetime of approximately 6 µs
(36)]. This highly reactive radical–cation will abstract a hydrogen atom from any
convenient source, which can be the monomer, water, alcohol, or other impuri-
ties; rate constants for this reaction have been measured to be of the order of 106

M − 1 · s− 1 (36). This hydrogen abstraction step yields an aryl iodine cation and
a neutral organic radical, which can initiate radical polymerizations. The aryl io-
dine cation will quickly expel a proton to form a neutral aryl iodine molecule and
a superacid formed by the proton and the counterion. This superacid initiates
the cationic polymerization by addition to the monomer. The mechanism for a
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sulfonium salt photoinitiator is similar with the cleavage of a carbon–sulfur bond
under irradiation.

Other Onium Salts and Organometallic Photoinitiators. The success
of the iodonium and sulfonium salts as photoinitiators has led to the investigation
of a number of analogous onium salts based on the halides and the Group VIA
atoms; however, these alternative initiators have not been widely used for various
reasons. For example, chloronium and bromonium salts were prepared (57,58)
and they were also found to function as cationic photoinitiators, but these salts
are difficult to prepare and they have low thermal stability. Similarly, triarylse-
lenonium salts have also been investigated and found to function as cationic ini-
tiators (59); however their preparation has been found to be expensive (60). Other
onium salts such as phosphonium and arsonium salts, developed by Abu-Abdoun
and co-workers for the photopolymerization of p-methylstyrene and styrene, have
also been reported (61–63) as successful cationic photoinitiators. Photopolymer-
ization of carbazolyloxiranes with sulfonium and tropylium salts has been re-
ported (64). Dialkylphenacyl sulfonium photoinitiator (65–67) has been reported
with excellent solubility in both polar and nonpolar monomers. Pyridinium and
isoquinolinium salts have also been reported and they were found useful for poly-
merizing both the epoxide and vinyl ether monomers (68).

Organometallic compounds which can act as highly efficient photoinitiators
for epoxide monomers have been described in the literature (25–27,69–71). The
most commonly used organometallic compounds are the photoinitiators based
on iron arene complex developed by the investigators at the Ciba-Geigy Corp.
(37,69–71). These salts are generally prepared from ferrocene, as reviewed by
Lohse and Zweifel (37). The molecular structure of a typical iron–arene complex
is shown as 3.

Upon irradiation with an appropriate light source, the iron–arene complex
looses the uncharged tridentate arene ligand and the positive charge moves to
iron, which in association with the anion acts as a Lewis acid capable of polymer-
ization (37). One drawback of these photoinitiators is that they are known to poly-
merize only the ring-opening monomers and may not be suitable for monomers
with unsaturated bonds such as vinyl ethers (46).

Bimolecular Photoinitiation and Photosensitization. As mentioned
above, the iodonium and sulfonium photoinitiators generally absorb light in the
wavelength range of 200–300 nm. The effective initiating wavelength may be
expanded by the use of photosensitizers or co-initiators, which shift the effective
spectral window to well above 300 nm (into the near-UV and visible regions of
the spectrum). The near-UV region of the spectrum is particularly convenient for
initiating polymerizations because most monomers and resins absorb negligibly
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at these wavelengths, yet industrial medium and high pressure mercury lamps
exhibit strong emission bands in this region. In addition, use of a large fraction
of the available light contributes to an overall more efficient photolysis of the
initiator and, as a consequence, acceleration in the polymerization rate. A variety
of compounds can be used as photosensitizers, including heterocyclic and fused-
ring aromatic hydrocarbons, organic dyes, and aromatic ketones.

In general, photosensitization results from a direct interaction between an
excited photosensitizer molecule (the first excited singlet state or the lowest
energy triplet state that takes place due to the absorption of photon by these
molecules) and the initiator. This interaction can be either an energy transfer or
an electron transfer process. In the energy transfer mechanism the excited-state
photosensitizer interacts with a ground-state initiator molecule to form an exci-
plex. In the exciplex, the excited-state energy is transferred to the initiator by
vibrational relaxation that fragments the initiator to create active centers. Ac-
cording to this mechanism, the photosensitizer functions essentially as a catalyst
and is regenerated in its ground state. For this energy transfer to be thermody-
namically feasible, the excited-state energy of the photosensitizer must be greater
than that of the initiator (47), a condition which is rarely met for onium salt pho-
toinitiators.

A second possible mechanism for photosensitization involves electron trans-
fer from the excited state of the photosensitizer to the initiator within the exci-
plex (47,54,72,73). Figure 3 (73) shows the important photochemical and electron
transfer steps in the reaction between anthracene (the photosensitizer) and an
iodonium salt. As shown in the figure, when an anthracene molecule is exposed
to light it absorbs photons and goes into the first excited singlet state. From this
excited state a fraction of anthracene molecules undergoes intersystem crossing
to go to the lowest triplet state, where they form an excited-state complex with
the initiator molecules. There has been some ambiguity as to whether the exci-
plex is formed in the triplet state of the sensitizer or the singlet state. Recently,
on the basis of a series of fluorescence and phosphorescence lifetime studies, com-
bined with the photochemical rate calculations and triplet state quencher studies,
Nelson and co-workers (73) reported that electron transfer occurs predominantly
from the triplet excited state of anthracene to the initiator. In this exciplex an-
thracene may undergo electron transfer to the initiator, forming a radical cation
which is capable of initiating cationic polymerization.

For the electron transfer mechanism, the thermodynamic feasibility is gov-
erned by the excited-state energy of the photosensitizer (the state that partici-
pates in the electron transfer step), the oxidation potential of the excited-state
photosensitizer, and the reduction potential of the initiator. It has generally been
accepted that the photosensitization of diaryliodonium initiators most often pro-
ceeds by the electron transfer mechanism and a number of researchers have
studied these reactions (38,47,54,74–77). Moorjani and co-workers (78) showed
that the reaction system viscosity has an important effect on the overall rate of
the photosensitization of diaryliodonium salts. As the reaction proceeds and the
viscosity of the mixture increases because of polymerization, the rate of photo-
sensitization will decrease substantially. It is therefore expected that the rate
of initiation will become extremely low after a certain degree of polymerization,
and that any further reaction will be almost exclusively from the propagation of
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Fig. 3. Photosensitization mechanism based on electron transfer from triplet-state an-
thracene to the iodonium initiator (see reference 73).

existing active centers. This applies especially to the monomers that form glassy
polymers. A number of references are available reporting the use of a variety of
sensitizers with iodonium photoinitiators (68,79–85).

Three-Component Photoinitiator Systems. Three-component initiator
systems are flexible and versatile photoinitiators that were initially developed
for free-radical photopolymerizations, but may, with careful selection of the com-
ponents, be used for cationic photopolymerizations. These systems generally con-
tain a light absorbing component (often called a dye), an electron donor (typically
an amine), and a third component, which is typically an iodonium salt. These
initiator systems offer a number of advantages that have been demonstrated in
free-radical photopolymerizations, and are also relevant for cationic photopoly-
merizations. For example, a wide variety of dyes may be used with the same elec-
tron donor and iodonium salt, thereby providing tremendous flexibility in selec-
tion of the initiating wavelength and therefore the light source. Indeed, effective
visible-light-sensitive systems may allow use of very inexpensive light sources
such as halogen and tungsten incandescent lamps. In addition, three-component
systems have consistently been found to be faster, more efficient, and more sen-
sitive than other photoinitiator systems. A variety of mechanistic investigations
of free-radical three-component initiators have been reported, and the results are
generally applicable to the cationic systems as well. For a review of the literature
on free radicals literature including a comprehensive list of dyes and electron
donors that have been used, as well as a discussion of the mechanisms by which
these reaction may proceed, see Reference 86.

Care must be taken to properly design a three-component initiator system
for cationic photopolymerizations. Specifically, most of the amine electron donors
that are used in free-radical initiator systems are not applicable for cationic poly-
merizations because they are highly nucleophilic and will terminate the cationic
active center. In addition, the iodonium salt must have a nonnucleophilic an-
ion (note that for free-radical initiation, a chloride counterion is commonly used,
but is clearly inappropriate for cationic polymerizations). Fewer guidelines have
been provided for selection of dyes to initiate cationic photopolymerizations.
Bi and Neckers (87) demonstrated cationic photopolymerizations of epoxides
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initiated using a three-component initiator system containing a variety of xan-
thene dyes, amines with low basicity, and iodonium salts with a nonnucleophilic
anion. Using this system, the polymerization was initiated by a tungsten lamp
equipped with filters that eliminated light below 520 nm (where the iodonium
salt does not directly absorb light). The authors further reported that presence
of all the three components is required for photopolymerization above this wave-
length. The authors attributed the reaction to a mechanism with three primary
steps: absorption of light by the dye; production of radicals by reaction of the
photoexcited dye with the amine; and production of initiating carbocations by
oxidation of the radicals by the iodonium salt.

Detailed guidelines for the design of three-component initiator systems for
cationic photopolymerizations were provided by Oxman and co-workers (88–91).
These investigators studied a variety of electron donors, including a series of
amines with systematically varying basicity (characterized by the pKb), and vary-
ing oxidation potential (characterized by the oxidation potential relative to a
saturated calomel electrode). They found that to achieve appreciable conversion
of epoxide monomer the electron donor should have an oxidation potential less
than 1.34 V (to achieve desired photo-induced electron transfer between the elec-
tron donor and the onium salt to produce both the cations and the radicals) and
a pKb value greater than 8 (so that the basicity of the reaction system is low
enough for the Lewis acid to proceed with the cationic polymerization without
getting completely consumed). These authors used the blue-light absorbing dye
camphorquinone in their studies. In addition, since these photoinitiator systems
produce both radicals and cations, Oxman and co-workers demonstrated their
utility for controlled sequential free-radical/cationic photopolymerization of hy-
brid systems consisting of methacrylates and epoxides.

Monomers for Cationic Photopolymerization

A variety of classes of monomers undergo cationic chain polymerization, including
epoxides, vinyl ethers, propenyl ethers, siloxanes, oxetanes, cyclic acetals and for-
mals, cyclic sulfides, lactones, and lactams. Any monomer that undergoes cationic
polymerization is a candidate for cationic photopolymerization, and a suitable
monomer may be selected based upon the specific requirements of the application.
Note that these cationically polymerizable monomers include both unsaturated
monomers that undergo a chain polymerization through the carbon–carbon dou-
ble bond, and cyclic ethers that undergo ring-opening polymerizations. An unsat-
urated monomer is capable of cationic polymerization only if a carbon atom that
participates in the double bond also has an electron-releasing substituent such
as an alkoxy, phenyl, vinyl, or 1,1-dialkyl group (92). Presence of any of these
substituents produces an electron-rich double bond susceptible to electrophilic
attack by the propagating cation. Cyclic ethers undergo cationic polymerization
because of the presence of the accessible ether electron lone pairs, which are also
susceptible to electrophilic attack by the propagating cation, as described in more
detail below.

Cationic Ring-Opening Photopolymerization. A number of cyclic
monomers can be polymerized by the ring-opening process, including ethers
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Fig. 4. Molecular structures of representative monomers which undergo cationic ring-
opening polymerization.

Fig. 5. Propagation step for cationic polymerization of an ethylene oxide monomer.

(oxiranes, oxetanes, etc), acetals, amides (lactams), esters (lactones), siloxanes,
and sulfides (92). Thermodynamically, ring-opening polymerization of cyclic
ethers is favored for all except the six-membered ring (the Gibbs free energy is
positive for opening a six-membered ring), and the three- and four-membered
rings (oxiranes and oxetanes, respectively) exhibit the most strain and there-
fore the most rapid polymerizations. Copolymerization of oxirane and oxetane
has also been studied (93,94) and presence of oxetane has been reported to in-
crease the overall polymerization rate. Figure 4 shows representative molecular
structures of some prominent classes of monomers which undergo ring-opening
polymerization. By far the most widely used and thoroughly studied monomers
are the oxiranes or epoxides and therefore these monomers provide the basis for
most of our discussion. Historically, the epoxide monomers were developed for
condensation polymerization with other nucleophilic species such as amines and
anhydrides, but they were found to be suitable for cationic ring-opening polymer-
ization as well.

The generally accepted propagation mechanism for cationic ring-opening
polymerization for ethylene oxide is shown in Figure 5. According to this mecha-
nism, the proton of the superacid (produced from the initiation step as explained
in an earlier section) undergoes an electrophilic addition to the oxygen atom
present in the epoxide ring, resulting in the formation of an oxonium ion, which
is the propagating species. The α-carbon of the oxonium ion is electron deficient
because of its proximity to the positively charged oxygen, and is therefore subject
to nucleophilic attack by a monomer unit. This nucleophilic attack opens the
epoxide ring (by breaking the carbon–oxygen bond) and produces a new oxonium
ion, thereby propagating the active center to the new monomer unit. This process
is repeated a number of times to make a polymer chain, and the polymer chain
length is determined by the number of propagation steps that occur before
the active center undergoes chain transfer or termination. The kinetics of the
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propagation reaction and the reaction parameters affecting it are examined in
more detail in the next section.

Commercial epoxide monomers can be generally categorized into two
classes: glycidyl ether resins and cycloaliphatic epoxides. An industry stan-
dard cycloaliphatic epoxide is 3,4-epoxycyclohexylmethyl-3,4-epoxycyclohexane
carboxylate 4.

The structure of an epoxide plays an important role in the polymerization
reactivity, as characterized in a number of papers including References 95 and 96.
In general, cycloaliphatic epoxides exhibit shorter cure times than do the glycidyl
ether resins because of the enhanced epoxy ring strain, which promotes the ring
opening of the oxonium ion during the propagation step (17). In addition, viscosity
of the cycloaliphatic epoxides is generally lower than that of the glycidyl ethers
and hence they may be used as reactive diluents with the latter.

Cationic Photopolymerization of Unsaturated Monomers. Promi-
nent classes of cationically polymerizable unsaturated monomers include vinyl
ethers 5, propenyl ethers (6), and N-vinylcarbazole (7).

Although a number of unsaturated monomers theoretically may undergo
cationic photopolymerizations, there have been few studies of these photopoly-
merization systems reported in the literature. In the last decade some systematic
studies of the cationic photopolymerization of vinyl ethers have been reported;
therefore these systems are the focus of our discussion. Vinyl ether and propenyl
ether monomers are among the most reactive monomers (which polymerize by a
cationic mechanism) and they exhibit low vapor pressure, low toxicity, and rela-
tively low viscosity. Hence, these monomers may be used as reactive diluents to
enhance the effective cure rates of epoxide photopolymerizations.

The propagation mechanism for cationic polymerization of a vinyl ether
monomer is shown in Figure 6. According to this mechanism, proton of the su-
peracid (produced from the initiation step as explained in an earlier section)
breaks the carbon–carbon double bond by attaching itself to one carbon atom,
making the other carbon atom electron deficient. This carbocation is subjected
to a nucleophilic attack by another monomer molecule which results in the for-
mation of a carbon–carbon bond and transfer of the positive charge to the other
carbon atom. This process is repeated a number of times to produce the poly-
mer chain (again, the polymer chain length is determined by the number of
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Fig. 6. Propagation step for cationic polymerization of a vinyl ether monomer.

propagation steps that occur before the active center undergoes chain transfer
or termination).

Development of New Monomers. In the past decade, several new
cationically polymerizable monomers exhibiting enhanced reaction rates and de-
sirable film properties have been reported, most notably by Crivello and collabo-
rators. These monomers may not be commercially available; however, a synthetic
scheme for preparation of such monomers is usually provided. A detailed account
of the utility of each monomer is beyond the scope of this article; however, a list
of references that may be useful to the interested reader is provided here. Ex-
amples of novel cationically polymerizable monomers include epoxide monomers
based on benzyl, allyl, propargyl acetal, and propargyl ether groups (97); epoxide
monomers based on α-terpineol (98); difunctional epoxide monomers (99); epox-
ide monomers based on bisvinyl ethers or propenyl ethers (16,100); monomers
based on 1-butenyl ethers (101,102) or 1-butenyl glycidyl ether (103); 1-propenyl
ethers (104–107) or 1-propenyl glycidyl ethers (108); aromatic monomers bearing
two, three, four, and six cationically polymerizable vinyl, isopropenyl, or propenyl
functional groups (109); novel silicon-containing epoxy resins (110–113), oxetanes
(114), and 1-propenyl ethers (115,116); novel cycloaliphatic epoxide monomers
(117); multifunctional monomers bearing a combination of either epoxy, vinyl
ether, cycloaliphatic epoxy, or 1-propenyl ether groups (118,119); ketene acetals
(120); epoxy norbornane monomers (121,122); mono-, bi-, and trifunctional oxe-
tanes (123); alkoxy allene monomers (124); monomers based on nopol (125); and
dicyclopentadiene (126,127); monomers bearing two, four, and six aryl 2-propenyl
groups prepared by isomerization of corresponding allyl groups (128); monomers
based on isopropylphenoxy groups (129,130); carbazolyl containing epoxy
monomers (131); and novel cycloaliphatic epoxide monomers bearing benzyl ether
groups (132). Finally, it should be noted that a wide variety of cationically poly-
merizable epoxide monomers have been prepared from inexpensive and biorenew-
able sources such as linseed oil and soybean oil (133–135). In addition, epoxidized
soybean oil has also been studied as a reactive diluent with other monomers and
the polymerization rate of the reaction system has been characterized (135–137).

Kinetics of Cationic Photopolymerization

Cationic polymerizations, like other chain polymerizations, begin with the initia-
tion step (which results in the production of active centers); then proceed by the
propagation step in which the active center reacts successively with a number of
monomer molecules to link them covalently into a polymer chain; and finally may
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end in a termination step in which the active centers are consumed by a chemical
reaction. The photoinitiation step, as described in detail in the preceding section,
is the only step that is dependent on light. Once the active centers are produced
the propagation and termination steps generally proceed by the normal cationic
polymerization processes and are subject to the usual reaction variables and ki-
netic considerations, although the typical counterions for cationic photopolymer-
ization may be different than those used in thermal cationic polymerizations.
This may be important since the counterions generally have a marked effect
on both the propagation and termination reactions. Finally, in the presence of
a Lewis base such as water or alcohols, a growing cationic polymer chain may
undergo a chain transfer reaction, which results in the termination of one grow-
ing chain and the generation of a proton capable of initiating a new chain. This
reaction can have a significant effect on the structure of the polymer, especially in
cross-linked systems. In thin coatings exposed to humid air, polymerization may
even be suppressed.

The polymer chain length (the number of repeat units per chain, or degree
of polymerization) is determined by the number of propagation steps that occur
before the active center undergoes chain transfer or termination. In contrast, the
kinetic chain length corresponds to the total number of propagation steps that
occur during the lifetime of the active center, and therefore corresponds to the
number of propagation steps that occur before termination. If no chain transfer
occurs the polymer chain length is equal to the kinetic chain length, however,
trace amounts of nucleophiles such as water or alcohol are typically present and
active center chain transfer is common in cationic polymerization. For this reason
the degree of polymerization in cationic photopolymerization is typically signifi-
cantly lower than the kinetic chain length.

The kinetics of cationic polymerizations are considerably more complex than
those of the free-radical polymerizations, and kinetic data is difficult to interpret
because of several reasons (92,138–140). For example, in cationic polymerizations
the identity and proximity of the counterion has a marked effect on the reactivity
of the active center. An active center that is encumbered by a closely associated
counterion has a dramatically lower reactivity (typically an order of magnitude
lower) than an active center that is separated from the counterion. As described
in the section on photoinitiation, this consideration has lead to the development
of large, nonnucleophilic counterions; however the reactivity of a cationic active
center still depends on the proximity of the counterion. Therefore, at any given
time, a variety of propagating species may exist, ranging from ion pairs to sepa-
rated ions. For this reason, an effective propagation rate constant which includes
contributions from all propagating species is usually adopted, as described below.
Secondly, unlike free-radical polymerizations, the steady-state approximation for
active center concentration is not valid since the cationic active centers are not
reactive toward one another, and the rate of active center generation through
initiation is typically much higher than the rate of consumption of active cen-
ters through termination. Therefore, the active center concentration generally
increases continuously until the photoinitiator is completely consumed, and must
be either measured experimentally (which is extremely difficult) or calculated us-
ing unsteady-state species balances. Photosensitized polymerizations are further
complicated by the fact that the rate of generation of active centers depends upon
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the system viscosity (which changes appreciably during the course of the reac-
tion). With these general considerations in mind, in this section we provide an
overview of the propagation and termination reactions in cationic photopolymer-
ization, focusing on the aspects that will be of greatest value to scientists and
engineers considering these systems for studies or applications.

In Situ Characterization of the Rate of Cationic Photopolymeriza-
tion. Before an examination of the propagation and termination reactions indi-
vidually, a brief overview of the methods that have been used to obtain profiles of
the polymerization rate as a function of time is provided. The photopolymeriza-
tion rate can be monitored by any technique that measures a physical quantity
which changes as the reaction progresses. In theory, a wide variety of analytical
techniques could be used for this purpose (139–148), and new methods are contin-
uously being developed (149). The commonly used methods for obtaining complete
polymerization rate profiles are differential scanning calorimetry, fluorescence
spectroscopy, and vibrational spectroscopies such as Raman and infrared.

Differential scanning calorimeter (DSC) has, perhaps, become the most
widely used instrument for studying the kinetics of polymerization reactions
(139,141,142). In this calorimetric technique, the reaction rate is monitored
by measuring the heat released during the exothermic polymerization. For ho-
mopolymerizations, the rate at which heat is released is directly proportional to
the polymerization rate, and conversion profiles can be obtained by integrating
the reaction rate profiles. The DSC response time is relatively slow (of the order
of 2–3 s); therefore this technique cannot be used for rapid photopolymerization
systems. Real-time infrared (RTIR) spectroscopy was developed by Decker and
Moussa in the early 1990s (143) to investigate the polymerization of acrylates.
This technique has also been used to investigate the polymerization of epoxides
(144) by simultaneously monitoring the monomer consumption and the polymer
formation by using two IR detectors at the wavelengths of 790 and 1100 cm− 1,
respectively. Infrared spectroscopy (both FTIR and RTIR) has sufficient time res-
olution to monitor rapid polymerizations. For example, FTIR instruments gen-
erally allow spectra to be collected every 40 or 50 ms. Raman spectroscopy has
also been used for in situ monitoring of photopolymerizations of vinyl ether, acry-
lates, etc. Raman spectroscopy involves the inelastic scattering of photons rather
than their direct absorption or emission by a material; therefore the intrinsic time
scale of this method is extremely fast (of the order of femtoseconds). The practical
time resolution is determined by the signal intensity, and generally several usable
spectra can be acquired in a second (140,145). Fluorescence spectroscopy has been
used for real-time monitoring of polymerizations and generally the monitoring
schemes are based upon fluorescence probes which exhibit enhanced fluorescence
intensity with change in variables such as system viscosity with the progress of
polymerization due to decreased nonradiative energy transfer (72,146–148).

Figure 7 (150) contains profiles of the polymerization rate and conversion
as function of time for cationic photopolymerization of an epoxide monomer ob-
tained using a photo-DSC. As shown in the figure, the reaction rate profile has
a general shape that is characteristic of cationic photopolymerizations. Immedi-
ately upon illumination, cationic active centers are produced and they react with
the surrounding monomer molecules to form a growing polymer chain. The re-
action rate increases monotonically because of the increase in the concentration
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Fig. 7. Polymerization rate (a) and percentage conversion (b) vs time profiles for pho-
topolymerization of phenyl glycidyl ether initiated using 8.86 mM of iodonium tetrakis
pentafluorophenyl borate salt at 50◦C and light intensity of 25 mW·cm− 2 (see reference
150).

of active centers, reaches a peak, and then decreases, primarily because of the
decrease in the concentration of monomer. Typically, as the conversion reaches
a high value, the polymerization rate will slow because of diffusional limitations
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Fig. 8. Profiles of percentage conversion vs time for various illumination times for pho-
topolymerizations of phenyl glycidyl ether initiated using 8.86 mM of iodonium tetrakis
pentafluorophenyl borate salt at 50◦C and light intensity of 25 mW·cm− 2 (see reference
150). Full illumination; – – 90-s illumination; - - - 60-s illumination; – - –
30-s illumination; – - - – 15-s illumination.

and may ultimately stop at a limiting conversion below 100% if the system turns
glassy and vitrification occurs.

One important characteristic of cationic photopolymerization is that the re-
action continues for a long time even after the light has been shuttered off. This
is strikingly different from free-radical photopolymerization where the reaction
stops in a very short time in dark. Figure 8 (150) shows the reaction rate as a
function of time for photopolymerization of an epoxide monomer for various il-
lumination times. The figure contains profiles of the conversion as a function of
time for five identical reaction systems illuminated for different periods of time
ranging from 15 s to the duration of the experiment (full illumination) and it
shows that the polymerization reaction proceeds long after the illumination has
ceased, often consuming all of the monomer. For example, the sample that was
illuminated for only 15 s continues to react for more than an hour in the dark.

Rate Constants for Propagation and Termination. For cationic chain
polymerizations, the rate of polymerization is generally accepted to be propor-
tional to the product of the monomer concentration and the active center con-
centration, with the proportionality constant being the effective propagation rate
constant kp, as shown in equation 1:

Rp = kp[M][M+] (1)



Vol. 9 PHOTOPOLYMERIZATION, CATIONIC 711

The propagation rate constant kp includes contributions from a variety of
propagating species ranging from ion pairs to separated ions. The value of kp
depends, of course, on the monomer being polymerized (the previous section con-
tained a description of attempts to create new, highly reactive monomers), and
for a given monomer the value of kp also depends upon the temperature, the
photoinitiator anion, and the proximity of the counterion to the active center,
as described below. The propagation rate constants for vinyl ether and epoxide
monomers have been studied extensively using techniques such as differential
scanning calorimetry and Raman spectroscopy (139,140,150,151).

An interesting hypothesis that has been reported in the literature (139,140)
is that the value of kp can change appreciably during the course of the reaction
because of a change in the proximity of the counterion and the active center.
According to this hypothesis, kp initially increases sharply, then levels off at a
plateau value, and finally as the limiting conversion is reached the value of kp de-
creases. At the beginning of the polymerization reaction, it is hypothesized that
the active center and the counterion are relatively close to one another since the
viscosity is relatively low, and the diffusional mobility of the counterion allows it
to move with the cation. As the polymerization progresses there is an increase in
the system viscosity, which reduces diffusional mobility of all the species present
in the reaction system. The active center retains considerable mobility through
propagation since the cation effectively moves through the reaction mixture by
reacting with the monomer units (which is termed reaction diffusion). The coun-
terion, however, experiences a decrease in mobility as the system viscosity in-
creases, since it has to physically diffuse through the reaction mixture. During
this process, the counterion and the active center separate, and since the sepa-
rated ions are much more reactive than the ion pairs, it leads to a large increase
in the value of kp. Finally, the value of kp decreases because of the trapping of
the active centers. Therefore, a limiting conversion at which the reaction ceases
is observed despite the presence of active centers and unreacted monomer.

The rate of termination and, consequently, the active center lifetime for the
cationic and radical polymerizations are notably different. Free radicals, which
are highly reactive toward one another, have very high termination rate constants
(of the order of 105 L·mol− 1·s− 1) and have correspondingly short active centers
lifetimes (typically less than a second). In contrast, for cationic polymerizations
the rate of consumption of active centers is very slow, and generally takes place
by some type of nucleophilic attack on the propagating cation. The precise nature
of this chemical termination may be system specific, and is generally not well
understood. In some cases, termination may occur by combination of the propa-
gating active center with the anion. For example an active center may combine
with the metal halide ion such as PF6

− (the photoinitiator anion), abstract a flu-
orine atom, and expel a proton, thus regenerating a Lewis acid. Although it has
been relatively unstudied, the average cationic active center lifetime has been
found to be of the order of tens of minutes (139,140,150).

In addition to this termination by a chemical reaction, the active center
may stop propagating owing to trapping. In this case, although the active centers
are still present (they have not terminated per se), they are no longer propa-
gating because the surrounding monomer molecules have polymerized and the
active centers are unable to access the unreacted monomer. If the “termination”
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reaction is studied by investigating the reduction of the polymerization rate in
the dark, then trapping cannot be distinguished from chemical termination. The
termination/trapping of the active centers is commonly modeled as first order,
which results in the following equation:

d[M+]
dt

= − kt/t[M+] (2)

Here, [M+] corresponds to the concentration of propagating (untrapped) ac-
tive centers, while kt/t represents the first-order kinetic rate constant for termi-
nation/trapping of active centers.

Effect of Light Intensity. The rate of a cationic photopolymerization de-
pends upon the incident light intensity (radiant flux or photon flux) since an in-
creasing light intensity increases the rate of production of active centers. The
rate constants for propagation and termination are independent of light inten-
sity. Therefore, in equation 1, the effect of light intensity is contained within the
active center concentration [M+]. The relationship between the light intensity
and the active center concentration can be captured within a rate constant for
absorbance, kabs, defined as the product of the incident photon flux and the pho-
toinitiator absorption cross section summed over all incident wavelengths (150).
The concentration of cationic active centers produced by the photolysis of a pho-
toinitiator (unimolecular initiation) is given by equation 3:

[M+] = φI0(1 − e− kabst) (3)

Here, φ is the quantum yield of the photoinitiator cleavage (the number of
active centers formed per photon absorbed), and I0 is the photoinitiator concen-
tration at time t = 0. This equation illustrates that the active center concentra-
tion is not at steady state, but rather grows with time until the photoinitiator is
consumed. Note that this equation accounts only for production of active centers
by photolysis. To completely describe the active center concentration, equations
2 and 3 should be combined to account for both the production and the consump-
tion of active centers. It is important to note that while the incident light inten-
sity does affect the rate of polymerization, it generally has no impact on the final
limiting conversion (if the temperature is held constant).

Effect of Temperature and Photoinitiator Anion. The polymerization tem-
perature has a significant effect on both the rate of polymerization and the final
limiting conversion. For example, Figure 9 contains a series of plots of reaction
rate as a function of time for photopolymerization of an epoxide monomer. This
figure illustrates that as the temperature is increased, the peak reaction rate
increases and the reaction time decreases. The increase in reaction rate with
increasing temperature ultimately arises from the effect of temperature on the
propagation rate constant (which increases with increasing temperature as de-
scribed by the Arrhenius equation for the rate constants). The rate of photoiniti-
ation is generally independent of temperature (for unimolecular photoinitiation
the activation energy is zero since the initiating energy comes from light rather
than heat). In addition, as the temperature is increased the final limiting conver-
sion invariably increases because of enhanced mobility of the active centers and



Vol. 9 PHOTOPOLYMERIZATION, CATIONIC 713

Fig. 9. Effect of temperature on the reaction rate as a function of time for photopolymer-
izations of phenyl glycidyl ether initiated using 8.86 mM of iodonium tetrakis pentafluo-
rophenyl borate salt at light intensity of 25 mW·cm− 2. 40◦C; 50◦C;

60◦C; 70◦C.

Table 1. Effect of the Temperature and the Photoinitiator Counterion on the Termination
and Propagation Rate Constantsa

Iodonium tetrakis Iodonium
pentafluorophenyl borate salt hexafluoroantimonate salt

Temperature, ◦C kt, s− 1 kp, L·mol− 1·s− 1 kt, s− 1 kp, L·mol− 1·s− 1

50 4.5 × 10− 4 0.6 6.8 × 10− 4 0.4
60 5.5 × 10− 4 1.4 11.3 × 10− 4 0.8

aFor photopolymerizations of phenyl glycidyl ether monomer at 50◦C and 25 mW·cm− 2 light intensity
and at 8.86 mM concentration of photoinitiators (see reference 150).

diminishing effect of vitrification. The effect of temperature on the propagation
and termination rate constants for cationic photopolymerizations of a few vinyl
ether and epoxide monomers have been reported (140,150). For example, prop-
agation and termination rate constants for photopolymerization of an epoxide
monomer are shown in Table 1 (150).

The data in Table 1 also illustrate the effect of the size of the counte-
rion on the values of the propagation and termination rate constant (150,151).
This table illustrates that the tetrakis pentafluorophenyl borate anion, which
is 14 times more voluminous than the hexafluoroantimonate anion, results in
a higher propagation rate constant and lower termination rate constant for the
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photopolymerization. These are the expected trends since the larger counterion
will result in a more weakly associated ion pair.
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PHOTOPOLYMERIZATION, FREE RADICAL

Introduction

Photopolymerizations, which use light energy (photons) to initiate chain reactions
to form polymer materials, are the basis for a growing, billion-dollar industry
(1,2). Applications in which photopolymerization is used include films and coat-
ings, inks, adhesives, fiber optics, and dentistry (2–5). Each of these industries
has benefited from the high productivity and lower costs afforded by photopoly-
merization systems.

Photopolymerization has many advantages over thermal and redox poly-
merizations in which the reaction system is heated to produce active centers. The
solvent-free systems used in photopolymerizations eliminate emissions of volatile
organic compounds and reduce material costs. Spatial and temporal control of the
polymerization is achieved through control of the initiating light. Photopolymer-
izations also use less energy to effect cure than do thermal means. They produce a
more rapid through-cure so that more films and coatings can be processed in less
time. Furthermore, photocuring systems are more compact than thermal curing
systems and operate at room temperatures. All these characteristics of photopoly-
merizations translate into lower production costs for industry.

Photopolymerization systems, like thermally initiated systems, contain
initiator, monomer, and other additives that impart desired properties (color,
strength, flexibility, etc) (6). The reaction is initiated by active centers that are
produced when light is absorbed by the photoinitiator. One important class of
active centers includes free-radical species, which possess an unpaired electron
(5,7). The highly reactive free-radical active centers attack carbon–carbon double
bonds in unsaturated monomers to form polymer chains. Although the kinetic
treatment of photopolymer systems is similar to that in thermal systems, signifi-
cant differences arise in the description of the initiation step, which in turn affect
the description of the rate of polymerization. An overview of the components,
kinetics, and applications of these free-radical photopolymerization systems is
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Fig. 1. UV–visible absorption spectra of dimethoxyphenylacetophenone (DMPA) (pho-
toinitiator) and 2-hydroxyethyl methacrylate (HEMA) (monomer) in dichloromethane
overlaid with the spectral output of a 200-W Hg(Xe) lamp. DMPA;
HEMA; and Hg(Xe) Lamp.

given in this article. More detailed information may be obtained in the references
cited.

Photoinitiators

In order to produce free radicals that initiate polymerization, photoinitiators ab-
sorb light of a certain frequency. Upon absorption, the photoinitiator molecule is
promoted from the ground electronic state to either a singlet or triplet excited
electronic state. This excited molecule then undergoes either cleavage or reaction
with another molecule to produce initiating free radicals. Numerous photoinitia-
tors have been developed to meet the needs of a variety of photopolymerization
systems, as described in a number of recent papers and reviews (3–6,8–12).

In selecting an appropriate photoinitiator system, several key criteria must
be fulfilled. First, the absorption spectrum of the initiator must overlap with
the emission spectrum of the light source, be it polychromatic (eg, arc lamp)
or monochromatic (eg, laser). Good engineering of the system involves optimiz-
ing the light absorption of the initiator and, in many cases, minimizing emission
lines that do not coincide with the initiator absorption spectrum (ie, are wasted
through absorption by other system components). By matching the absorption
of the photoinitiator to the light source output, the initiation efficiency can also
be optimized. However, the overlap between the initiator and light source must
preferably not coincide with the absorption peaks of other components in the pho-
topolymerization system (monomer, pigments, additives, etc.). In systems where
there is overlap, such as highly pigmented systems, higher light intensities and
photoinitiator concentrations are often used (13). Figure 1 demonstrates a good
match of a photoinitiator with a light source and monomer in that there is a clear
optical window for the photoinitiator to absorb light in the 300–400-nm region
without competition from the monomer.
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Many free radical photoinitiators are based on the benzoyl chromophore
(highlighted in eqs. 1 and 2), which produces free radicals when irradiated with
light of the appropriate wavelength. Judicious choice of substituents (R groups)
and their placement can alter the absorption spectrum, so that more freedom is
available in the choice of lamp (and initiating wavelength) and system compo-
nents. Secondly, the impact of residual photoinitiator and its photoproducts upon
the final products must be considered. This becomes most important in thick films
and coatings that must be of a certain color. If the photoinitiator fragments absorb
at the same wavelength as the photoinitiator, then light cannot penetrate to the
bottom of a thick sample, and full conversion of the monomer will not be attained.
Also, some photoinitiator fragments, such as aromatic amines, will “yellow” ini-
tially colorless and white coatings and films, especially after long exposure times
to sunlight or fluorescent lights (13).

Unimolecular Photoinitiators. Photoinitiators termed unimolecular are
so designated because the initiation system involves only one molecular species
interacting with the light and producing free-radical active centers. One type
includes photoinitiators that form radicals via the cleavage of the initiator
molecule. This cleavage may take place at the α or β position with respect to
the carbonyl group. Upon illumination, the photoinitiator molecule is excited and
undergoes cleavage. In α-cleavage or Norrish Type I, the bond adjacent to the
carbonyl is broken to produce two free radicals. Equation 1 demonstrates the
α-cleavage of a representative benzyl ketal photoinitiator dimethoxyphenylace-
tophenone (the dashed box highlights the benzoyl chromophore).

(1)

In this case, the benzoyl radical and a methyl radical produced through
the fragmentation of α,α-dimethoxy benzyl radical both initiate polymerization.
Other families include benzoin ethers, acetophenone derivatives, amino ketones,
and phosphine oxide derivatives (1–4) (3,11).
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β-Cleavage occurs predominately in α-halogenoacetophenones; however,
it is also seen in photoinitiators with a C S or C O bond adjacent to
the benzoyl chromophore, such as β-ketosulfoxides (3,11). Equation 2 demon-
strates this cleavage mechanism for the photoinitiator 2,2,2-trichloro-4′-tert-
butylacetophenone (the dashed box highlights the benzoyl chromophore).

(2)

A second type of unimolecular photoinitiators, also called Norrish Type II,
includes those that form biradicals through intramolecular hydrogen abstraction.
This occurs in ketones with a γ -hydrogen and is shown in equation 3 for in-
tramoleculer H-abstraction of the photoinitiator 1-phenyl-butan-1-one (14). The
resulting ketyl radical participates in termination, while the other radical grows
the polymer chain.

(3)

Bimolecular Photoinitiator Systems. Bimolecular photoinitiators are
so-called because two molecular species are needed to form the propagating rad-
ical: a photoinitiator that absorbs the light and a co-initiator that serves as a
hydrogen or electron donor. Photoinitiator families include benzophenone deriva-
tives, thioxanthones, camphorquinones, benzyls, and ketocoumarins (5–9) (3).
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Fig. 2. Electron-transfer reaction with subsequent proton-transfer reaction between the
photoinitiator benzophenone and the co-initiator triethylamine.

The abstraction of a hydrogen molecule from the co-initiator or the transfer
of an electron between the two initiating molecules takes place once the photoini-
tiator is in the excited state. In both cases, free radicals result, one or more of
which may actually begin the photopolymerization. Initiation by hydrogen trans-
fer is common in diaryl ketones. The co-initiator is usually an ether or an alcohol
with an abstractable α-hydrogen, such as 2-propanol. Equation 4 demonstrates
the H-abstraction reaction between the photoinitiator benzophenone and the hy-
drogen donor tetrahydrofuran. In this case, the ether radical initiates polymer-
ization, and the ketyl radical only participates in termination.

(4)

In photoinitiation by electron transfer, the photoinitiator, after absorption
of the initiating light, forms an excited-state complex (exciplex or charge-transfer
complex) with the co-initiator, typically an amine. Electron transfer from the
amine to the photoinitiator occurs in this exciplex, immediately followed by pro-
ton transfer of an α-hydrogen from the amine to the photoinitiator. This results
in two radicals: an amine radical that will initiate polymerization and a ketyl-
type radical that will most likely terminate by coupling with another free radical
species. Figure 2 demonstrates this type of photoinitiation process between ben-
zophenone and an amine co-initiator (3,15).

Bimolecular photoinitiator systems utilize longer wavelengths (thereby re-
quiring less energy) than the unimolecular systems, which are typically con-
strained to use in the ultraviolet (UV) because of the absorption characteristics of
the benzoyl chromophore. However, the production of active centers in bimolecu-
lar photoinitiator systems decreases in vitrifying systems (ie, systems in the later
stages of conversion where the reaction temperature is less than the glass tran-
sition temperature) because diffusion of the initiator and co-initiator molecules
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is strongly suppressed. During this stage in the polymerization, formation of the
polymer chains occurs through reactive diffusion.

Photosensitizers. In the bimolecular initiation reactions described
above, the co-initiator will not absorb light to initiate polymerization. In con-
trast, photosensitizers are able to absorb light and are used to enhance the pho-
topolymerization (ie, the photoinitiator is normally able to function without the
photosensitizer) (3,4,16). A visible light photosensitizer may be chosen when ul-
traviolet light is undesirable, such as when working with biological systems or
white pigmented systems. If pigments or monomers absorb in the same region as
the photoinitiator, a photosensitizer may be used to extend the optical window of
the system. A photosensitizer may also be used to improve initiation efficiency by
absorbing photons from the light source that the photoinitiator cannot absorb or
may do so with a low efficiency.

Two mechanisms have been identified to describe the interaction between
photosensitizers and photoinitiators: energy transfer and electron transfer. In the
energy transfer process, the photosensitizer absorbs the light and transfers that
energy to the photoinitiator which will then go through either a unimolecular or
bimolecular scheme to produce initiating free radicals.

In this case, the photosensitizer is not consumed by the reaction and
reverts back to its ground state upon transferring its excitation energy to
the photoinitiator. For example, the photoinitiator 2-methyl-1-[4-(methylthio)-
phenyl]-2-morpholinopropane-1-one (TPMK) absorbs light in the 275–325-nm re-
gion, wherear the photosensitizer 3-ethylacetate-2′-methylthioxanthone (ETX)
exhibits an absorption peak between 380–420 nm (3). Thus, ETX absorbs light
in the visible region of the spectrum and transfers that energy to TPMK, which
then undergoes α-cleavage to form the free-radical active centers. In order for this
process to occur, the triplet excited electronic state of the photosensitizer must be
higher than that of the photoinitiator. Because these states are difficult to match,
the energy transfer mechanism is not extensively used.

In the electron transfer mechanism, which is more common, the photosen-
sitizer becomes excited upon illumination and forms an excimer with the pho-
toinitiator. Electron transfer from the photoinitiator to the photosensitizer then
occurs, with a subsequent proton transfer. This results in the formation of two
radicals. The photosensitizer radical is capable of initiating polymerization, while
the photoinitiator radical may not unless it undergoes further reaction (3,13,17).
Figure 3 demonstrates this for a representative α-amino ketone photoinitiator
and a thioxanthone being used as a photosensitizer.

Specialty Photoinitiators. Photoinitiator systems continue to be devel-
oped to meet the needs of industrial applications. Driving forces include increas-
ing reaction speed with higher quantum yields and higher active center reactivi-
ties, improving shelf life with greater solubility and stability in the formulations,
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Fig. 3. Electron transfer reaction between the photoinitiator 2-methyl-1-[4-(methylthio)-
phenyl]-2-morpholinopropane-1-one and the photosensitizer 9-oxo-9H-thioxanthene-1-
carboxylic acid methyl ester.

and optimizing the absorption spectrum to meet the requirements of the light
source and application. Minimizing toxicity of the initiators and yellowing due to
photoproducts and sunlight exposure also is important for many applications.

Visible Light Photoinitiators. Visible light photoinitiators are desirable for
many applications. Visible light is safer than UV light in that it does not cause cell
damage in biological systems. Many common, inexpensive light sources, such as
halogen or fluorescent lamps, have strong lines in the visible, which could be used
for efficient and cost-effective photoinitiation. In addition, visible lasers are used
in photoimaging applications, such as lithography and holography (5). Visible
light photoinitiators can also enhance polymerization in systems with pigments,
fillers, and UV absorbers (18).

Visible light photoinitiators based on metal salts and complexes have
been explored (3,10,12). Some systems generate ionic active centers unless
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combined with another molecule (such as a dye or halogenated compound) that
will react to produce the initiating free radical. Titanocene complexes, an ex-
ample of which is bis(η5-2,4-cyclopentadien-1-yl)-bis-[2,6-difluoro-3-(1H-pyrrol-
1-yl)phenyl]titanium 10, are metal-based photoinitiators that undergo cleavage
upon illumination in the 400–550-nm region, with the aryl radical initiating poly-
merization (12).

Dyes comprise a large fraction of visible light photoinitiators because their
excited electronic states are more easily attained. Co-initiators, such as tertiary
amines, iodonium salts, triazines, or hexaarylbisimidazoles, are required since
dye photochemistry entails either a photoreduction or photo-oxidation mecha-
nism. Numerous dye families are available for selection of an appropriate visible
initiation wavelength; an example of a thiazine dye (with an absorption peak
around 675 nm) is methylene blue (11).

Other examples include acridine dyes (with absorption peaks around 475
nm), xanthene dyes (∼500–550 nm), fluorone dyes (∼450–550 nm), coumarin
dyes (∼350–450 nm), cyanine dyes (∼400–750 nm), and carbazole dyes (∼400 nm)
(12,19–21). The oxidation or reduction of the dye is dependent on the co-initiator;
for example, methylene blue can be photoreduced by accepting an electron from
an amine (22) or photo-oxidized by transferring an electron to benzyltrimethyl-
stannane (12). Either mechanism will result in the formation of a free-radical
active center capable of initiating a growing polymer chain. For a more detailed
discussion of the mechanisms, see Reference 12.

Three-component visible light photoinitiator systems exhibit faster poly-
merization rates than those seen in the dye-electron donor systems mentioned
above. The third component is usually a sulfonium or iodonium salt (an example
is diphenyliodonium chloride) 12, but may also be a bromocompound, ferrocenium
salt, or thiol derivative (3,12,21–24).
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The incorporation of the third component has been shown to provide path-
ways to scavenge oxygen molecules that inhibit free-radical polymerization, to
regenerate the dye photoinitiator, and to produce a free-radical active center in
place of a terminating dye radical (3,12,13,21). In addition, the wide selection of
dyes available for use in three-component systems allows more flexibility in initi-
ating wavelength selection, and the photopolymerization of thick parts is possible
if a photobleaching dye is chosen (21).

Water-Soluble Photoinitiators. Water-soluble photoinitiators are needed
for systems such as printing inks and emulsion processes, where the reaction
system is an aqueous solution rather than simply a monomer. Since free radical
photoinitiators are based on the aromatic benzoyl chromophore, the molecules are
generally nonpolar and therefore incompatible with water. Research has focused
on developing photoinitiators with hydrophilic substituents that increase water
solubility (3,25). Both unimolecular and bimolecular systems have been success-
fully demonstrated. An example of a unimolecular photoinitiator is sodium 4-
benzoylbenzenemethane sulfonate 13.

Photobleaching Initiators. Photobleaching initiator systems are designed
such that the absorption of the photoinitiator byproducts is lower than that of
the photoinitiator (13,26). Thus, as the active centers are formed, more light may
pass through the system. This is crucial in thick films, where light penetration
to the bottom of the sample is hindered by the absorption characteristics of the
upper layers. Insufficient light penetration will result in low conversions at the
bottom, wrinkling of the surface, and decreased production speeds. Photobleach-
ing is also necessary for colorless or white films and coatings to prevent yellowing.
Acylphosphine oxides and bisacylphosphine oxides 14, which undergo α-cleavage,
are examples of photobleaching initiators widely used today. These photoinitia-
tors absorb well into the visible spectrum; however, once cleavage occurs, the
absorption peaks in the visible spectral region disappear.

Polymerizable and Polymeric Photoinitiators. Growing interest in poly-
merizable and polymeric photoinitiators is seen in several industries. An example
is poly(4,4-dimethyl-1-penten-one) 15.
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In the food-packaging industry, species that migrate from a film or coating
may contaminate foods. In the film and coating industries, migrating species may
cause yellowing at film surfaces. Thus, tethering or incorporating the photoini-
tiator on the main polymer chain is an effective means of reducing migration by
photoproducts and unreacted photoinitiator (27). These types of photoinitiators
exhibit other practical benefits, such as improved compatibility with monomers,
longer shelf life, increased reactivity, and reduced volatile emissions (28,29). Poly-
meric photoinitiators have been synthesized by grafting the initiator molecule
onto the backbone of the polymer chain (3,27,30). They have also been created
by terminating polymer chains with the initiator molecules (3,27,29,31,32). Poly-
meric photoinitiators may become entangled within the polymer product or at-
tached to the main polymer chain or network, depending on whether the active
center cleaves from or is part of the polymeric photoinitiator chain (27). Polymer-
izable photoinitiators may be formed by attaching the photoinitiator on a poly-
meric or oligomeric chain that has one or more functional groups that can enter
into the polymerization as well (3). Thus, the photoinitiators become copolymer-
ized with the main polymer chain or network.

In some cases, a monomer may function as a photoinitiator and become in-
corporated into a copolymer chain. This has been shown for styrene and other
conjugated monomers when exposed to deep-UV light; however, the initiation
efficiency in these systems is substantially less than when a photoinitiator is
present (p. 223 of Ref. 33, and Ref. 34). A better polymerizable initiator scheme
is illustrated by the acceptor-donor chemistry of maleimide-donor systems (35–
37). Maleimide acts as both photoinitiator and comonomer in the presence of hy-
drogen donors such as vinyl ethers or vinyl esters (38,39); an example of this
copolymerization is shown in equation 5. It shows the molecular structure of the
acceptor tert-butylmaleimide (left), the donor 4-hydroxy-butyl vinyl ether (right),
and their corresponding copolymer repeat unit.

(5)

In these systems, illumination with a subsequent hydrogen abstraction or
electron/proton transfer process results in the production of two radicals, both of
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Fig. 4. Molecular structure of a generalized acrylate monomer and its corresponding
polymer repeat unit.

which may start a propagating chain by adding either monomer (35–37):

These systems have the added advantage of being photobleaching, as well
as less inhibited by oxygen.

Monomers

Unsaturated monomers, which contain a carbon–carbon double bond (C C), are
used extensively in free radical photopolymerizations. The free-radical active cen-
ter reacts with the monomer by opening the C C bond and adding the molecule
to the growing polymer chain. Most unsaturated monomers are able to undergo
radical polymerization (qv) because free-radical species are neutral and do not
require electron-donating or electron-withdrawing substituents to delocalize the
charge on the propagating center, as is the case with ionic polymerizations. Com-
mercial consideration in formulation development is therefore given to the final
properties of the polymer system, as well as the reactivity of the monomer.

(Meth)acrylate Systems. Acrylate and methacrlate monomers are by
far most widely used in free-radical photopolymerization processes. The gener-
alized structure of these monomers and their corresponding polymer is shown in
Figure 4.

These monomers have very high reaction rates, with acrylates having an
even faster reaction rate than their methacrylate counterparts (4). This makes
them especially amenable for high speed processing needed in the films and coat-
ings industry. (Meth)acrylate systems are also easily tailored using the ester link-
age to obtain the desired chemical, mechanical, and optical properties for a vari-
ety of applications (see ACRYLIC ESTER POLYMERS; METHACRYLIC ESTER POLYMERS).
Monoacrylates, which have only one C C group, are generally used as reactive
diluents with multiacrylates, which have two or more C C groups per molecule
(Fig. 5). Multiacrylates increase the mechanical strength and solvent resistance
of the ultimate polymer by forming cross-linked networks rather than linear poly-
mer chains, whereas monoacrylates reduce the viscosity of the prepolymer mix-
ture for ease of processing (4,6).

One of the drawbacks of acrylate and methacrylate systems is their rela-
tively large polymerization shrinkage. Shrinkage is caused by the formation of
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Fig. 5. Molecular structures of monomers with a varying number of acrylate reactive
groups: a monoacrylate (top), diacrylate (middle), and triacrylate (bottom).

covalent bonds between monomer molecules. When a covalent bond is formed be-
tween two monomer molecules, the distance between them is approximately half
as much as that between two molecules experiencing van der Waal’s forces in so-
lution. In addition, because the number of conformations that a polymer chain
can achieve is less than that for the individual monomer molecules, monomer
conversion results in a negative entropy of polymerization and less free volume.
Thus, volume shrinkage of 5–25% is observed in these systems (4,40–42). This
shrinkage causes stresses in the polymer parts, which can affect their ultimate
performance, especially in applications such as stereolithography, dentistry, and
coatings. One way to overcome this disadvantage is to develop oligomeric acry-
lates. These oligomers contain 1 to 12 repeat units formed through step-growth
polymerization; the ends are then capped with two or more (meth)acrylate func-
tional groups. Commercially available oligomeric families are shown in Figure 6.

In addition to reducing shrinkage, oliogomeric acrylates offer improved
properties of wear resistance and chemical and moisture resistance. They also
enable the use of these functional groups in rapid processing applications, which
would not be possible using the slower step-growth polymerization mechanism.
Because of their size, these oligomers must be combined with other monomers to
reduce the resin viscosity. Examples of coating formulations incorporating multi-
acrylates and oligomeric acrylates are shown in Table 1.

Unsaturated Polyester Systems. Coatings in the furniture industry
rely heavily upon resin formulations containing unsaturated polyesters, styrene,
and photoinitiator (3,4,13,43,44). The unsaturated polyesters are synthesized us-
ing step-growth polymerization (see POLYESTERS, UNSATURATED). Upon illumina-
tion, the carbon–carbon double bond in the unsaturated polyester and styrene
copolymerize to form a cross-linked network (eq. 6). Equation 6 shows a general-
ized reaction scheme for an unsaturated polyester system.

(6)
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Fig. 6. Molecular structure of some generic acrylated oligomers.

Table 1. Sample (Meth)acrylate Formulations

Wood-flooring Adhesive resin Resin composite
Basic coating topcoat for dentistry for dentistry

Acrylated epoxy
oligomer, 45%

Urethane acrylate,
60%

Dimethacrylated
epoxide, 60–70%

Silica filler,
77–87%

Triacrylate, 20% Diacrylated
polyether, 24%

Monomethacrylate,
30–40%

Dimethacrylated
epoxide, 5–9%

Diacrylate, 20% Polyester
tetraacrylate, 10%

Camphorquinone,
<1%

Dimethacrylated
polyether,
5–9%

Amine, 10% Amine, 10% Amine, <1% Camphorquinone,
<1%

Benzophenone, 5% α-Hydroxyketone, 5% Amine, <1%

Although these systems polymerize much slower than the acrylate systems,
they are low cost and can still polymerize at ambient temperatures.

Thiol–Ene Systems. Systems that combine thiols [such as a trithiol (16)]
with ene comonomers, such as allyl ethers [like trimethylol propane diallyl ether
(17)] or acrylates, were first considered in the 1970s; however, because of their
unpleasant odor, thiols were abandoned, and acrylates became the monomer of
choice for industrial implementation.
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Several factors have led to renewed interest in thiol systems. First, the
systems require little or no photoinitiator in order to polymerize (45,46). This
reduces the cost of formulations (since the photoinitiator is generally the most
expensive component), as well as decreases toxicity and purity concerns. In ad-
dition, photoinitiator fragments do not interfere with the physical properties of
the polymers, such as color and strength. The thiol functions as photoinitiator by
producing a thiyl and a hydrogen radical pair through a sulfur–hydrogen bond
cleavage when exposed to light (47,48):

Thiol systems are also less sensitive to inhibition by oxygen, a major dis-
advantage of free-radical polymerizations. The inactive peroxy radical formed
through interaction of oxygen and a growing chain end can undergo chain
transfer to the thiol to regenerate the active thiyl radical. However, this still
results in the incorporation of oxygen into the polymer, which will affect its
performance properties. Because most of the double-bond conversion occurs
in the liquid state, these systems undergo less volume shrinkage and estab-
lish an infinite network (gel point) later in the reaction so that higher con-
versions, even in systems with multiple functional groups on each monomer,
may be reached (49). This is a result of extensive chain transfer during the
free-radical chain polymerization, which leads to the formation of very short
chains. Long polymer chains and networks are formed through a step-growth
mechanism (46–48,50).

Other Monomer Systems. The above sections are by no means an ex-
haustive list of monomers that are used in free radical photopolymerizations.
Diallyldiglycolcarbonate 18 has been used for many years in optical compo-
nents such as lenses (51). Acrylamide (19) is used in stereolithography and
to prepare holographic materials (52–54). N-vinylpyrrolidinone (20) is copoly-
merized with acrylates and methacrylates for cosmetic and biomedical applica-
tions (55). Norbornene (21) is copolymerized with thiols for optical fiber coat-
ings (56). Liquid crystal polymers (22) based on acrylates and thiol–enes are
being developed to produce mirror coatings, polarizing films, and liquid crystal
displays (57,58).



732 PHOTOPOLYMERIZATION, FREE RADICAL Vol. 9

Kinetics

The description of free-radical chain polymerization kinetics must take into ac-
count four basic steps: initiation, which creates free-radical active centers; prop-
agation, which grows the polymer chains; termination, which destroys the active
centers and ends chain growth; and chain transfer, which ends a growing chain
and begins another. These classical steps also describe thermal polymerizations;
however, different descriptions are required for thermal- and photoinitiation.

Initiation. In both thermal- and photopolymerizations, the rate of initia-
tion depends on two processes: the dissociation of the initiator and the initia-
tion of the propagating chain. The decomposition rate (kd) of thermal initiators
strongly depends on temperature, with the half-life of many thermal initiators
at the reaction temperature on the order of minutes or hours. In contrast, for
photopolymerizations, the rate at which photons are absorbed at a specific wave-
length will determine the decomposition rate of photoinitiators. This process is
not temperature-dependent. Thus, in the classic initiation mechanism, the in-
teraction between light of a specific wavelength and a photoinitiator molecule is
considered. For a unimolecular photoinitiator, this reaction step can be written
as follows:

Either one or both of the radicals may then initiate polymerization. Biacetyl
is an example of a photoinitiator that generates two identical free-radical groups
(eq. 7) (59).

(7)
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Benzoin methyl ether is an example of a photoinitiator that generates two
dissimilar free radicals, each with a different initiation efficiency (ie, benzoyl rad-
ical is more likely to start a propagating chain than the ether radical) (eq. 8) (60).

(8)

A similar mechanism may be developed for radical production by electron
transfer or hydrogen abstraction:

Generally, the donor radical (such as an amine or alcohol) is the initiating
species. The reactive radical species (R•) then goes on to attack a nearby monomer
molecule, thereby starting a propagating chain (R M•):

where ki is the initiation rate constant, usually expressed in L/mol·s. Taking into
account these two reactions (production of the free-radical active centers and ini-
tiation of the propagating chain), the rate of photoinitiation (Ri), which describes
the change in propagating center concentration with respect to time, may be ex-
pressed as (33)

Ri = d[R M•]
dt

= 2 f ϕIa

Here, Ia is the amount of photons absorbed by the photoinitiator molecules
expressed in mol photon/L·s or Einstein/L·s; f is the photoinitiator efficiency cal-
culated by determining the moles of propagating chains (R M•) started per mole
of free-radical active centers (R•) generated; and ϕ is the photoinitiator quantum
yield which relates the moles of active center pairs (R•) produced per moles pho-
tons absorbed (ϕ is defined such that it is ≤1). The integer 2 is included in the
expression when both radical species initiate polymerization. If only one of the
radical species is active, it is omitted.

Beer’s Law, which relates the absorption of light to the concentration of the
absorbing species, is used to define Ia for a specified wavelength of light. It is
derived from the partial differential equation used to describe the change in
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amount of photons as the light passes through an absorbing medium of thickness
b:

dI
db

= − kI (9)

where I is the amount of photons in mol photon/(L·s) and k is the absorption
coefficient (cm− 1), which can also be expressed in terms of the absorbing species
concentration and its molar absorptivity as shown below. A bulk-averaged Ia
may be obtained by integrating equation 9 over the sample depth:

Ia = I0 − It = I0(1 − e− 2.3εb[I]) (10)

where I0 is the amount of photons incident upon the sample [mol photon/(L·s)];
It is the amount of photons transmitted through the sample [mol photon/(L·s)];
ε is the molar absorptivity of the photoinitiator [L/(mol·cm)]; b is the thickness
of reaction system (cm); and [I] is the photoinitiator concentration (mol/L). If the
quantity εb[I] is small (<0.01), then equation 10 may be approximated by the
first term of its Taylor series expansion (61):

Ia = 2.3I0εb[I] (11)

In systems where the quantity εb[I] is not small, typically in thick systems,
equation 10 must be used such that Ri increases proportionally with I0, but not
with [I]. Thus, simply increasing [I] does not result in a homogeneous reaction
rate: the upper layers will absorb the largest fraction of the incident light, limit-
ing initiation near the bottom of the system. Therefore, in these systems, conver-
sion at the bottom of the sample is generally much less than at the top unless the
initiator concentration and initiating wavelength have been properly chosen.

Several groups have developed models to describe photoinitiation and pho-
topolymerization in thick films or films with high optical densities (62–66). The
latest models (62,63) take into account variations in the initiator concentration by
solving partial differential equations that describe [I], Ia, and photolysis product
concentration as a function of depth and time. If the molar absorptivity, photoini-
tiator quantum yield, and diffusion properties are known for an initiator system,
then these equations can be solved to describe the light intensity gradient in a
thick sample and to determine the effects of the initiator absorption character-
istics on the efficiency of active center generation for different wavelengths of
initiating light.

Propagation. Since chain polymerization kinetics are usually followed
for free radically photoinitiated polymerizations, the propagation mechanism in-
volves the addition of monomer to the growing polymer chain:

(12)
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The rate of polymerization (Rp) obtained from this mechanism is as follows:

Rp = d[M]
dt

= kp[M][R − M
•

n ] (13)

where kp is the propagation rate constant [L/(mol·s)] and is generally assumed
independent of chain length n. [M] is the reactive group concentration (mol/L),
which is equal to the monomer concentration if only one reactive group is present
on the monomer molecule.

Termination. Termination of the free-radical active centers may occur ei-
ther by combination or by disproportionation. In termination by combination, two
propagating chains unite to form one long polymer molecule:

(14)

In termination by disproportionation, one propagating chain abstracts a hy-
drogen atom from a neighboring propagating chain, resulting in two polymer
molecules, one of them having a terminal double bond:

(15)

When developing a rate expression for termination, the rate constants
for these mechanisms are often lumped in a single termination rate constant,
kt [L/(mol·s)]. The rate of termination, which is generally assumed independent
of chain length n, equals the rate of destruction of the propagating active centers
(M•):

Rt = − d
[
M

•
n

]
dt

= 2kt
[
M

•
n

]2 (16)

Rate of Polymerization. The concentration of growing chains (R Mn
•) is

difficult to measure experimentally; thus, for simplicity, it is often assumed that
the change in the concentration of propagating chains over time is very small
in comparison to the change in the monomer concentration. According to this
pseudo–steady-state assumption, (d[Mn

•]/dt) is approximated as zero, and the
rate of initiation is then equal to the rate of termination. When this is invoked,
the rate of polymerization may be written as:

Rp = kp[M]

√
f ϕIa

kt
(17)

Similarly, the kinetic chain length (ν), which describes the average number
of monomer molecules (or reactive groups for multifunctional monomers) that are
consumed per initiating radical, can be calculated as follows:

ν = Rp

Ri
≈ Rp

Rt
= kp[M]

2
√

kt f ϕIa
(18)
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The actual chain length will be shorter if chain transfer reactions occur.
Autoacceleration, where the rate of polymerization increases with conver-

sion in isothermal conditions, is observed in both thermal- and photoinitiated
free-radical polymerizations because the termination mechanisms are the same
for both. As the chains grow longer, it becomes more difficult for the active centers
to diffuse and undergo bimolecular termination; thus, termination frequency de-
creases and active centers at the chain ends can become trapped. In cases where
termination is controlled by diffusion, the pseudo–steady-state assumption is no
longer valid and chain length dependent termination (CLDT) may occur (67).
As is discussed for chain cross-linking photopolymerizations below, more com-
plicated kinetic treatments must then be considered, including unsteady-state
kinetics.

Inhibition. One of the major disadvantages of free-radical photopolymer-
ization is its susceptibility to oxygen inhibition. This is especially troublesome
in thin-film and coating applications where oxygen diffusion plays a significant
role in increasing cure times and results in incomplete conversion on the surface.
When oxygen, which is essentially a biradical in its electronic ground state, re-
acts with a free-radical active center, it forms a peroxy radical, which is much less
reactive (Refs. 3,4, and p. 264 of Ref. 33):

M
•

n + O2 → Mn O O•

Mn O O• + M → No reaction

Thus, oxygen effectively acts as a chain terminator and reduces the rate of
polymerization until the oxygen in the system has been consumed.

The cost of preventing or minimizing oxygen inhibition is high. In industry,
an inert gas such as nitrogen or carbon dioxide may be used to blanket the sys-
tem. Waxes or shielding films may also be used to prevent oxygen from entering
the system. Other methods involve adding oxygen scavengers, dye sensitizers, or
antioxidants to capture oxygen and prevent it from reacting with the propagat-
ing chains. High photoinitiator concentrations or increased light intensity may
also be used to produce a larger number of active centers in order to consume the
oxygen in the system faster. However, very close to the surface, it is difficult to
consume the oxygen faster than it diffuses into the sample, which can result in
tackiness (or incomplete cure) in the surface layers.

Techniques for Measuring Rates and Reactive Intermediates. Ki-
netic parameters for photopolymerizations may be measured using many dif-
ferent methods or combinations of methods (9,68). Photodifferential scanning
calorimetry (PDSC) is a standard technique for obtaining the rate of polymer-
ization (Rp) and conversion (69–73). The conversion of monomer C C bonds to
polymer C C bonds is an exothermic reaction. The heat flow from the sample
(�H in W/g) is directly proportional to Rp:

Rp = ρ�H
�Hp

where ρ is the density of the monomer (g/L) and �Hp is the heat of polymerization
for the reactive group of the monomer (J/mol). The conversion of the sample is
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Fig. 7. Photodifferential scanning calorimetry profiles for photopolymerization of 2-
hydroxyethyl methacrylate initiated with 2 mmolal dimethoxyphenylacetophenone at
50◦C and light intensity of 60 mW/cm2 with nitrogen purge: polymerization rate (left)
and degree of conversion (right).

Fig. 8. Raman spectra for photopolymerization of 2-hydroxyethyl methacrylate initiated
with 2 mmolal dimethoxyphenylacetophenone at 50◦C and light intensity of 75 mW/cm2:
Raman spectra of the monomer and its polymer (left) and degree of monomer conversion
based on monitoring the C C bond depletion at 1640 cm− 1 (in this system, the internal
reference band at 605 cm− 1 is constant throughout the reaction and cancels out in the
conversion ratio) (right).

calculated by integrating the area under the Rp versus time curve, as shown in
Figure 7.

Conversion and Rp data may also be obtained using spectroscopic techniques
such as Raman spectroscopy (73–75) and infrared spectroscopy (15,50,73,75–77).
Here, peaks in these spectra correlate to functional groups within a molecule. As
the monomer is converted to polymer, the peaks associated with the C C bonds
decrease. The conversion in the system may be calculated by ratioing this peak
height or area at any point in time to the initial peak height or area, as shown in
Figure 8:

Conversion= 1 − [M]
[M]

= 1 − Prxn(t)/Pref(t)
Prxn(0)/Pref(0)

where Prxn is the peak height or area associated with the reactive functionality
and Pref is the peak height or area associated with an internal reference. Rp is
then calculated by differentiating the conversion curve over time.
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Fluorescence spectroscopy has been used to measure conversion by adding
fluorescent molecules to the system that are sensitive to physical parameters
(such as polarity or viscosity) that can be correlated to conversion (78–80). Both
fluorescence (23) and absorption (35) spectroscopy have been used to follow
changes in the photoinitiator spectrum as it absorbs light and produces free radi-
cals. More complicated techniques are used to observe the free-radical active cen-
ters generated during polymerization. Since the lifetime of a free-radical active
center is very short (typically 10− 1–10 s) (p. 274 of Ref. 33), sensitive techniques
are needed to determine the structure and concentration of initiating or propa-
gating free radicals. These include the addition of trapping agents that ensnare
the free radicals through radical combination or hydrogen abstraction, as well as
electron spin resonance (ESR) spectroscopy that allows differentiation of radical
species, environment, and concentration during reaction (71,81). Other special-
ized methods include laser flash photolysis (82–84) and photo-chemically induced
dynamic nuclear polarization (photo-CIDNP), which provide information on ex-
cited state lifetimes and free-radical intermediates (17,84).

Complex Photopolymerization Systems. Kinetic modeling of free-
radical photopolymerizations becomes more complicated as comonomers are
added to the reaction system and as different polymerization methods are used
to tailor the polymer properties. Although free-radical reaction mechanisms still
hold true, rates of propagation and termination must be reconsidered to account
for variables such as differences in double bond reactivities, reaction diffusion,
and chain transfer.

Chain Cross-Linking Photopolymerizations. In many applications, poly-
mer networks rather than linear chains are desired. The conversion of double
bonds in cross-linked systems is often lower because a fraction of the functional
groups becomes trapped in areas inaccessible to the active centers. However, poly-
mer networks show improved strength and chemical resistance because degrada-
tion of the polymer requires breaking multiple bonds. In order to achieve these
types of structures, multifunctional monomers are needed to connect polymer
chains together. The monomer itself may then have more than one functional
group, as shown in the example (70). Dipentaerythritol pentaacrylate 23, a cross-
linking monomer, has five reactive sites and is used in protective coating formu-
lations.

Other systems incorporate a monomer with one functional group, which
forms the polymer chains, and another monomer with multiple functional groups,
which contributes to the chains as well as forming bridges (cross-links) between
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the chains. For example, 2-hydroxyethyl methacrylate 24 and bisphenol A gly-
cidyl methacrylate (25) are used in adhesive resins for dental composites:

Cross-linked systems may also be developed in stages. These monomers
have one reactive group that undergoes free-radical polymerization and a sec-
ond reactive group that undergoes cross-linking by another mechanism, such
as cationic photopolymerization. One example is the hybrid monomer (3,4-
epoxycyclohexyl) methyl methacrylate 26 where the acrylate moiety forms the
polymer chains first using free-radical photopolymerization and the epoxy moi-
ety forms the cross-links second using cationic photopolymerization (85):

The properties of these cross-linked photopolymers are strongly influenced
by the cross-link density (ie, the length of the polymer chain between cross-links
and the length of the cross-linking molecule itself) (p. 521 of Ref. 33). As the cross-
link density increases, hardness and solvent resistance increases, while flexibility
decreases (43). The cross-link density can be adjusted by the choice and concen-
tration of the monomers. If different reactive groups are present, then the re-
activity ratios of the monomers will determine the rate at which one monomer
will react with itself versus the other monomer(s). This will dictate how often a
monomer capable of forming a cross-link is added to the main chain. However,
in most commercial formulations, mono- and multifunctional monomers with the
same type of reactive group (eg, acrylates) are mixed to obtain desired perfor-
mance properties. Thus, the concentration and number of reactive groups for each
monomer will determine the cross-link density.

Kinetic modeling of cross-linked systems is significantly more difficult than
for linear systems. Termination mechanisms are more complex because active
center trapping (first order or unimolecular termination) and effects of reaction–
diffusion must be considered (69,86). Monomers with multiple reactive groups
used in highly cross-linking systems may exhibit increased rate of consump-
tion for the pendant reactive groups after the molecule has been included in
the polymer chain, resulting in the formation of microgel regions. These struc-
tural inhomogeneities are manifested by densely cross-linked regions within a
looser polymer network. Other differences include delayed volume shrinkage
with respect to reaction rate (leading to excess free volume) and immediate
autoacceleration in the polymerization rate (leading to an increase in radical
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concentration). Modeling efforts have focused on simulating termination in these
systems through incorporating chain-length–dependent termination (67,75,87),
combining unimolecular and bimolecular termination equations (69), and consid-
ering the impact of diffusion-controlled behavior on the rate constants (72,88,89).

“Living” Free-Radical Photopolymerizations. The ability to control poly-
mer architecture, molecular weight, polydispersity, and end groups enables the
development of polymers with improved and specified properties. Living polymer-
izations, in which propagating chains do not undergo termination or chain trans-
fer reactions and continue to grow until the monomer supply is exhausted, is one
way to gain such control (90). Living polymerizations have been successful in sys-
tems with ionic active centers; however, bimolecular termination reactions make
this difficult to achieve in free-radical polymerizations. Processes such as atom
transfer radical polymerization (ATRP) are used in free-radical thermal polymer-
izations to produce living polymers (91–93) (see LIVING RADICAL POLYMERIZATION).
Light-initiated free-radical living polymerizations can be accomplished using in-
iferters (94). An iniferter participates in the polymerization by serving as an
initiator, chain transfer agent, and chain terminator. Photoiniferters generally
contain a carbon–sulfur linkage, which cleaves upon illumination to produce a
carbon radical and a sulfur radical. Dibenzyl trithiocarbonate 27 is an example
of such an iniferter (93):

The carbon radical (A•) is more reactive and serves as the initiation radical,
while the sulfur radical (B•) is less reactive and serves only as the termination
radical (95):

Since termination and chain transfer are still present in iniferter-assisted
photopolymerizations, these systems are sometimes described as controlled,
rather than living, free-radical polymerizations. Regardless, this approach en-
ables control of bulk free-radical photopolymerizations that is not otherwise
obtainable. Examples of applications include surface modification of substrates
(91), three-dimensional nanoscopic patterns (96), and block copolymers (93,97).

Photopolymerization in Microemulsion Systems. Free-radical photopoly-
merization in microemulsion systems can be used to form stable microla-
texes with controlled molecular weight and polydispersity. Microemulsions are
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two-phase systems, usually consisting of monomer droplets in an aqueous sol-
vent (termed oil-in-water) (98,99). Acrylates, methacrylates, and styrenes are
typical monomers for microemulsion photopolymerizations. Surfactant molecules
are used to stabilize the monomer droplets in solution and to prevent their coa-
lescence. In microemulsions, co-surfactants such as alcohols are often needed to
reduce the surface tension of the monomer droplets. This enables further curva-
ture, producing droplets with diameters on the order of 10–50 nm (100). Because
of their small size, they do not scatter visible light as do macroemulsions, which
are opaque since they contain droplets on the order of 100–1000 nm (101). Thus,
microemulsion systems are transparent and allow light to penetrate throughout
the system to initiate polymerization within the droplets. Traditional photoini-
tiators such as benzophenone (102) may be used to generate the free-radical ac-
tive centers, as well as photoinitiators developed to function as surfactants (103).
The kinetics of microemulsion photopolymerizations deviate from the classical
bulk kinetics discussed above. Although kinetic expressions for macroemulsions
have been developed, a general understanding of microemulsions has not been
attained. The surfactant concentration plays an important role in determining
the rate of polymerization, along with the light intensity and monomer and pho-
toinitiator concentrations. Termination reactions are suppressed because of the
low radical concentration in the droplets and because of diffusional limitations
within the droplets, resulting in higher molecular weight polymers (104,105).

Hybrid Photopolymerizations. Hybrid resin systems consist of monomers
possessing two different functional groups—one that photopolymerizes by a free-
radical active center (such as an acrylate) and the other by a cationic active center
(such as an epoxide) (85,106–109). The two functional groups may be combined in
one formulation either as separate monomers or as one monomer with both func-
tionalities. If the functional groups are on different molecules, entangled chains
or interpenetrating networks will be produced; cross-linked structures will result
if the functional groups are on the same molecule because the polymer chains can
be connected via either reactive bond.

The systems are designed in order to improve the reaction rate of the mix-
ture and the physical properties of the photopolymer. The flexibility of the two
photoinitiation schemes in one system allows for numerous possibilities in achiev-
ing greater control of viscosity, conversion, shrinkage, adhesion, and ultimate
strength. The kinetics of hybrid photopolymerization systems are more difficult
because two reactive systems (free-radical and cationic) must be resolved from
one another. Cationic photopolymerization kinetics are more difficult to analyze
than free-radical kinetics because the pseudo–steady-state assumption is often
not valid for the cationic active center concentration, and the nature and concen-
tration of the cationic active centers is difficult to determine (p. 376 of Ref. 33, see
also PHOTOPOLYMERIZATION, CATIONIC).

Applications

Free-radical photopolymerizations have been traditionally applied to thin films
and coatings where the light penetration is less of an issue (εb[I] is more likely
to be small), high production speeds can be achieved, and formulations free from
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volatile emissions are desirable. In this way, the disadvantages of free-radical
photopolymerization, such as poor conversion in thick or strongly absorbing sys-
tems, in the presence of oxygen, and in vitrifying systems at ambient tempera-
tures, may be minimized. Despite these limitations, applications of free-radical
photopolymerization are far-reaching and encompass the automotive, electronic,
medical, optical, graphic arts, flooring, and furniture industries, to name a few.
Photopolymerizations continue to expand into previously uncontemplated ar-
eas such as topcoats for automobiles, thick parts and composite structures, and
biomedical implants as more industries begin to appreciate the advantages these
light-induced reactions have over traditional, thermal polymerization methods
(1,2,110,111).

Films, Coatings, and Adhesives. Photopolymers may be used as coat-
ings (qv) for a wide range of substrates, including wood, glass, paper, metals,
and plastics (2–4,44,110,112–115). These coatings serve to protect surfaces from
scratches and chemical exposure, to provide decoration and color, and to allow
modification of surface properties. At present, most coatings are applied as a
liquid monomer formulation and then photopolymerized; however, photocurable
powder coatings are being developed and are expected to have a huge impact in
metal-, paper-, and wood-coating applications (2,4). Free radically photopolymer-
ized adhesives provide bonding between laminates, such as glass panes or plastic
films. Pressure-sensitive adhesives and release coatings are used to make tapes,
labels, and stickers (116,117). Photocurable inks are used on packaging materials
and magazines, and photocurable varnishes provide glossy coatings for graphic
media.

Optics and Photoimaging. Advanced applications of free-radical pho-
topolymerizations include development of optical devices (118–120). The rapid
reaction rates afforded by free-radical photopolymerizations have been able to
incorporate liquid crystal order in polymers used for displays, waveguides, and
holographic gratings (121,122). Films and coatings for optical components, optical
fibers, and eyeglasses also benefit from the flexibility and transparency of these
photopolymer materials. In the optical fiber industry alone, several photopolymer
coatings are used (123–126). A soft, rubbery primary coating is applied to glass
fibers as a cushion against stresses and as a barrier against moisture. A hard
secondary coating is applied over the primary coating to prevent damage to the
fiber during use. Photoimaging techniques are based on the advantage of spatial
control over photoinitiation. This has led to tremendous growth in holographic
and lithographic applications and even to rapid prototyping of three-dimensional
parts through stereolithography (3,127,128). Patterns for gratings, printed circuit
boards, and integrated circuits may be created in photoimageable or photoresist
materials using photomasks or computer-controlled lasers (129,130). Microlithog-
raphy can also be used to develop photopolymer membranes on microfluidic chips
to perform chemical separations (131,132).

Biomaterials. In recent years, photopolymerizations have become more
prominent in biological applications because these systems can provide superior
products with rapid reaction rates at room temperature. Photopolymerizations
for biological applications are more challenging because of the numerous con-
siderations with regard to safety and health. For example, resin formulations
and final products must have zero toxicity when introducing these systems into
a biological system. Since the migration of small molecules may cause health
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problems, high conversions of monomer and low concentrations of residual pho-
toinitiator are desirable. When photopolymerizations are conducted in vivo, the
formulations must be polymerizable by visible light (to prevent cellular damage),
and the reactions must not be hampered by atmospheric oxygen or high water
concentrations. If the polymers are designed to biodegrade, then the degrada-
tion products themselves must not cause health complications (see BIODEGRAD-
ABLE POLYMERS, MEDICAL APPLICATIONS). In addition, polymers that will be used
in vivo must be biocompatible, as well as sterilizable (133). Scaffolding for bone
and tissue engineering (qv), bioadhesives for wound closure, and microchips for
biochemical analysis are examples of biomaterials produced using free-radical
photopolymerizations (134,139).

Hydrogels. Free-radical photopolymerization can be used to produce
cross-linked hydrophilic polymer networks that have numerous applications as
biomaterials. These hydrogels (qv) are insoluable, but can swell with water to
produce soft polymers that have mechanical integrity. Biomedical applications of
hydrogels include delivery systems for drugs, enzymes and proteins (140–143);
wound dressings (133); and biosensors for detection of glucose and other bioprod-
ucts (144). Soft contact lenses are optically transparent hydrogels produced by
photopolymerization of mono- and dimethacrylates in a mold (145,146).

Dental Composites. Photopolymers are quickly replacing traditional
amalgams for the repair of tooth caries and defects (147) (see DENTAL APPLICA-
TIONS). The photopolymers may be matched to the color of the tooth, and treat-
ment does not require the cutting away of natural tooth structures for bonding. A
resin adhesive, which contains a mono-(meth)acrylate as a reactive diluent and a
multi-(meth)acrylate as a cross-linker, is applied to the prepped tooth to provide
a bond between the tooth and filling. The resin composite, which contains multi-
(meth)acrylates for cross-linking and silica fillers to reduce shrinkage stresses, is
photopolymerized in incremental layers upon the adhesive base to form the tooth
filling. Both the adhesive and composite resins use a visible light free-radical pho-
toinitiator system (camphorquinone with an amine co-initiator) with a blue light
source (139,148). Photopolymerization of each layer takes place in less than one
minute.
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PHOTOREFRACTION

Introduction

This article introduces the field of photorefraction and the photorefractive effect
in polymer composites. The photorefractive effect is expected to play a significant
role in the development of all-optical information processing techniques. Pho-
torefractive materials, including polymers, have been proposed for use in high
density optical data storage; associative image processing techniques, including
dynamic holography, novelty filtering and image amplification; spatial light mod-
ulation, such as beam fanning, optical limiters, phase conjugators, self-induced
optical resonators, programmable interconnections in integrated optics; and
simulations of neural networks and associative memories with parallel signal
processing (1–8).

The photorefractive effect requires a specific mechanism for the spatial mod-
ulation of the index of refraction of a material arising from an intensity modula-
tion of the incident light (as in a diffraction pattern or hologram). The specific
mechanism is the generation, transport, and trapping of charge through photo-
conduction in the illuminated regions to set up space-charge fields between the
light and dark regions. These space-charge fields cause the modulation of the in-
dex of refraction acting through electro-optic and molecular orientation effects
(9–11).

Scope of Article. The Photorefractive Process section describes the pho-
torefractive process in detail, including theoretical models for photorefraction
that are used to determine optimized material properties for applications us-
ing polymers. That section also describes how photorefraction can be distin-
guished from other photo-induced refractive index changes. Composition of Poly-
meric Photorefractive Materials section describes many of the ways polymeric
composite materials have been formulated for their photorefractive properties,
primarily by incorporating different functionalities via doping with electro-optic
chromophores, photo-charge generation and transport agents, and plasticiz-
ers. Test Methods section briefly describes important experimental techniques
for studying photorefraction, including four-wave mixing, two-beam coupling,
and ellipsometry. Test Methods section also highlights several techniques for
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studying photoconductivity specifically for the photorefractive response. Finally,
Applications section discusses recent progress in developing polymeric photore-
fractive devices.

Because of the extensive overlap with electro-optics and nonlinear optics,
the reader is referred to separate articles on these topics in this encyclopedia.
See ELECTROOPTICAL APPLICATIONS for a discussion of the changes in the optical
response of polymers due to an applied AC or DC electric field from the so-called
Pockels or Kerr effects. Also see, for an overview, NONLINEAR OPTICAL PROPERTIES.
Similarly, because photoconductivity is essential to photorefraction, readers may
refer to CONDUCTIVE POLYMER COMPOSITES.

In addition to those cited above, many other helpful review articles have
appeared in the archived research literature, for example, References 12–18.

History and Advantages of Polymeric Photorefractive Materials.
The research literature on photorefraction dates back to its discovery as optical
damage in the inorganic ferroelectric crystal, lithium niobate in 1966 (19). The
first reports on photorefraction in an organic crystal appeared in 1990 (20) and
in a polymeric material in 1991 (21). Application of crystalline photorefractive
materials has been limited due to (1) the difficulty of crystal growth and process-
ing and (2) fundamental limits on the maximum possible variation in the index
of refraction of inorganic crystals in which large optical nonlinearities, measured
by the electro-optic coefficient, re, are generally accompanied by large dielectric
constants, εr, leading to screening of the space-charge distribution through polar-
ization effects (1). For the linear electro-optic contribution, the relevant figure of
merit is defined by Q = n3re/εr, where n is the index of refraction. Q values for or-
ganic photorefractive materials can exceed those of inorganic materials by more
than an order of magnitude. The electro-optic mechanism in polymers is intrin-
sically different from that in inorganic crystals. In ferroelectric crystals, acoustic
and optical phonons contribute significantly to the electro-optic effect, where the
polarizability is largely ionic. The linear electro-optic response in organic poly-
mers is primarily due to the electronic excitations of individual molecules and/or
molecular units, thus yielding low dielectric constants and minimizing dispersion
over DC to optical frequencies (22).

Because of these advantages as well as orientational enhancement effects
and the superior compositional flexibility of polymers, the number of studies of
polymers for photorefraction grew rapidly during the 1990s and into the current
decade. It is now common to see a chapter on polymeric photorefraction in trea-
tises that once emphasized only inorganic crystalline materials (for example, see
References 23–27) and to see specific sections on photorefraction in overviews of
nonlinear optical properties of polymers (for example, See references 28–31).

The Photorefractive Process

The essential property of photorefraction is the writing of a refractive index grat-
ing due to a nonuniform incident optical field, typically through interference
and/or diffraction of the incident light beam(s). The photorefractive effect can be
understood as four distinct sequential steps, shown schematically in Figure 1. (1)
The incident light generates mobile charges, usually positively charged “holes” in
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Fig. 1. Schematic of the photorefractive process. Note the phase shift, φ, between the
incident intensity grating and the resulting photorefractive grating in the material. De-
pending upon the trapping depth and depth of modulation of the intensity of light inci-
dent on the material, the phase shift can vary between 0 and π /2. The absence of this
phase shift indicates that mechanisms of photoinduced refractive index change other
than photorefraction are involved. Many photorefractive applications require phase shifts
approaching π /2.

polymeric materials, through the photoionization of light sensitive constituents
called sensitizers or photocharge generation agents (32). (2) The photo-induced
charge carriers (holes) drift away due to an applied electric field, EB, separating
the positive from the negative charges by the charge-transfer photoconducting
properties of the material, while the negative charges generally remaining
localized (33). Other transport mechanisms including diffusion and photovoltaic
processes are possible and, though significant in inorganic materials, they have
not been found significant in photorefractive polymers. These first two steps show
the importance of the photoconductivity of the material which must provide for
the transport of the charge over distances many times greater than the wave-
length of the illumination. (3) Because the photorefractive material does not gen-
erate mobile charge in dark regions (where destructive interference occurs), the
third step in the process is the trapping of the mobile charges at suitable charge
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trapping sites. These trapped charges establish charge density gradients in the
material that produce a patterned internal (“space-charge”) electric field, shifted
from the incident light pattern by the migration of the mobile charges into dark
regions. (4) Lastly, the space-charge field arising between the dark and light
regions modulates the index of refraction of the material via the electro-optic
effect and reorientation of the molecular dipoles in the space-charge field (11,34–
36). The resulting index-of-refraction pattern then stores the information in the
original illumination pattern. This index-of-refraction grating will diffract an in-
coming reference beam to reproduce the pattern that created it as in a hologram.

Not surprisingly, different material functions are required for each of the
steps in the formation of a photorefractive grating, leading to development of
multifunctional composite materials and the search for optimal combinations of
material properties as discussed in Composition of Polymeric Photorefractive Ma-
terials section.

One of the most important results of these processes is that a phase shift φ

appears between the index of refraction grating and the incident light intensity
pattern, ideally by as much as 90◦ when the centers of mobile and fixed charge
density correspond to the regions of minimum and maximum light intensity, re-
spectively (as shown in Fig. 1). As discussed further in Test Methods section and
Applications section, this phase shift makes possible an energy exchange between
two incident crossed beams (two-beam coupling) necessary for many optical data
processing applications requiring optical gain, amplifying one beam at the ex-
pense of another.

Refractive Index Modulation by Esc. Photorefractive behavior in poly-
mers can be very roughly modeled by assuming a one-dimensional index of re-
fraction change caused by the vector sum of the applied “bias” field EB and a
space-charge field resulting from separated, trapped charges within the material
Esc, ET(x) = Esc + EB (4,37),

�n(x) ≈ − n3re

2
ET (x) + 3rK

2n
E2

T (x) (1)

where n is the index of refraction, re is the effective Pockels (linear) electro-optic
coefficient, and rK is the effective Kerr (quadratic) coefficient due to chromophore
reorientation. As further discussed below, Esc is inversely proportional to the rel-
ative permittivity εr (as seen in eq. 3).

For a common alternate representation of the quadratic field dependence,
see equation 2.

Refractive index modulations on the order of �n ∼ 10− 2 have been sug-
gested with known materials at field strengths of only 28 V/µm (38).

Orientational Enhancement Effect. In addition to a strictly electronic
and linear (Pockels) electro-optic response given by the first term on the right
side of equation 1, the quasi-one-dimensional nonlinear optical chromophores
incorporated into the polymer for their electro-optic response often exhibit large
differences in the polarizability parallel versus perpendicular to the chromophore
long axis (36,39–42). This so-called “polarization anisotropy” (�α ≈ α‖ − α⊥,
where α‖ and α⊥ are the linear polarizabilities along and perpendicular, respec-
tively, to the long molecular axis) typically arises from strong light absorption



752 PHOTOREFRACTION Vol. 9

and a large ground state dipole moment µg (14) as found in highly colored non-
linear optical chromophores. In fact, reorientation of these chromophores in the
space-charge field usually plays the dominant role in determining the depth of
the index-of-refraction grating in polymeric composite materials (4). The orien-
tational effect can be interpreted either in terms of the optical Kerr effect (4)
as in the second term on the right in equation 1 or as a polarization anisotropy
appearing with a quadratic dependence on the space-charge field (14,43). In the
latter case, the quadratic dependence is often represented using the following
expression based upon an oriented gas model (14).

�norient(x) ≈ N(α‖ − α⊥)
45n

(
µg ET

kBT

)2

(2)

where N is the density of reorienting nonlinear optical molecules, kB is the Boltz-
man constant and T is the temperature.

To understand the significance of the orientational enhancement effect and
how it increases the depth of the refractive index change beyond that of the linear
electro-optic effect found in crystalline materials, it is helpful to recall that the
bulk linear electro-optic effect can only occur when the material lacks inversion
symmetry (see ELECTROOPTICAL APPLICATIONS). To induce the asymmetric order
in amorphous polymers, the polymer is typically subject to electric-field poling to
align the dipoles. In this poling process (see NONLINEAR OPTICAL PROPERTIES), the
polymer is heated above its glass-transition temperature (Tg) (see GLASS TRANSI-
TION) and then cooled during the application of the poling field to freeze in polar
order.

In room-temperature experiments with low Tg polymers (<100◦C), it is
found that the polymers will not maintain the polar order needed for the lin-
ear electro-optic effect when the poling field is turned off. These materials must
therefore be poled in situ for the requisite asymmetry to appear. At the same
time, an external electric field (also called the bias or drift field) must be ap-
plied across the photorefractive polymer in situ to enable the mobile charges to
move efficiently into the dark regions. Thus, the requisite external poling field is
already present for polymeric photorefractive materials. This applied bias field
serves two purposes: (1) The dominant mechanism for charge transport is drift of
the holes in the direction of the applied field (as further discussed below). (2) The
external field strengthens the alignment of the polymer polar order required for
the linear electro-optic effect and for the electric-field-induced birefringence.

The applied bias field is not the only field experienced by the molecules,
however. The creation of space-charge fields Esc will also modulate the orientation
of the nonlinear chromophores. This so-called orientational enhancement effect
was discovered by Moerner and co-workers when they found that the measured
diffraction efficiency of a low Tg photorefractive polymer required Esc to be an
order of magnitude larger than should have been permitted by the projection of
EB, using only the linear electro-optic effect (11). In effect, the sinusoidal space-
charge grating produced a sinusoidal variation in the electro-optic re coefficients
and a sinusoidal birefringence of the polymer. Additional enhancements were
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Fig. 2. Oblique geometry typically used for characterizing bulk photorefractive polymers.
The magnified portion illustrates the orientational enhancement effect described in the
text due to the modulated poling of the electro-optic chromophore in the combined EB +
Esc fields. The beam and grating geometry applies for both four-wave mixing (beams 1–4)
and two-beam coupling (beams 1 and 2).

obtained upon adding a plasticizer to the composite in order to further reduce
Tg (44).

A schematic of the typical oblique transmission experimental geometry used
to measure the diffraction efficiency of a photorefractive polymer this way is
shown in Figure 2. The sample must be tilted with respect to the bisector of
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the two beams because the applied field must have a component parallel to the
grating wavevector in order to move charges along the grating. This experimental
geometry complicates analysis of the relationship between the vector fields and
the tensor elements of the resulting refractive index change. A more complete
treatment, including the tensorial nature of the index of refraction modulation,
as well as figures of merit, may be found in Reference 45.

Understanding the effects of orientational enhancements has been made
more complex, however, by the need to account for supramolecular interactions
such as dipolar aggregation, the tendency of dipoles to adopt align antiparallel
with their neighbors (38). Several studies have explored the effects of glass tran-
sition temperature on polymeric photorefractive properties (46–48).

Origin of the Space-Charge Field Esc. For a photorefractive index grat-
ing, the space-charge field Esc can be described approximately by (49)

Esc ≈
(

�

hν

)
(eLeff)

(
mI0α

ε0εr

)
(3)

where � is the photocarrier generation efficiency, hν the photon energy, e the elec-
tronic charge, Leff the effective transport length traveled by the mobile charge, α

the absorption coefficient, and ε0 the vacuum permittivity. The modulation index
m is a function of the grating geometry and is given by m= 2

√
I1 I2/I0, where the

interference arises from two crossed beams of combined irradiance I0 = I1 + I2.
For this elementary hologram, the resulting irradiance distribution is

I(x) = I0[1 + mcos(kgx)] (4)

where kg is the wavevector defined by the spacing �g between adjacent irradiance
maxima in the incident grating (the grating “wavelength”). Thus, kg = 2π /�g =
4πnsin θ /λg, where λg and θ are the incident optical wavelength (assuming the
interfering beams are the same wavelength) and the crossing half-angle between
those beams inside the sample. For visible wavelengths, �g ranges from 0.3 to
20 µm, due to the limited range of accessible angles between the two beams (see
Fig. 2).

Photoconduction. The generation, transport, and trapping of charge nec-
essary to create Esc and the resulting index-of-refraction modulation are each
steps in the process of photoconduction in the photorefractive material (50). The
literature on photoconductivity in polymers is voluminous and the variety of ef-
fects to be accounted for mirrors the variety of applications to which polymers
may be adapted (see, for example, References 51–53). The original rate equations
developed by Kukhtarev for inorganic materials (54) are inadequate for polymers
due to the electric-field dependence of the charge photogeneration efficiency (55)
and the complexities of charge trapping in the transport of charge (56). Unlike
the photoconductive effects in inorganic materials, photoconduction in polymers
is generally modeled using temperature-activated hopping mechanisms, not the
standard band transport model used for inorganic ferroelectric crystals (57–59).
In high-mobility polymers, however, the transport involves both traps associ-
ated with polymer transport and the conduction band associated with the or-
dered phase of the material. These combined effects require a hybrid model for



Vol. 9 PHOTOREFRACTION 755

the transport, and its dependence on field (60–62). The hopping model assumes
conductivity is controlled not by the size and accessibility of the conduction band,
but by the presence and location of suitable trapping and recombination centers
between which charges move via electric-field dependent or thermally activated
jumps. In polymeric photoconduction, the charge hopping is between traps which
are sensitized by the presence of a drift (DC) electric field across the sample as in
the Poole–Frankel model (21,33,63–66). Traps are parametrized by their “depth,”
ie, by the likelihood that charge may be released from the trap thermally as well
as optically (a “shallow” trap) or may only be released, if at all, by absorption of a
photon (a “deep” trap, either active or inactive depending upon its photoioniz-
ability) (67). Traps may be shallow or deep based on their thermal ionizability
and photoionizability and are distinguished from recombination centers by the
relative likelihood of the charge either being released from a trap to participate
further in conduction or being neutralized through recombination with a carrier
of the opposite sign. Thus, photoconductivity is also an increasing function of in-
cident photon energy.

The time evolution of the charge generation and trapping process has been
the subject of particular study because of significant interest in the development
of photorefractive materials with a faster response. Notable recent developments
include the numerical simulation of the kinetics of Esc as a function of the light
intensity, grating vector, electric field and density of deep inactive traps (68), the
introduction of both shallow and deep traps with different, nonzero, excitation
rates into the theory (69), and the experimental study of rise, decay, and steady-
state photocurrents with pulsed light (70). The rate limiting step in the pho-
torefractive process varies between materials, primarily being due to either the
photocarrier generation efficiency or the charge mobility (1,69). Preillumination
of the sample has been shown to affect the timing of the response significantly
(69–72).

Photocarrier Generation Efficiency. The photocarrier generation effi-
ciency �g depends upon the applied electric field, and is usually approximated
as having a power-law dependence of �g ∼ Ep, where p varies between 1.5 and
3.5, depending upon the material (1,50,73). The reason for this dependence is that
even if the initial quantum yield from the incident photons is large, the photogen-
eration efficiency is limited by geminate recombination or back electron transfer
due to the small thermalization radius of many polymers, ie, freed carriers can-
not separate sufficiently so that the energy of their Coulombic attraction is less
than kBT (55). A strong applied field will help to separate the charge carriers and
so improve the effective carrier generation efficiency (34). Typically, the field de-
pendence of the charge generation and the effects of geminate recombination are
understood using the Onsager model (74,75). That model is inadequate, however,
in accounting for the slow recombination rate of electron–hole pairs in polymeric
materials and has been augmented by the Marcus theory of electron transfer in
more recent treatments to model slow recombination rates found in photoconduc-
tive polymers (76).

Charge Transport, Mobility and Free Charge Lifetime. An important pa-
rameter for understanding charge transport in photorefractive polymers is the
quantity Leff, which describes the transport length of the generated photocarri-
ers. Leff depends on the presence of applied fields, the grating geometry, and the
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intrinsic mechanisms of carrier transport (77). It is important to maximize Leff,
which is defined so as to be always less than the inverse grating wavevector (on
the order of 0.1–2.0 µm) (35). In its simplest form for one carrier and only drift
transport, we can represent Leff in terms of the grating wavevector kg and the
average drift length LE

Leff = LE[
1 + (kgLE)2] 1

2

(5)

where LE = µτ |EB + Esc| is the transport length due to the combined fields. Here,
µ is the effective carrier mobility (also a strongly increasing function of EB) and
τ is the effective free lifetime of the carrier over distances large compared to the
distances between traps.

From equation 5, it can be seen that maximization of Leff for a given grating
spacing requires maximization of the µ–τ product or application of a large exter-
nal field. Because of the dispersive nature of the transport, µ and τ are not easily
defined quantities in polymers (78). The mobilities are field dependent, often in a
highly nonlinear way, and the presence of significant trapping in a polymer com-
plicates their determination (33,79). Furthermore, τ in many polymers may be
effectively limited by the presence of “deep traps” from which further photoion-
ization is inhibited.

A major trade-off in the development of poled polymers for photorefraction
arises from the need both to maximize the mobility for photoconductive trans-
port and yet to minimize the dark conductivity to allow poling and subsequent
storage of the photorefractive grating (80). Unfortunately, because poling intro-
duces charge carriers into the sample, if the mobility of carriers in the pho-
toconducting polymer is appreciable, the sample will short-circuit in the pres-
ence of a large applied poling or drift field before the molecules have adequately
aligned (4).

On the other hand, another advantage of polymers over inorganic photore-
fractives is that the space-charge fields attainable are not generally limited by
the trap density, so that large diffraction efficiencies have been realized by the
application of large external fields. Thin-film polymers are amenable to the ap-
plication of large external field, which has led to large efficiencies by compensat-
ing for small values of the µτ product. Destruction of samples due to dielectric
breakdown remains a problem and materials with large �n in a relatively small
applied field are of significant interest (38).

One potential benefit of using high mobility polymers is in reducing the re-
sponse time of the materials in the cases when neither charge generation (69) nor
rotational mobility (81) of the chromophores are the rate limiting factors in the
PR process. Unlike diffraction efficiency, which can be increased by application
of a stronger external field, the application of a strong external field cannot fully
compensate for slow speed due to low mobility. While the mobility in some poly-
meric photorefractives has been found generally to be an increasing function of
applied field, negative-field dependence has been predicted and observed in other
cases (75,79).
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Perhaps a better model for describing the disorder in charge generation and
transport in molecularly doped polymers is the so-called “disorder formalism”
proposed by Bässler for xerographic photoreceptors (82). In this model, trans-
port occurs through hopping between localized states with a Gaussian distribu-
tion of energies and separation distances. A random distribution of permanent
dipoles due to the nonlinear optical chromophores produces a local variation of
the electrostatic potential and an increasing energy width, and position disor-
der appears with increasing dipolar molecule concentration. Increasing concen-
trations of molecules with large dipole moments led to increased disorder and
reduced carrier mobility and photorefractive speed (79).

Distinguishing Photorefraction from Other Photoinduced Re-
fractive Index Changes. A variety of photoinduced effects, such as
photochromism, thermochromism, thermorefraction, conventional electronic χ (3)

effects and photochemical changes, may lead to changes in the refractive in-
dices of a polymer in ways other than photorefraction, or even so-called, pseudo-
photorefraction (83–86). Each of these lacks the physical separation of internal
space-charge that leads to a phase shift between the incident light intensity
and the refractive index modulation. Though not always experimentally simple,
there are many ways to distinguish true photorefraction from competing mech-
anisms, such as cis–trans isomerization, which lead to refractive index changes
(75,87).

Two Beam Coupling via a Phase Shift of the Index Grating. The most
unmistakable sign of photorefraction (and one of its most promising features) is
asymmetric two-beam coupling (88). A critical element in this coupling is the
nonzero phase shift between the phase grating and the incident interference
pattern (indicated by φ in Fig. 1). For absorption gratings from photochemical
or photochromic effects, the index and intensity gratings are in phase. Two-
beam coupling techniques for measuring the grating phase are discussed in
(88) and in Test Methods section. Two-beam coupling in the absence of a mov-
ing grating (89) or an AC applied field is the strongest evidence of photorefrac-
tion. Its absence, however, does not alone signify the absence of photorefraction
(21,90).

Hologram Erasability. The photorefractive effect is reversible. The traps
that lead to the space-charge fields in photorefractive materials must themselves
be photoionizable. If so, the photorefractive diffraction grating is erased simply
by bathing the material in a uniform field of the proper photon energies. For
photochemical effects, reversibility generally requires heating or other chemical
treatment. Photochromic gratings tend to be only partially erasable under uni-
form illumination.

Enhancement by External Fields. The photoconductive response gener-
ally increases at least as the square root of the applied drift field. Application
of an external field enhances photocarrier generation both by reducing the bar-
rier to charge release and, as previously discussed, by assisting the separation of
photogenerated charges to lessen the effects of geminate recombination.

Correlation with Photoconductivity. To confirm that the refractive index
grating is due to the photoconduction of mobile charges into dark regions, com-
parisons between the absorption spectrum and the wavelength dependence of the
photoconductivity and photorefractivity of a material help identify the underlying
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photoconduction mechanism and resultant charge density gradients (33). These
comparisons are complicated by the fact that the mobility and photocharge gen-
eration efficiency of photorefractive materials can be orders of magnitude lower
than those properties appearing in materials developed solely for photoconduc-
tion. Some of the difficulties in quantifying relevant photoconductivity param-
eters in polymeric photorefractives are discussed in Reference 91 and in Test
Methods section.

Polarization Anisotropy of the Grating Readout. The photorefractive re-
sponse is dependent upon the polarization of the incident beam. If pure s- or
p-polarized light is used in writing the grating, the depth of the index grat-
ing and thus the diffraction efficiency will be different depending upon whether
the polarization of the beam has components parallel to the poling field (75).
As discussed in Test Methods section, the writing beams in a four-wave mixing
configuration usually are s-polarized beams to limit the coupling between the il-
luminating interference pattern and the diffraction of one beam into the other,
which is maximized when the reading beam is p-polarized to sample the refrac-
tive index change parallel to the applied poling field. In addition, the polarization
of the writing beams will change the energy-transfer direction in two-beam cou-
pling measurements due to the orientational enhancement effect (11).

Composition of Polymeric Photorefractive Materials

In this section, in addition to reviewing common ingredients for photorefractive
polymeric materials, some of the problems that are being overcome in the for-
mulation of useful multifunctionality in multicomponent polymers are explored.
Current polymeric materials are limited in some cases by their slow response
times and short wavelengths of operation (44,92) and in other cases by the need
for large external electric fields and tendencies towards dielectric breakdown and
other material instabilities. Typically, photorefractive polymers require the ap-
plication of fields around 40–100 V/µm, severely limiting sample thicknesses to
under 100 µm. Higher speed operation is required for data processing using these
materials. Also, further work is needed to develop polymeric photorefractives
with a longer wavelength response for compatibility with current optical com-
munications standards (for example, typical near infrared telecommunications
operate at 1550 µm).

Formulation of the ideal photorefractive polymer requires finding or mixing
materials that combine necessary photogeneration, charge transport and trap-
ping response with electro-optic and orientational anisotropy properties. With
respect to the electro-optic response in organic materials, the largest nonlinear-
ities have been in polymers that combine an extended system of highly mobile
π -electrons with electron donor and acceptor groups at para positions. To make
these materials photorefractive, it is necessary to include one or more additional
functionalities, usually by doping after polymerization. Charge generation, trans-
port and trapping properties can be tailored by attaching molecules to the poly-
mer structure with the appropriate ionization energy or electron affinity (63).
For instance, charge transfer complexing is accomplished by adding donor sen-
sitizers to acceptor polymers, or vice versa, so that the charge released by the
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donor is taken by the acceptor to create an absorption band corresponding to the
difference between the donor and acceptor energies. Also, because many other-
wise appropriate polymers tend to absorb primarily in the ultraviolet spectrum,
dye sensitization of these polymers leads to greater absorption of visible light or
longer through the release of photocarriers in the dye (4,33).

When combining functions by adding plasticizers, sensitizers, charge trans-
port agents, and other functional groups, one may be limited to having less than
the optimum amount of the nonlinear response to accommodate these function-
alities. Also, doping of materials often leads to an increase in phase segregation,
which causes undesirable light scattering and can severely limit the useful life-
time of the polymer and/or its processability (21). In the trade-off between using
fully-functionalized polymers with better stability and the improved responsive-
ness of guest–host systems, guest–host systems currently lead in terms of the
depth of the index grating, the achievable two-beam coupling gain, and, surpris-
ingly, even in the speed of grating dynamics (4).

Electro-Optic and Electric-Field-Induced Birefringent Materials. As
can be seen from the analysis of The Photorefractive Process section, one ma-
terial parameter to be optimized is the electro-optic and orientational response.
This can be accomplished either by finding compatible materials with large linear
electro-optic coefficients or by optimizing the orientational effects using materials
with large birefringence (polarization anisotropy). One major difference in these
approaches is the response speed of the photorefractive effect in that the orienta-
tional approach is expected to be slower, but submillisecond responses of low Tg
materials have been demonstrated (93–96).

Optimizing the nonlinear response of the polymer usually requires sat-
urating the polymer with the appropriate chromophore, typically 25–35 wt%
(38). The most common electro-optic molecules used with these polymers are
azo-dyes, such as ethyl-hexyloxy-dimenthyl-nitrophenylazo benzene (EHDNPB)
(61,97–102), and dimethyl-p-nitrophenylazo anisole (DMNPAA) (103–105), and
dicyanostyrene (DCST) derivatives, such as diethylaminodicyanostyrene and
(DDCST) (106), though the range of molecules used includes simple donor–
acceptor units and complex oligomers (107). The chromophore unit is the most
common distinguishing factor among demonstrably photorefractive materials.
The photorefractive response tends to decrease with an increase in the size of
the chromophore (5,108).

Plasticizers. To optimize the reorientational effects, either polymers with
low glass transition temperature (Tg) values (after incorporating other material
properties, as discussed below) are used or a plasticizer is added to depress the Tg
value and enable molecular rotations (109), which may or may not be desirable
depending upon the need to better fix the grating in the polymer with a high Tg
or to deepen the index-of-refraction modulation through orientation of the chro-
mophores in the space-charge field (11,48).

The most common plasticizer used is ethylcarbazole (ECZ), typically added
at 15–30 wt% (110–114). One trade-off in the use of inert plasticizers is the
accompanying decreased concentration of other active ingredients. Thus, the
use of functionalized plasticizers or materials that fulfill dual roles is preferred
(115). However, others used include benzyl butyl phthalate (BBP) (40,110,112,
116), polybutylacrylate (PBA) (117), and diphenyl phthalate (DPP) (118), and
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several systems have been developed in which the amount of plasticizer needed
is either decreased significantly (119) or eliminated entirely (59,60,106,120,121),
using triphenylamine units.

Photogeneration Sensitizers. As discussed in Origin of the Space-
Charge Field Esc section, charge generation is often the rate limiting step in
achieving the fastest photorefractive response. Though only a small amount is re-
quired, typically from 0.1 to 1 wt%, the sensitizer’s role is critical. When adding a
photogeneration sensitizer, it is important that it absorbs at a longer wavelength
than the nonlinear optical chromophore so that attenuation of the beam by the
sensitizer is minimized. Obviously, this requires careful balancing of functions
that compete for absorbance within the polymer. Sensitizers for photogeneration
are available throughout the visible and near infrared spectra that may
permit tuning of the photorefractive effect for an otherwise identical polymer
(4,58,65).

Charge-generation agents are typically variations on C60 (see, for ex-
ample, References 116,122–125) or trinitrofluorenone (TNF) derivatives (see,
for example, References 126–130), although squaraines, phthalocyanines (131),
difluorobenzontrile (FTCN) (113), and others have also been used. TNF is a
charge-transporting molecule/sensitizer, long wavelength photosensitizer. Addi-
tion of this charge-generating agent increases the absorption of the material at
wavelengths larger than 550 nm as well as increasing the shallow trap concen-
tration. The absorption coefficient increases approximately linearly as a function
of concentration of charge-generation agent.

Also, in order to increase the sensitivity of polymer photorefractives, re-
searchers have also investigated the effects of incorporation of nanoparticles
(99,132,133). For example, CdSe quantum dots (99,102,133) have come into favor
as sensitizers because of their nanoscale and ability to be made to suit specific
applications with wavelength sensitivity.

Charge-Transport Agents. The charge-transport agents in a photore-
fractive polymer must provide a closely-spaced network or oxidizable molecules
for charge hopping. For the backbone of the photorefractive composite material,
poly(N-vinylcarbazole) (PVK) is the most common polymer used because of its
excellent charge-transport properties and because the photocharge generation ef-
ficiency can be improved by adding acceptor molecules that form a charge transfer
complex with the carbazole moiety (16,134). Other common transport agents in-
clude hydrozanes, such as diethylaminobenzaldehyde-diphenylhydrazone (DEH),
polyphenylvinylene (PPV), and arylamines, such as tritolylamine (TTA) (1,71).
Typically, the photoconductive polymer requires 40–60 wt% to provide sufficient
density of transport sites (1).

The most common reasons for not using polyvinylcarbazole (PVK) are phase
separation and higher glass transition temperature (Tg), and therefore the need
for high amounts of plasticizer, as discussed above. As previously mentioned,
the use of a fully-functionalized polymer helps to minimize phase separation
while significantly reducing orientational enhancement effects and requiring
higher temperature electric field poling. In a fully-functionalized polymer, a poly-
mer main chain or side chains are linked to the chromophore, charge genera-
tor, and sensitizer, thereby providing all the necessary photorefractive compo-
nents in one polymer (17,135–144). Another recent technique to overcome the
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limitations of PVK systems is to dope polyimides with dyes that form nanocrys-
talline J-aggregates. Such systems exhibit high third-order macroscopic polariz-
ability (145,146). Sol-gel glasses with low Tg have also been used (147,148). For
any of these materials, the highest occupied energy level of the transporting agent
must be higher than that of the photogenerating agent (1).

Combinations with Liquid Crystals. Because polymeric photorefrac-
tion is greatly enhanced by the fast reorientation of the nonlinear optical com-
ponent, many researchers have investigated the use of liquid crystals as ingre-
dients in polymer-composite photorefractives (149–152). Readers looking for a
more detailed understanding of liquid crystalline polymers should also see LIQUID

CRYSTALLINE POLYMERS, MAIN-CHAIN. A major advantage with these materials is
that the liquid crystal alignment can be accomplished with very low fields, on
the order of ∼1 V/µm (153). One of the most common liquid crystals used as the
nonlinear optical material is pentylcyanobiphenyl (5CB) (154). It has been used
either doped with a photoionizable dye sensitizer, but without a photoconduct-
ing polymer or mixed into either polymer-disperse liquid crystal form (155) or a
homogeneous photorefractive polymer/nematogen composite (120) to take advan-
tage of photoconducting properties of the polymer.

The resolution of gratings in bulk nematic liquid crystals is too low for
most applications leading researchers to develop polymer-dispersed liquid crys-
tal (PDLC) photorefractives. In these materials, liquid crystal domains are dis-
persed throughout a solid polymer matrix (156). One of the largest two-beam
coupling gains recorded, 3700 cm− 1, was obtained from a mixture of a commer-
cial liquid crystal mixture in a PVK/TNF complex (157). For many liquid crystal
polymer composites, the use of PVK is not as common; other polymers such as
poly(methyl methacrylate) (PMMA) (89,158–161), poly(vinyl alcohol) (PVA) (162–
164), photocross-linkable polymers (PCP) (165), and phenylenevinylene (PPV)
(166) are more commonly used than PVK, often requiring additional photocon-
ducting agents (122,149,163). The polymer PMMA is also used in a number of
related holographic data storage applications (103,158,167) because of its ease
of fabrication and thus low cost, as well as its low index of refraction and high
melting point.

Test Methods

The two most common techniques for characterizing the photorefractive efficiency
of a material are degenerate four-wave mixing (DFWM) and two-beam coupling
(2BC), both of which use similar configurations, as shown in Figure 3. Ellipso-
metric techniques are used to measure the electric-field-induced birefringence.
Standard time-of-flight and xerographic discharge methods are used to measure
photoconductivity, as well as specialized techniques that take advantage of the
holographic gratings in photorefractive materials.

Four Wave Mixing. In a DFWM experiment, a refractive index grating is
recorded by two interfering writing beams (beams 1 and 2 in Fig. 3), which is then
read by a weaker third beam (beam 3, which diffracts as beam 4). A maximum
index change is obtained when the writing beams are s-polarized and the reading
beam is p-polarized (158). This technique is particularly useful in evaluating the
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Fig. 3. Experimental schematic for four-wave mixing. The diffraction grating is written
by beams 1 and 2 and read by beam 3, which need not be of the same wavelength as
the writing beams. In the absence of a reading beam, the same geometry may be used to
measure two-beam coupling between the writing beams.

rise time or decay time of hologram formation (168). Different times may be seen,
however, depending upon whether or how long the bias electric field is applied
before the beams are incident on the sample or whether one of the two writing
beams is applied well before the other. Theoretical evaluation of the rise time or
the decay time is also complicated by the use of different analytical functions to
fit the time dependence of the diffraction efficiency (1,4).

One figure of merit in DFWM is given by the energy required to achieve
a specified diffraction efficiency in a given thickness of material. The diffraction
efficiency is the ratio of the diffracted beam intensity Idiffracted to the incident
reading beam intensity Ireading. This criterion may be difficult to compare for dif-
ferent device structures such as waveguide versus bulk materials. The theoretical
diffraction efficiency can be expressed as (35)

η = Idiffracted

Ireading
= e− αd/cosθ sin2

(
πGd�n

λ

)
(6)

where α is the absorption coefficient, d is the interaction length of the beams
and G is function of the geometry and polarization of the incident and read-
ing beams on the material (for example, G = 1/

√
cosθ1cosθ2 in a simplified

quasi-one-dimensional model, where θ1 and θ2 are the internal angles of the
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intersecting beams (37,75). For thin films or materials where the absorption is
small, it is usually sufficiently accurate to drop the exponential decay factor and
even to approximate the sine function by its argument (35). Using the measured
diffraction efficiency to determine �n and combining with equation 1, one can
determine the magnitude of the space-charge field Esc in the material. Diffrac-
tion efficiencies of nearly 100% have been reported at applied electric fields as
low as 58 V/µm in polymeric photorefractives (44,161,169) or even lower fields
for polymer-dispersed liquid crystals (170).

In some cases it is important to also compare diffraction efficiency to the
diffraction sensitivity of the sample. Sensitivity is a measure of the depth of the
refractive index change as a function of the incident power. A material may be
sensitive for very low intensities yet not diffract sufficient power for device needs.
The sensitivity may be important in that the change in the index of refraction
may saturate at a specific laser power density (49).

Two-Beam Coupling. In a 2BC experiment, the additional reading beam
is not used. Instead, the transmitted intensities of the two writing beams are
monitored as a function of the applied external electric field. The writing beams
will be deflected or diffracted with respect to the original beams, interfering con-
structively with one, destructively with the other. Sometimes a piezo transducer
is used to measure the phase shift by causing a time-varying energy transfer be-
tween beams. These energy shift oscillations depend on the spatial phase shift φ

of the incident diffraction pattern and the refractive-index grating (171–173).
One important figure of merit in the case of 2BC is the optical gain coeffi-

cient �, which can be determined by comparing the energies of the two beams
when the other is momentarily blocked. If γ i represents the ratio of the incident
powers in front of the sample and γ f the ratio behind the sample, then the gain
is given by

� = 1
L

[ln(γiγf) − ln(γi + 1 − γf)] ≈ 4πn1

λcosθ
sinφ (7)

where L is the interaction length within the sample, θ is the half-angle between
the beams, φ is the phase shift, and n1 is the nonlinear refractive index (4,174).
Gains in polymer photorefractives as large as ∼400 cm− 1 have been reported, a
factor of 10 larger than seen in inorganic crystals (175,176). The actual trans-
ferred power, given by exp(�d), is limited in polymers due to the small sample
thickness d required to attain large applied fields. The 2BC experiment is also
used to characterize the response time of the photorefractive polymer, with the
fastest responses being around 5 ms at relatively high powers of 1 W/cm2 (177).

Two beam coupling measurements can be complicated by the presence of
beam fanning, by which additional coupling to randomly scattered light in the
sample leads to loss of energy to the scattered light (178). Though not a mea-
surement technique, it is a potentially important application of photorefractive
polymers and is discussed further in Applications section.

Ellipsometry. Because of the importance of the orientational enhance-
ment effect, the electric-field-induced birefringence is independently measured
using a transmission ellipsometry technique. In this experiment, the photore-
fractive polymer is placed between two crossed polarizers with the normal to the
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Fig. 4. Schematic for ellipsometry measurements.

sample tilted 45◦ from the x-axis of the propagating laser beam, as shown in
Figure 4. Any change in the refractive index of the sample will result in a change
of the polarization state of the laser beam, allowing light to emerge through the
polarizers. The index change is then measured by observing the transmittance
of the plane-polarized light after passing through both polarizers and the sam-
ple (179). Use of ellipsometry is further discussed in Reference 180. Transient
ellipsometry techniques are discussed in Reference 46.

Photoconductivity. As outlined in Introduction section, the first three
steps of the photorefractive process are related to photoconduction, which con-
trols the rate of grating formation and the amplitude of the charge grating, as
well as the rate of erasure under uniform illumination. Therefore, to understand
and optimize the physical processes involved in photorefractive polymers, it is
important to measure their photoconductivity. The most common methods for
characterizing the photoconductivity and the hole mobility and effective trap-
ping of photorefractive polymers are conventional DC techniques, xerographic
discharge, and time-of-flight mobility measurements (65,181,182).

In the conventional DC technique, a direct comparison is made between the
current through the sample under the drift field both in the dark and under uni-
form illumination. The photoconductivity σ ph is related to the charge mobility µ

when the absorption is low by σ ph = peµ = [� α I τ eff / hν] eµ, where p is the den-
sity of mobile holes produced at intensity I, e the elementary charge, hν the pho-
ton energy, � the quantum efficiency of charge generation, and α the absorption
coefficient. Recall that the mobility, together with the effective carrier lifetime,
determine the speed of response of the material (the effective carrier lifetime τ is
then controlled by recombination and trapping processes).

The photoconduction sensitivity is usually determined by using a xero-
graphic discharge technique that is applicable to thin films under low intensity
illumination, because the measurement of small magnitudes might be confused
by sample heating effects. In this experiment one charges the sample using a
corona poling apparatus similar to that used for poling, then views the thin film
sample as a discharging capacitor and measures the rate of decay of the surface
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potential with an electrometer and transparent probe under a high light source,
using filters or the monochrometer to control the range of wavelengths illuminat-
ing the sample. This method can be used with even very low conductivity samples
by monitoring the decay rate over long times (91).

One difficulty with bulk photoconductivity measurements is the analysis of
the effects of different electrode materials. Comparisons are needed to determine
the effects of Ohmic (free supply of charges) versus blocking electrodes (1). To
determine the carrier mobilities and the effects of trapping, a relatively unusual
approach used for photorefractive polymers is to supplement conventional time-
of-flight mobility measurements, during which the flow of photoinduced charge
across the bulk sample is monitored on an oscilloscope, with holographic time-
of-flight (HTOF) measurements (183). In these measurements, an interference
pattern from two short laser pulses in a four-wave mixing geometry creates a si-
nusoidal distribution of charge carriers that can drift in the presence of an exter-
nal field (66). As the charge separation advances, the space-charge field is probed
with a cw laser through the electro-optic effect. The diffraction efficiency is a func-
tion then of the coincidence and anti-coincidence of the mobile carriers with the
stationary charge. From the plot of the diffraction efficiency versus time one can
determine the drift mobility and the degree of charge transport disorder due to
the highly dispersive transport that appears in amorphous polymeric materials.
Dispersive transport leads to a length-dependent mobility in these materials (66).
A significant advantage of HTOF over conventional time-of-flight measurements
is the ability to vary the drift length by varying the angle between the writing
beams and between the beams and the applied field and to monitor the motion of
charge internally, rather than across the bulk sample (184).

Applications

Data Storage. When a reference beam intersects with the scattered light
from an object in a photorefractive material, a hologram is recorded, stored in
the form of a refractive index pattern in the material. The image can then be
reconstructed by diffracting a third beam on this hologram (in the same manner
as DFWM as shown in Figure 3, except that the reading beam need not be of
the same wavelength). The use of a photorefractive material in the recording of a
hologram eliminates the need for chemical processing in the development of the
hologram. Digital data storage is one of the earliest applications of photorefrac-
tive polymers (4,185,186).

The high optical damage threshold, low dielectric constants, high photosen-
sitivity, and low cost of photorefractive polymers make them more efficient than
inorganic materials (129). Optical data storage in PMMA-based photorefractive
polymers has been demonstrated as a cheap and compact way improve data stor-
age on compact discs and digital versatile discs (103). Polysiloxane-based pho-
torefractive polymers have demonstrated the highest optical clarity and lowest
optical scattering to date (105).

A significant drawback to the use of photorefractive polymers for data stor-
age is the lack of easy fixing mechanisms and the resulting volatility of the
recording. Dark lifetimes and the grating growth rate tend to be inversely
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proportional to each other (4). Using high Tg materials, the grating can be writ-
ten above the glass transition temperature and frozen-in by cooling the sample
during writing, but this scheme has not yet proved practical (187). Other pho-
toinduced refractive index change mechanisms may be preferable for long-term
holographic storage where optical gain is not required.

Another drawback of many photorefractive polymer composites is the need
to use a thin film geometry that is not as amenable to high storage density as a
bulk crystalline material. Multiple holograms have many applications including
parallel holographic memory, template matching, and optical neural networks,
interconnects, and correlators (188). Additionally, various types of multiplexing
including angular and rotation (189,190) multiplexing allow for the storage of
many holograms on the same material A nonmechanical angular multiplexed
holographic memory system has been demonstrated in liquid crystalline mate-
rials using a moving LCD window that is controlled electronically (191). Using
these techniques, each hologram is recorded in the photorefractive polymer us-
ing a uniquely oriented setup; the individual holograms can be similarly read
using a unique read setup. In this manner, several thousand data pages may be
stored in the same element. Polymers are advantageous because large samples
can be fabricated, allowing a larger recording volume to hold more holograms.

Materials combining photopolymers with liquid crystals are ideal for wave-
length tunable storage devices. Such polymer-dispersed liquid crystal composites
(PDLCCs) provide a medium for switchable holograms; when the refractive index
of the polymer is matched to one of two principal refractive indices of the liquid
crystal (LC) an applied electric field alters the orientation of the LC molecules,
turning the recorded grating on or off (3,104). As previously mentioned, liquid
crystals have the advantage of only requiring a few volts to induce an index grat-
ing because of their high nonlinearities (192).

To overcome volatility problems, two-photon absorption (TPA) is the most
promising long-term data storage technique to date. TPA can be observed in all
materials and lacks the noncentrosymmetric symmetry requirements of even-
order nonlinear optical effects. Nevertheless, in centrosymmetric polymers two-
photon absorption is allowed between states that have the same parity according
to parity selection rules (112). Such a system has been demonstrated with non-
destructive readout (113). Additionally, use of two-photon absorption on photore-
fractive polymer dispersed liquid crystals has been used to record a high 3D data
density of 204.8 Gbits/cm3 (158).

The formation of thick phase holograms has been demonstrated by fabricat-
ing photorefractive polymers by injection molding (193).

Adding fluorescent molecules to photopolymers also provides a method for
optical data storage. In such a system, the fluorescent molecules bond to the poly-
mer matrix and become more concentrated in the polymerized regions causing the
required refractive index pattern (194).

Optical Correlation, Imaging through Scattering Media, and Novelty
Filtering. Using a photorefractive polymer, optical correlation can be made all-
optical, eliminating the need for a computer or any other such devices. Such
a device was demonstrated in a 100-µm-thick photorefractive polymer using a
low power laser. The document is optically encoded and authenticity is vali-
dated by correlating the encoded information with a master copy. Such a setup
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is used in such applications as the identification of individual pupils and fin-
gerprints, searching of large databases and navigation. Spatial correlation is
accomplished by creating a hologram by recording the interference pattern of
the optical wavefront of the object with a reference beam in the material. Opti-
cal correlation is performed by overlapping the Fourier transform of the master
copy with the hologram in the polymer. If the two optical codes match, a correla-
tion peak can be observed and the document under test may be considered valid
(4,195,196).

One common application of optical correlation in photorefractive polymers
is in edge enhancement, a form of high pass image filtering which uses a Fourier
transform holographic operation with a photorefractive composite. Two beams,
the more intense one containing the image, interfere in a photorefractive mate-
rial. The resulting interference pattern is stronger at the edges due to a closer
matching of intensities at the edges. Thus, the refractive index change is greatest
at the edges and more of the readout beam is deflected or diffracted. A third beam
recovers the reconstructed image with enhanced edges. The reconstructed image
is an exact copy of the object only if the signal beam intensity is less than that of
the reference beam. Violating this condition produces an image only at the edges
of the object where the largest index modulation occurs (149,192).

Time-gated holographic imaging through scattered media has been demon-
strated at wavelengths appropriate for medical imaging. In these demonstrations,
the hologram is formed by the temporal overlap of direct light from the object that
has been temporally stretched (without scattering) and a reference pulse (197).

In vibration analysis, or novelty filtering, the hologram acts as an adap-
tive beam splitter with exact wavefront matching: a plane-wave reference beam
is diffracted into the signal beam that is reflected from the surface of the ob-
ject. The applied field is reversed so that the exponential gain coefficient becomes
negative, thus transferring energy from the signal beam to the reference beam,
reducing the signal intensity. Only objects moving faster than approximately the
inverse of the response time of the photorefractive material are observed. The fast
moving parts are constantly changing in time and do not interact long enough
with the reference beam to lead to the recording of a hologram. An image am-
plification configuration may be used build a device to observe an object under
low light levels (116,198). This technique can also be used to visualize the mode
patterns of a vibrating object; the mode patterns can reveal defects and areas un-
der particular stress. Such devices have typically been made with PVK (199).
Applications include remote sensing and inspection, especially in hazardous
environments.

Beam Fanning. Beam fanning is the spontaneous amplification of scat-
tered light in a photorefractive material arising from an energy exchange be-
tween the incident beam and light randomly scattered from impurities or defects
(178). It results from a redistribution of charges in the nonlinear material and can
complicate two-beam coupling measurements or provide promise for novel appli-
cations, such as self-pumped phase conjugation (200) and some forms of optical
limiting (201,202). The effect of beam fanning is the depletion of the pump beam
and the appearance of a fanned beam that is swept to one side of the material.

Waveguides. Utility in waveguides generally imposes additional re-
strictions on the polymer composition. The geometry required to couple an
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external static drift field to the optical field in the waveguide dictates the use of
channel waveguides to reach maximum efficiency so that the poling direction has
a component along the space-charge field. The bias field is then applied across the
width of the channel. Narrow channels are preferred although coupling into the
channels becomes more difficult in this case. Problems with the use of waveguides
in the study of photorefractive effects also include the presence of thermo-optic
changes in the guide and/or coupling mechanism, whereby small temperature
changes may significantly change the coupling angles. Thus, temperature control
may be imperative in practical applications. All polymer dopants, of course,
should be soluble in an appropriate spin-coating solvent for making thin films
(≈1 µm) and of sufficiently high molecular weight so as not to evaporate with
the solvent. Waveguides may be utilized in optical data storage applications
(203–206).

To summarize, the benefits from the development of photorefractive poly-
mers are many but there are still significant problems to overcome before these
benefits can be realized (1). Foremost among the problems may be balancing the
competing needs for both steady-state performance and fast response speed, as
well as the often competing factors of stability, high mobility and fast orienta-
tional response to attain fast, highly sensitive, and efficient response. It will be
necessary to better understand the trade-off between dark and photoconductiv-
ity and the effects of preillumination history (207). Better understanding is also
needed of the nature and depth of charge trapping sites in polymers to optimize
the dark lifetimes of the gratings.
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PIEZOELECTRIC POLYMERS

Introduction

Piezoelectric polymers have been known for more than 40 years, but in recent
years they have gained repute as a valuable class of “smart materials.” There
is no standard definition for smart materials, and terms such as intelligent ma-
terials, smart materials, adaptive materials, active devices, and smart systems
are often used interchangeably. The term “smart material” generally designates
a material that changes one or more of its properties in response to an external
stimulus.

The most popular smart materials are piezoelectric materials, magnetostric-
tive materials, shape-memory alloys, electrorheological fluids, electrostrictive
materials, and optical fibers. Magnetostrictives, electrostrictives, shape-memory
alloys, and electrorheological fluids are used as actuators; optical fibers are used
primarily as sensors (see SHAPE MEMORY POLYMERS)

Among these active materials, piezoelectric materials are most widely used
because of their wide bandwidth, fast electromechanical response, relatively low
power requirements, and high generative forces. A classical definition of piezo-
electricity, a Greek term for “pressure electricity,” is the generation of elec-
trical polarization in a material in response to mechanical stress. This phe-
nomenon is known as the direct effect. Piezoelectric materials also display the
converse effect: mechanical deformation upon application of an electrical charge
or signal. Piezoelectricity is a property of many noncentrosymmetric ceramics,
polymers, and biological systems. Pyroelectricity is a subset of piezoelectricity,
whereby the polarization is a function of temperature. Some pyroelectric mate-
rials are ferroelectric, although not all ferroelectrics are pyroelectric. Ferroelec-
tricity is a property of certain dielectrics that exhibit spontaneous electric po-
larization (separation of the center of positive and negative electric charge that
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Table 1. Comparison of Properties of Standard Piezoelectric Polymer and Ceramic
Materials

d31
a, pm/V g31

a, (mV·m)/N k31 Salient features

Poly(vinylidene 28 240 0.12 Flexible, lightweight, low
fluoride) (PVDF) acoustic and mechanical

impedance
Lead zirconium 175 11 0.34 Brittle, heavy, toxic

titanate (PZT)
aValues shown are absolute values of constants.

makes one side of the crystal positive and the opposite side negative) that can
be reversed in direction by applying an appropriate electric field. Ferroelectric-
ity is named by analogy with ferromagnetism, which occurs in materials such
as iron. Traditionally, ferroelectricity is defined for crystalline materials, or at
least in the crystalline region of semicrystalline materials. More recently, how-
ever, a number of researchers have explored the possibility of ferroelectricity in
amorphous polymers, that is, ferroelectricity without a crystal lattice structure
(1).

Characteristics of Piezoelectric Polymers. The properties of polymers
are very different from those of inorganics (Table 1), and they are uniquely quali-
fied to fill niche areas where single crystals and ceramics cannot perform as effec-
tively. As noted in Table 1, the piezoelectric strain constant (d31) for the polymer
is lower than that of the ceramic. However, piezoelectric polymers have much
higher piezoelectric stress constants (g31) which indicates that they are much
better sensors than ceramics. Piezoelectric polymeric sensors and actuators offer
the advantage of processing flexibility because they are lightweight, tough, read-
ily manufactured in large areas, and can be cut and formed into complex shapes.
Polymers also exhibit high strength and high impact resistance (2). Other notable
features of polymers are low dielectric constant, low elastic stiffness, and low den-
sity, which result in high voltage sensitivity (excellent sensor characteristic) and
low acoustic and mechanical impedance (crucial for medical and underwater ap-
plications). Polymers also typically possess high dielectric breakdown and high
operating field strength, which means that they can withstand much higher driv-
ing fields than ceramics. Polymers offer the ability to pattern electrodes on the
film surface and pole only selected regions. Based on these features, piezoelectric
polymers possess their own established area for technical applications and useful
device configurations.

Structural Requirements for Piezoelectric Polymers. The piezoelec-
tric mechanisms for semicrystalline and amorphous polymers differ. Although the
differences are distinct, particularly with respect to polarization stability, in the
simplest terms, four critical elements exist for all piezoelectric polymers, regard-
less of morphology. These essential elements are (1) the presence of permanent
molecular dipoles, (2) the ability to orient or align the molecular dipoles, (3) the
ability to sustain this dipole alignment once it is achieved, and (4) the ability of
the material to undergo large strains when mechanically stressed (3).
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Fig. 1. Schematic illustration of random stacks of amorphous and crystal lamellae in the
PVDF polymer: (a) the morphology after the film is melt cast; (b) after orientation of the
film by mechanically stretching several times its original length; and (c) after depositing
metal electrodes and poling through the film thickness.

Semicrystalline Polymers

Mechanism of Piezoelectricity in Semicrystalline Polymers.
Semicrystalline Polymers must have a polar crystalline phase to render them
piezoelectric. The Morphology of such polymers consists of crystallites dispersed
within amorphous regions, as shown in Figure 1a. The amorphous region has a
glass-transition temperature that dictates the mechanical properties of the poly-
mer, and the melting temperature of the crystallites dictates the upper limit of
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Fig. 2. Tensor directions for defining the constitutive relationships.

the use temperature. The degree of crystallinity in such polymers depends on the
method of preparation and thermal history. Most semicrystalline polymers have
several polymorphic phases, some of which may be polar. Mechanical orientation,
thermal annealing, and high voltage treatment are all, it has been shown, effec-
tive in inducing crystalline phase transformations. Stretching the polymer aligns
the amorphous strands in the film plane, as shown in Figure 1b, and facilitates
uniform rotation of the crystallites by an electric field. Depending on whether
stretching is uniaxial or biaxial, the electrical and mechanical properties (and
therefore the transduction response) are either highly anisotropic or isotropic in
the plane of the polymer sheet. Electrical poling is accomplished by applying an
electric field across the thickness of the polymer, as depicted in Figure 1c. An elec-
tric field of the order of 50 MV/m is typically sufficient to effect crystalline orienta-
tion. Polymers can be poled by using a direct contact method or corona discharge.
The latter is advantageous because contacting electrodes is not required and sam-
ples of large area can be poled continuously. This method is used to manufac-
ture commercial poly(vinylidene fluoride) (PVDF) film (see VINYLIDENE FLUORIDE

POLYMERS (PVDF)). Some researchers have also successfully poled large areas
of polymer films by sandwiching them between polished metal plates under a
vacuum. This method eliminates electrical arcing of samples and the need for de-
positing metal electrodes on the film surface. The amorphous phase of semicrys-
talline polymers supports the crystal line orientation, and polarization is stable
up to the Curie temperature. This polarization can remain constant for many
years if it is not degraded by moisture uptake or elevated temperatures.

Piezoelectric Constitutive Relationships. The constitutive relation-
ships that describe piezoelectric behavior in materials can be derived from ther-
modynamic principles (4). A tensor notation is adopted to identify the coupling
between the various entities through mechanical and electrical coefficients. The
common practice is to label directions as depicted in Figure 2. The stretch
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Table 2. Definitions of Piezoelectric Constants

Equations Units

d = (dD/dX)E = (dS/dE)X C/N or m/V
e = (dD/dS)E = −(dX/dE)S C/m or N/Vm
g = (dE/dX)D = (dS/dD)X Vm/N or m2/C
h = (dE/dS)D = −(dX/dD)S V/m or N/C

direction is denoted as “1.” The “2” axis is orthogonal to the stretch direction
in the plane of the film. The polarization axis (perpendicular to the surface of the
film) is denoted “3.” The shear planes, indicated by the subscripts “4,” “5,” and “6,”
are perpendicular to the directions “1,” “2,” and “3,” respectively. By reducing the
tensor elements and using standard notations (5), the resulting equations can be
displayed in matrix form as follows:

∣∣∣∣∣∣∣∣∣∣∣∣

S1
S2
S3
S4
S5
S6

∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣

d11 d12 d13
d21 d22 d23
d31 d32 d33
d41 d42 d43
d51 d52 d53
d61 d62 d63

∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣
E1
E2
E3

∣∣∣∣∣∣+

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

sE
11 sE

12 sE
13 sE

14 sE
15 sE

16

sE
21 sE

22 sE
23 sE

24 sE
25 sE

26

sE
31 sE

32 sE
33 sE

34 sE
35 sE

36

sE
41 sE

42 sE
43 sE

44 sE
45 sE

46

sE
51 sE

52 sE
53 sE

54 sE
55 sE

56

sE
61 sE

62 sE
63 sE

64 sE
65 sE

66

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣
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X2
X3
X4
X5
X6

∣∣∣∣∣∣∣∣∣∣∣∣
(1)

∣∣∣∣∣∣
D1
D2
D3

∣∣∣∣∣∣ =

∣∣∣∣∣∣∣
εT

11 εT
12 εT
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εT
21 εT

22 εT
23

εT
31 εT

32 εT
33

∣∣∣∣∣∣∣
∣∣∣∣∣∣
E1
E2
E3

∣∣∣∣∣∣+
∣∣∣∣∣∣
d11 d12 d13 d14 d15 d16
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∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

X1
X2
X3
X4
X5
X6

∣∣∣∣∣∣∣∣∣∣∣∣
(2)

Piezoelectricity is a cross coupling among the elastic variables, stress X and
strain S, and the dielectric variables, electric charge density D and electric field
E. Note that D is named in analogy to the B field in ferromagnetism, although
some authors also refer to it as dielectric or electric displacement. There does not
seem to be a standard nomenclature; however, it is the opinion of the authors of
this article that electric charge density is a better description of this property.
The combinations of these variables define the piezoelectric strain constant d,
the material compliance s, and the permittivity ε. Other piezoelectric properties
are the piezoelectric voltage constant g, stress constant e, and strain constant h
given by the equations in Table 2. For a given constant, the first definition in
the table refers to the direct effect, and the second refers to the converse effect.
The piezoelectric constants are interrelated through the electrical and mechan-
ical properties of the material. Electric field strength and displacement charge
density are related through the dielectric constant, εε0 (where ε0 is the permit-
tivity of free space), and stress and strain are related through the compliance
according to
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dij = ε0εigij (3)

eij = sijdij (4)

The polarization P is a measure of the degree of piezoelectricity in a given
material. In a piezoelectric material, a change in polarization �P results from
an applied stress X or strain S under conditions of constant temperature and
zero electric field. A linear relationship exists between �P and the piezoelectric
constants. Because of material anisotropy, P is a vector that has three orthogonal
components in the 1, 2, and 3 directions. Alternatively, the piezoelectric constants
can be defined as

�Pi = dij Xj (5)

�Pi = gij Sj (6)

The electrical response of a piezoelectric material is a function of the elec-
trode configuration relative to the direction of the applied mechanical stress. For
a coefficient dij, the first subscript is the direction of the electric field or charge
displacement, and the second subscript gives the direction of the mechanical de-
formation or stress. The C2ν crystallographic symmetry typical of synthetic ori-
ented, poled polymer film leads to cancellation of all but five of the dij components
(d31, d32, d33, d15, and d24). If the film is poled and biaxially oriented or unori-
ented, d31 = d32 and d15 = d24. Most natural biopolymers possess D∞ symmetry
which yields a matrix that possesses only the shear piezoelectricity components
d13 and d25. Because the d33 constant is difficult to measure without constraining
the lateral dimension of the sample, it is typically determined from equation 7
which relates the constants to the hydrostatic piezoelectric constant, d3h.

d3h = d31+d32+d33. (7)

The electromechanical coupling coefficient kij represents the conversion of
electrical energy into mechanical energy and vice versa. The electromechanical
coupling can be considered a measure of transduction efficiency and is always
less than unity as shown here:

k2 = Electrical energy converted to mechanical energy
Input electrical energy

(8)

k2 = Mechanical energy converted to electrical energy
Input mechanical energy

(9)

Some k coefficients can be obtained from a measured d constant as follows:

k31 = d31√
sE

11ε
T
3

(10)
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Fig. 3. Typical ferroelectric hysteretic behavior for PVDF.

Ferroelectricity in Semicrystalline Polymers. At high electric fields,
the polarization in semicrystalline polymers such as PVDF is nonlinear with the
applied electric field. This nonlinearity in polarization is defined as hysteresis.
The existence of spontaneous polarization together with polarization reversal (as
illustrated by a hysteresis loop) is generally accepted as proof of ferroelectricity.
Figure 3 is an example of the typical hysteretic behavior of PVDF. Two other key
properties typically reported for ferroelectric materials are the coercive field and
the remanent polarization. The coercive field Ec, which marks the point where
the hysteresis intersects the horizontal axis, is about 50 MV/m at room tempera-
ture for many ferroelectric polymers. The remanent polarization Pr corresponds
to the point where the loop intersects the vertical axis. The values of Ec and Pr
depend on temperature and frequency. The Curie temperature Tc is generally
lower than but close to the melting temperature of the polymer. Below Tc, the
polymer is ferroelectric and above Tc, the polymer loses its noncentrosymmetric
nature.

Although ferroelectric phenomenon has been well documented in ceramic
crystals, the question of whether polymer crystallites could exhibit dipole switch-
ing was debated for about a decade after the discovery of piezoelectricity in PVDF.
Inhomogeneous polarization through the film thickness that yielded higher polar-
ization on the positive electrode side of the polymer led to speculations that PVDF
was simply a trapped charge electret. These speculations were dispelled when x-
ray studies (6) demonstrated that polarization anisotropy vanishes because of
high poling field strengths and that true ferroelectric dipole reorientation occurs
in PVDF. One researcher used infrared to attribute the polarization reversal in
PVDF to 180◦ dipole rotation (7). Others documented the same via x-ray pole
analysis and infrared techniques for odd-numbered nylons (8).

State of the Art. Pioneering work in the area of piezoelectric polymers
(9) led to the development of strong piezoelectric activity in poly(vinylidene flu-
oride) (PVDF) and its copolymers with trifluoroethylene (TrFE) and tetrafluo-
roethylene (TFE). These semicrystalline fluoropolymers represent the state of the
art in piezoelectric polymers and are currently the only commercial piezoelectric
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Table 3. Comparison of Piezoelectric Properties of Some Semicrystalline Polymeric
Materials

Max. use
Polymer Structure Tg, ◦C Tm, ◦C temp., ◦C d31, pC/N Reference

PVDF −35 175 80 20–28 2

PTrFE 32 150 90–100 12 2

3 at
Nylon-11 68 195 185 25◦C, 14 at 22

107◦.C

Polyurea-9 50 180 — — 28

polymers. Odd-numbered nylons, the next most widely investigated semicrys-
talline piezoelectric polymers, have excellent piezoelectric properties at ele-
vated temperatures but have not yet been embraced in practical application.
Other semicrystalline polymers including polyureas, liquid crystalline polymers,
biopolymers, and an array of blends have been studied for their piezoelectric po-
tential and are summarized in the following section. The chemical repeat unit and
piezoelectric constants of several semicrystalline polymers are listed in Table 3.

Poly(vinylidene fluoride) (PVDF). Interest in the electrical properties of
PVDF began in 1969 when it was shown (9) that poled thin films exhibit a very
large piezoelectric coefficient, 6–7 pC/N, a value about 10 times larger than had
been observed in any other polymer. As seen in Table 3, PVDF is inherently po-
lar. The spatially symmetrical disposition of the hydrogen and fluorine atoms
along the polymer chain gives rise to unique polar effects that influence the
electromechanical response, solubility, dielectric properties, and crystal morphol-
ogy and yield an unusually high dielectric constant. The dielectric constant of
PVDF is about 12, which is four times greater than that of most polymers, and
makes PVDF attractive for integration into devices because the signal-to-noise
ratio is smaller for higher dielectric materials (see DIELECTRIC RELAXATION). The
amorphous phase in PVDF has a Glass Transition that is well below room tem-
perature (−35◦C); hence, the material is quite flexible and readily strained at
room temperature. PVDF is typically 50–60% crystalline, depending on thermal
and processing history, and has at least four crystal phases (α, β, γ , and δ); at
least three are polar. The most stable, nonpolar α phase results upon casting
PVDF from a melt and can be transformed into the polar β phase by mechanical
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stretching at elevated temperatures or into the polar δ phase by rotating the
molecular chain axis in a high electric field (∼130 MV/m) (10). The β phase is
most important for piezoelectricity and has a dipole moment perpendicular to the
chain axis of 7 × 10− 30 C·m (2.1 D). After poling PVDF, the room temperature po-
larization stability is excellent; however, polarization and piezoelectricity degrade
as temperature increases and are erased at its Curie temperature. Previously, it
was believed that polarization stability was defined only by the melting tempera-
ture of the PVDF crystals. Recently, however, some researchers suggest that the
polarization stability of PVDF and its copolymers is associated with coulombic in-
teractions between injected, trapped charges and oriented dipoles in the crystals
(11). It has been hypothesized that the thermal decay of the polarization is caused
by the thermally activated removal of the trapped charges from the traps at the
surface of the crystals. The role of trapped charges in stabilizing orientation in
both semicrystalline and amorphous polymers is still a subject that needs further
study. The electromechanical properties of PVDF have been widely investigated.
For more details, the reader is referred to the wealth of literature that exists on
the subjects of piezoelectric, pyroelectric, and ferroelectric properties (2,6,12,13),
and the morphology (14–16) of this polymer (see VINYLIDENE FLUORIDE POLYMERS).

Poly(vinylidene fluoride–trifluoroethylene and tetra fluoro ethylene)
Copolymers. Copolymers of vinylidene fluoride with trifluoroethylene (TrFE)
and tetrafluoroethylene (TFE) also exhibit strong piezoelectric, pyroelectric, and
ferroelectric effects. These polymers are discussed together here because they
behave similarly when copolymerized with PVDF. An attractive morphologi-
cal feature of the comonomers is that they force the polymer into an all-trans
conformation that has a polar crystalline phase, which eliminates the need for
mechanical stretching to yield a polar phase. P(VDF–TrFE) crystallizes to a much
greater extent than PVDF (up to 90% crystalline) and yields a higher remanent
polarization, a lower coercive field, and much sharper hysteretic loops. TrFE also
extends the use temperature by about 20◦C to close to 100◦C. Conversely, copoly-
mers with TFE exhibit a lower degree of crystallinity and a suppressed melting
temperature, compared to the PVDF homopolymer. Although the piezoelectric
constants for the copolymers are not as large as those of the homopolymer, the
advantages of P(VDF–TrFE) in processibility, enhanced crystallinity, and higher
use temperature make it favorable for applications.

Researchers have recently reported that highly ordered, lamellar crystals of
P(VDF–TrFE) can be made by annealing the material at temperatures between
the Curie temperature and the melting point. This material is referred to as a
“single crystalline film.” A relatively large single crystal of P(VDF–TrFE) 75/25
mol% copolymer was grown that exhibits a room temperature d33 = −38 pm/V
and a coupling factor k33 = 0.33 (17).

The result of introducing defects into the crystalline structure of P(VDF–
TrFE) copolymer on electroactive actuation has been studied using high electron
irradiation (18). Extensive structural investigations indicate that electron irradi-
ation disrupts the coherence of polarization domains (all-trans chains) and forms
localized polar regions (nanometer-sized, all-trans chains interrupted by trans
and gauche bonds). After irradiation, the material exhibits behavior analogous
to that of relaxor ferroelectric systems in inorganic materials. The resulting ma-
terial is no longer piezoelectric, but rather exhibits a large electric field-induced
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Fig. 4. Schematic depiction of hydrogen-bonded sheets showing dipole directions in the
crystal lattices of (a) even (nylon-4) and (b) odd polyamides (nylon-5).

strain (5% strain) because of electrostriction. The basis for such large electrostric-
tion is the large change in the lattice strain as the polymer traverses the ferroelec-
tric to paraelectric phase transition and the expansion and contraction of the po-
lar regions. Piezoelectricity can be measured in these and other electrostrictives
when a dc bias field is applied. Irradiation is typically accomplished in a nitrogen
atmosphere at elevated temperatures using irradiation dosages up to 1,200 kGy
(120 Mrad).

Polyamides. A low level of piezoelectricity was first reported in polyamides
(also known as nylons) in 1970 (19). A systematic study of odd-numbered nylons,
however, initiated in 1980 (20) and served as the impetus for more than 20 years
of subsequent investigations of piezoelectric and ferroelectric activity in these
polymers. The monomer unit of odd nylons consists of even numbers of methy-
lene groups and one amide group whose dipole moment is 12.3 × 10− 30 C·m
(3.7 D). Polyamides crystallize in all-trans conformations and are packed to max-
imize hydrogen bonding between adjacent amine and carbonyl groups, as seen
in Figure 4 for an even-numbered and an odd-numbered polyamide. The amide
dipoles align synergistically in the odd-numbered monomer, resulting in a net
dipole moment. The amide dipole cancels in an even-numbered nylon, although
remanent polarizations have been measured for some even-numbered nylons, as
discussed later in this article. The unit dipole density depends on the number of
methylene groups present, and polarization increases from 58 mC/m2 for nylon-
11 to 125 mC/m2 for nylon-5 as the number of methylene groups decreases (8).

Polyamides are hydrophilic. Because water absorption is associated with
hydrogen bonding to the polar amide groups, the hydrophilicity increases as the
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density of amide groups increases. Water absorption in nylon-11 and nylon-7 has
been shown to be as high as 4.5% (by weight) and more than 12% for nylon-5
(21), whereas it is less than 0.02% for PVDF and its copolymers. Studies have
shown that water absorption can have a dramatic effect on the dielectric and
piezoelectric properties of nylons; however, water does not affect the crystallinity
or orientation in thermally annealed films (21). Thus, films can be dried to restore
their original properties.

At room temperature, odd-numbered nylons have lower piezoelectric con-
stants than PVDF; however, when examined above their glass-transition tem-
peratures, they exhibit comparable ferroelectric and piezoelectric properties and
much higher thermal stability. The piezoelectric d and e constants increase
rapidly as temperature increases. Maximum stable d31 values of 17 pC/N and
14 pC/N are reported for nylon-7 and nylon-11, respectively. Corresponding val-
ues of the electromechanical coupling constant k31 are 0.054 and 0.049. Studies
have also shown that annealing nylon films enhances their polarization stabil-
ity because it promotes denser packing of the hydrogen-bonded sheet structure
in the crystalline regions and hinders dipole switching because of lowered free
volume for rotation (22).

Though widely studied, piezoelectric polyamides have not been widely used
in applications partly because of their low room temperature piezoelectric re-
sponse and the problem of moisture uptake.

Liquid Crystalline Polymers. Liquid crystals consist of highly ordered rod-
like or disk-like molecules. At their melting points they partially lose crystalline
order and generate a fluid but ordered state. They can form layered structures
called smectic phases or nematic phases that have an approximately parallel
orientation of the molecular long axis. It was first predicted in 1975 that spon-
taneous polarization could be achieved in liquid crystals based on symmetry ar-
guments (23). Subsequently, it has been shown that liquid crystalline molecules
whose chiral carbon atoms link a mesogenic group and end alkyl chains may ex-
hibit ferroelectric behavior in the smectic C phase (SmC∗) (24). In this phase, the
molecular axis tilts from the normal to the layer plane, and the molecular dipoles
align in the same direction, yielding a net polarization. If such liquid crystalline
molecules are introduced into the backbone or as a side group on a polymer, a
ferroelectric liquid crystalline polymer can be obtained. There are three require-
ments for spontaneous polarization in a liquid crystal: a center of chirality, a
dipole moment positioned at the chiral center that acts transverse to the molecu-
lar long axis, and a tilted smectic phase (25).

Polyureas. Polyureas are thermosets, long used as insulators in a number
of applications. Until a few years ago, ureas were available mostly as insoluble
powders or highly cross-linked resins. In 1987, a vapor deposition polymeriza-
tion method was successfully developed that was later applied to synthesizing
polyureas (26,27). Typically, a vapor deposition technique is used by evaporat-
ing OCN R1 NH2 and H2N R2 NH2 monomers simultaneously on a substrate
(where R1 and R2 are various aliphatic or aromatic groups). This prevents cross-
linking and allows processing thicknesses in the hundreds of nanometers to tens
of micrometers.

An exploration (27) of the dielectric and pyroelectric properties of polyurea
films led to the discovery of their piezoelectricity. From the early 1990s to the



Vol. 9 PIEZOELECTRIC POLYMERS 787

present, various aromatic and aliphatic polyureas were synthesized, and it was
shown that they are piezoelectric (28,29). Aromatic polyureas were the first
polyurea structures identified as piezoelectric. They exhibit a piezoelectric e con-
stant of 15 mC/m2 and have high temperature stability, which remains indepen-
dent of temperature up to 200◦C. Their pyroelectric coefficient is high because
of their low dielectric loss compared to other polymers. The d constant is about
5 pC/N at room temperature and increases as temperature increases
(28).

Owing to their structures, aliphatic polyureas possess higher flexibility in
their molecular chains. Similarly to polyamides, hydrogen bonds play a large role
in stabilizing the orientation polarization that is imparted. Polyureas that have
an odd number of methyl groups exhibit overall nonzero polarization. Polyurea-9
was synthesized and processed first, and an e constant of 5 mC/m2 was reported
(29). Then, polyureas that have a smaller number of carbons were attempted be-
cause it was surmised that they should lead to a higher density of urea bond
dipoles. Toward that end, polyurea-5 was synthesized, and it was found that the
e and d constants are twice those of polyurea-9. Aliphatic polyureas exhibit ferro-
electric hysteresis and in addition, are piezoelectric when they have odd numbers
of methyl groups. Their thermal stability and piezoelectric coefficients depend
highly on the poling temperature (typically 70–150◦C) but are lower than those
of aromatic polyureas.

Biopolymers. Piezoelectricity of biopolymers was first reported in keratin
in 1941 (30). When a bundle of hair was immersed in liquid air, an electric volt-
age of a few volts was generated between the tip and the root. When pressure
was applied on the cross section of the bundle, an electric voltage was generated.
Subsequently, piezoelectricity has been observed in a wide range of other biopoly-
mers including collagen (31,32), polypeptides like poly(γ -methylglutamate) and
poly(γ -benzyl-L-glutamate) (33,34), oriented films of DNA (35), poly(lactic acid)
(36), and chitin (37). Most natural biopolymers possess D∞ symmetry and so they
exhibit shear piezoelectricity. A shear stress in the plane of polarization produces
an electric displacement perpendicular to the plane of the applied stress and re-
sults in a −d14 = d25 piezoelectric constant. The piezoelectric constants of biopoly-
mers are small relative to synthetic polymers; they range in value from 0.01 pC/N
for DNA to 2.5 pC/N for collagen. The electromechanical effect in such polymers is
attributed to the internal rotation of polar atomic groups linked to asymmetrical
carbon atoms. Keratin and some polypeptide molecules assume an α-helical or a
β-sheet crystalline structure in which the CONH dipoles align synergistically in
the axial direction.

Currently, the physiological significance of piezoelectricity in many biopoly-
mers is not well understood, but it is believed that such electromechanical phe-
nomena may have a distinct role in biochemical processes. For example, it is
known that electric polarization in bone influences bone growth (38). In one
study, a piezoelectric PVDF film was wrapped around the femur of a monkey.
Within weeks, a remarkable formation of new bone was observed. The motion of
the animal caused deformation of the film, which produced a neutralizing ionic
current in the surrounding tissue. This minute fluctuating current appears to
stimulate the metabolic activity of bone cells and leads to the proliferation of
bone.
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Fig. 5. Poling profile of an amorphous polymer.

Amorphous Polymers

The purpose of this section is to explain the mechanism and key components
required for developing piezoelectricity in amorphous polymers and to present a
summary of the polarization and electromechanical properties of the amorphous
polymers currently under investigation.

Dielectric Theory. The piezoelectricity in amorphous polymers differs
from that in semicrystalline polymers and inorganic crystals in that the polar-
ization is not in a state of thermal equilibrium, but rather a quasi-stable state
because of the freezing-in of molecular dipoles. The result is a piezoelectric-like
effect. A theoretical model for polymers that have frozen-in dipolar orientation
was presented to explain piezoelectricity and pyroelectricity in amorphous poly-
mers such as poly(vinyl chloride) (39).

One of the most important properties of an amorphous piezoelectric polymer
is its Glass Transition temperature because it dictates use temperature and
defines the poling process conditions. Tg is (the temperature below which the
material exhibits glass-like characteristics, and above which it has rubber-like
properties). Orientation polarization of molecular dipoles is responsible for
piezoelectricity in amorphous polymers. It is induced, as shown in Figure 5, by
applying an electric field Ep at an elevated temperature (Tp ≥ Tg) where the
molecular chains are sufficiently mobile and allow dipole alignment with the
electric field. Partial retention of this orientation is achieved by lowering
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the temperature below Tg in the presence of Ep, resulting in a piezoelectric-like
effect. The remanent polarization Pr is directly proportional to Ep and the
piezoelectric response. The procedure used to prepare a piezoelectric amorphous
polymer clearly results in both oriented dipoles and space or real charge injec-
tion. The real charges are usually concentrated near the surface of the polymer,
and they are introduced because of the presence of the electrodes. Interestingly,
some researchers (40,41) have shown that the presence of space charges does
not significantly affect piezoelectric behavior. The reason is twofold. The mag-
nitude of space charges is usually not significant with respect to polarization
charges. Secondly, space charges are essentially symmetrical with respect to the
thickness of the polymer; therefore, when the material is strained uniformly, the
contribution to the piezoelectric effect is negligible.

In what follows, the origins of the dielectric contribution to the piezoelec-
tric response of amorphous polymers are addressed. The potential energy U of a
dipole µ at an angle θ with the applied electric field is U = µ E cos θ . Using sta-
tistical mechanics and assuming Boltzman’s distribution of dipole energies, the
mean projection of the dipole moment 〈µ〉E in the direction of the applied electric
field is obtained:

〈µE〉
µ

= coth
µEp

kT
− kT

µE
(11)

This is the Langevin equation that describes the degree of polarization in a
sample when an electric field E is applied at temperature T. Experimentally, a
poling temperature in the vicinity of Tg is used to maximize dipole motion. The
maximum electric field that may be applied, typically 100 MV/m, is determined
by the dielectric breakdown strength of the polymer. For amorphous polymers,
µE/kT is much less than 1; this places these systems well within the linear re-
gion of the Langevin function. The remanent polarization Pr is simply the polar-
ization during poling minus the electronic and atomic polarizations that relax at
room temperature, once the field Ep is removed. The following linear equation for
remanent polarization results when the Clausius–Mossotti equation is used to
relate the dielectric constant to the dipole moment (42):

Pr = �ε ε0 Ep (12)

It can be concluded that remanent polarization and hence the piezoelectric
response of a material are determined by �ε; this makes it a practical criterion
to use when designing piezoelectric amorphous polymers. The Dielectric relax-
ation strength �ε may be the result of either free or cooperative dipole motion.
Dielectric theory yields a mathematical approach for examining the dielectric re-
laxation �ε due to free rotation of the dipoles. The equation incorporates Debye’s
work based on statistical mechanics, the Clausius–Mossotti equation, and the
Onsager local field and neglects short-range interactions (43):

�εcalculated = Nµ2

3kT ε0

(
n2 + 2

3

)2 [
3ε(0)

2ε(0) + n2

]2

(13)
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where N is the number of dipoles per unit volume, k is the Boltzmann constant,
ε(0) is the static dielectric constant, and n is the refractive index. One way to
measure Pr in amorphous polymers is the thermally stimulated current (TSC)
method (refer to section on characterization). Pr can be calculated from the liber-
ated charge during TSC, and by reconciling that with the Onsager relationship,
the dipole density can be calculated:

Pr = Nµ2 Ep

3kTp

(
ε∞ + 2

3

)2 [
3ε(0)

2ε(0) + ε∞

]
(14)

The piezoelectric constants are related to the polarization. From basic thermody-
namics,

d3i =
(

∂ P
∂σi

)
γ ,T

(15)

A molecular theory of the direct piezoelectric effect in poled amorphous piezoelec-
tric polymers has been developed. An expression for the hydrostatic coefficient
appears in the original paper (41). Later, this theory was extended, and an equa-
tion for d31 was obtained (44,45). By differentiating equation 14 and modifying it
to account for dimensional effects such as stretching (44,46),

d31 = Pr(1 − γ )S11 + Pr(1 − γ )
3

(ε∞ − 1)S11 (16)

where γ is Poisson’s ratio, ε∞ is the permittivity at high frequencies, and S11 is
the compliance of the polymer. The first term accounts for dimensional effects,
and the second term gives the contribution of the local field effect.

Polarizability and Poling Conditions. Designing an amorphous
polymer that has a large dielectric relaxation strength and hence piezoelectric
response requires the ability to incorporate highly polar groups at high concen-
trations and cooperative dipole motion. A study of the relationship between relax-
ation times, poling temperatures, and poling fields is crucial to achieving optimal
dipole alignment. Theoretically, the higher the electric field, the better the dipole
alignment. The value of the electric field is limited, however, by the dielectric
breakdown of the polymer. In practice, 100 MV/m is the maximum field that can
be applied to these materials. Poling times need to be of the order of the relaxation
time of the polymer at the poling temperature.

During poling, the temperature is lowered to room temperature, while the
field is still on, to freeze-in the dipole alignment. In a semicrystalline mate-
rial, however, locking-in the polarization is supported by the crystalline structure
of the polymer, and it is therefore stable above the glass-transition temperature of
the polymer. Because the remanent polarization in amorphous polymers is lost in
the vicinity of Tg, their use is limited to temperatures well below Tg. This means
that the polymers are used in their glassy state, where they are quite stiff and
thus limit the ability of the polymer to strain as stress is applied. A piezoelectric
amorphous polymer may be used at temperatures near its Tg to optimize its me-
chanical properties, but not too close so as to maintain the remanent polarization.
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Although there are few data that address the stability of piezoelectric activ-
ity in amorphous polymers, it is clear that time, pressure, and temperature can
contribute to dipole relaxation in these polymers. For a given application and use
temperature, the effect of these parameters on the stability of the frozen-in dipole
alignment should be determined.

Examples of Amorphous Piezoelectric Polymers. The literature on
amorphous piezoelectric polymers is much more limited than that for semicrys-
talline systems. This is in part because no amorphous piezoelectric polymers
have responses high enough to attract commercial interest. Much of the previ-
ous work on amorphous piezoelectric polymers was in nitrile-substituted poly-
mers, including polyacrylonitrile (PAN) (47–49), poly(vinylidene cyanide–vinyl
acetate) (PVDCN/VAc) (50–54), poly(phenyl ether nitrile) (PPEN) (55,56), and
poly(1-bicyclobutanecarbonitrile) (57). Weak piezoelectric activity in poly(vinyl
chloride) (PVC) and poly(vinyl acetate) (PVAc) has also been found (11,41,58,59).
The most promising of these materials are vinylidene cyanide copolymers that
exhibit large dielectric relaxation strengths and strong piezoelectricity. Table 4
shows the molecular structures of the most commonly encountered amorphous
piezoelectric polymers.

Poly(vinylidene chloride). The carbon–chlorine dipole in poly(vinylidene
chloride) (PVDC) has been oriented to produce a low level of piezoelectricity.
The piezoelectric and pyroelectric activities generated in PVDC are stable and
reproducible. PVDC has been used as a basis for understanding and studying
piezoelectricity in amorphous polymers (39). The piezoelectric coefficients d31 of
PVDC are reportedly in the range of 0.5–1.3 pC/N. This response was improved by
simultaneous stretching and corona poling of film (44). The enhanced piezoelec-
tric coefficient d31 ranged from 1.5–5.0 pC/N (see VINYLIDENE CHLORIDE POLYMERS

(PVDC)).
PVDCN Copolymers. In 1980, exceptionally strong piezoelectric activity

was found (50) in the amorphous copolymer of VDCN and VAc. The copolymer
was poled at 150◦C (20◦C below its Tg) and cooled to room temperature in the
electric field. A Pr = 55 mC/m2 was obtained in a poling field of 50 MV/m. That
is comparable to the Pr of PVDF. When local ordering, or paracrystallinity, is in-
herent in the polymer or is induced by mechanical stretching, an increase in the
value of the remanent polarization is observed. For example, some researchers
(51) assert that the large discrepancy between the measured and calculated �ε

for PVDCN/VAc may be attributed to locally ordered regions in the polymer.
�εcalculated = 30 for the copolymer PVDCN/VAc, and �εmeasured = 125 (51). This
large discrepancy in the values of �ε is indicative of cooperative motion of several
nitrile dipoles within the locally ordered regions of the polymers. Cooperativity
means that multiple nitrile dipoles respond to the applied electric field in a uni-
fied manner, instead of each dipole acting independently. Although the existence
of cooperative dipole motion clearly increases the piezoelectric response of amor-
phous polymers, the mechanisms by which cooperativity can be systematically
incorporated into the polymer structure remain unclear at this time (59).

The large relaxation strength exhibited by PVDCN/VAc gives it the largest
value of Pr and hence d31 of all of the amorphous polymers. A number of authors
have suggested that PVDCN/VAc also exhibits ferroelectric-like behavior (51–53)
because of switching of the nitrile dipoles in an a.c. field. The switching time is
long compared to that of a normal ferroelectric polymer.
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Other VDCN Polymers. The homopolymer of vinylidene cyanide is ther-
mally unstable (60) and highly sensitive to moisture, but VDCN can be polymer-
ized with a variety of monomers in addition to VAc, such as vinyl benzoate (VBz),
methyl methacrylate (MMA), and others that form highly alternating chains. All
of these copolymers show some degree of piezoelectricity although lower than
PVDCN/VAc, which is explained by different activation energies for dipole orien-
tation in the glassy state and different chain mobility that depends on the side
group.

Polyacrylonitrile. Polyacrylonitrile (PAN) is one of the most widely used
polymers (see ACRYLONITRILE POLYMERS). Shortly after it was shown that the
PVDCN/VAc system is piezoelectric, researchers turned their attention to PAN
because of its similarity to the aforementioned polymers. The presence of the
large nitrile dipole in PAN indicated that it can be oriented by an applied electric
field. PAN presented some challenges not encountered in other nitrile-substituted
polymers, however. Although theoretical calculations predicted strong piezoelec-
tric behavior, it was difficult to pole. Several investigators (47–49) proposed that
the difficulty of poling PAN in the unstretched state is related to the strong
dipole–dipole interaction of nitrile groups of the same molecule that repel each
other, and thus prevent normal polarization. Upon stretching, the intermolecular
dipole interactions facilitate packing of the individual chains and give rise to or-
dered zones. The remanent polarization of both unstretched and stretched PAN
has been measured using the TSC method, and a twofold increase in remanent
polarization (TSC peak at 90◦C) was observed for PAN that was stretched to four
times its original length (47). Another approach is the copolymerization of PAN
with another monomer. Researchers have reported reduction of the hindering ef-
fect of the dipole–dipole interactions and enhancement of the internal mobility
of the polymer segments when PAN is copolymerized with PA(polystyrene) or
MMA. Ferroelectric behavior has been observed in P(AN–MMA), where, for given
temperature and field conditions, a characteristic hysteretic loop is obtained (49).
It was concluded that it may be one rare example where both ferroelectric and
frozen-in dipole orientations are superimposed.

Nitrile-Substituted Polyimide. Amorphous Polymers that contain polar
functional groups were synthesized (61–63) and investigated for use as high
temperature piezoelectric sensors. (β-CN) APB/ODPA polyimide is one such sys-
tem. The (β-CN) APB/ODPA polyimide possesses the three dipole functionalities
shown in Table 5. Typically, the functional groups in amorphous polymers are
pendent to the main chain. The dipoles, however, may also reside within the main
chain of the polymer, such as the anhydride units in the (β-CN) APB/ODPA poly-
imide. The nitrile dipole is pendent to a phenyl ring (µ = 4.2 D), and the two
anhydride dipoles (µ = 2.34 D) are within the chain, resulting in a total dipole
moment of 29.4 × 10− 30 C·m (8.8 D) per repeat unit.

The remanent polarization Pr of the (β-CN) APB/ODPA polymer found by
the TSC method was approximately 20 mC/m2 when poled at 80 MV/m above the
Tg for 1 h (64). Excellent thermal stability was observed up to 100◦C, and no loss
of the piezoelectric response was seen after aging at 50◦C and 100◦C for as long
as 500 h.

Partially cured films of the (β-CN) APB/ODPA system were simultaneously
corona-poled and cured to enhance dipolar orientation and minimize localized
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Table 5. Values of Dipole Moments Within Nitrile-Substituted Polyimide

Dipoles Dipole identity Dipole moment, C·ma

Pendent nitrile group 1.39 × 10− 29

Main-chain dianhydride group 7.8 × 10− 30

Main-chain diphenyl ether group 4.33 × 10− 30

aTo convert C·m to Debye, multiply by 2.997 × 1029.

arcing during poling. The aligned polar groups should be immobilized by addi-
tional imidization and subsequent cooling in an electric field. Both the Tg and
the degree of imidization increase almost linearly as the final cure temperature
is increased (64). The value of Pr was higher for films cured at lower tempera-
tures. The mobility of the molecules in a partially imidized state should be higher
than that in the fully cured state and therefore produce a higher degree of dipole
orientation.

The importance of dipole concentration in ultimate polarization is evident
from a comparison of PAN and the (β-CN) APB/ODPA polyimide. PAN has a sin-
gle nitrile dipole per repeat unit (µ = 3.5 D) resulting in a dipole concentration of
1.34 × 1028/m3. This translates into an ultimate polarization of 152 mC/m2 (20).
The (β-CN) APB/ODPA polyimide, on the other hand, has a total dipole moment
of 8.8 D per monomer. The dipole concentration of (β-CN) APB/ODPA, however,
is only 0.136 × 1028/m3, resulting in an ultimate polarization of 40 mC/m2, which
is less than a fourth of that of PAN. As a result, similar polyimides that have
increased nitrile concentrations were synthesized and characterized. Studies of
these polymers show that polarization is significantly increased by increasing
dipole concentration. Structure–property investigations designed to assess the
effects of these dipoles on Tg, thermal stability, and overall polarization behavior
are currently being pursued.

Even-Numbered Nylons. Nylon 6I and 6I/6T exhibit a D–E hysteretic loop
across a temperature range of 30–65◦C at a fixed maximum field of 168 MV/m
(65). The remanent polarization increases as the temperature increases. Note
that nylon 6I and 6I/6T are completely amorphous. The Pr is about 30 mC/m2

(see POLYAMIDES, AROMATIC).
Aliphatic Polyurethane. Some researchers (1) have suggested that

aliphatic polyurethane systems exhibit ferroelectricity that stems from the amor-
phous part at temperatures above the glass-transition temperature. This “liquid
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state” ferroelectricity is very peculiar, seems to exist, and is supported by the
hydrogen bonds present.

Characterization and Modeling

Most piezoelectric characterization methods were developed for crystalline ce-
ramics and had to be adapted for piezoelectric polymers. Methods based on reso-
nance analysis and equivalent circuits that can be used to characterize semicrys-
talline PVDF and its copolymers are outlined in IEEE standards (66). Details
for applying resonance analysis to piezoelectric polymers have recently been ex-
plored (67). Because of the lossy nature of some polymers, the IEEE standards
are not adequate, and other techniques are needed to describe piezoelectric prop-
erties more accurately.

Quasi-static direct methods are both versatile and well suited to investigat-
ing fully the piezoelectric response of polymers. Direct methods of this type are
especially appropriate for amorphous polymers. TSC measurements (68) are used
to measure the remanent polarization imparted to a polymer, and direct strain or
charge measurements are used to investigate the piezoelectric coefficients with
respect to the electric field, frequency, and stress.

TSC is a valuable tool for characterizing piezoelectric polymers. After poling
a polymer, a measure of the current dissipation and the remanent polarization as
a function temperature can be obtained by TSC. As the sample is heated through
its glass-transition temperature (or Curie temperature for a semicrystalline poly-
mer) at a slow rate (typically 1–4◦C/min), the depolarization current is measured
by an electrometer. The remanent polarization is equal to the charge per unit
area and is obtained from the data by integrating the current with respect to
time and plotting it as a function of temperature:

Pr = Q
A

= 1
A

∫
I(t) − dt. (17)

Figure 6 illustrates a typical TSC result. Because permanent dipoles are immo-
bile at temperatures well below Tg, the current discharge remains low in this
temperature range. As temperature increases to and beyond the Tg, however, the
onset of dipole mobility contributes to a significant increase in the current peak.
The peak in the current and the subsequent polarization maximum usually oc-
curs in the vicinity of the Tg.

Direct methods for measuring the strain that results from applying a field
or vice versa, applying a strain, and measuring the accumulated charge are abun-
dant. Interferometers, dilatometers, fiber-optic sensors, optical levers, linear vari-
able displacement transducers, and optical methods are employed to evaluate
the piezoelectric strain (converse effect) (69–72). The “out-of-plane” or thickness
piezoelectric coefficient d33 can be ascertained as a function of the driving field
and frequency. The coefficient is measured based on the equation

S33 = d33 E3, (18)

where S33 is the strain and E3 is the applied electric field.
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Fig. 6. Plot of thermally stimulated current for a typical amorphous poled polymer.

Fig. 7. Direct effect in polymers.

A modified Rheovibron, or similar techniques, have been used to measure
the direct piezoelectric effect, where charges accumulated on the surfaces of the
polymer are measured (59). The piezoelectric coefficient d31 can be obtained by
straining the polymer in the direction of applied stress using a force F as depicted
in Fig. 7. A charge Q is generated on the surface of the electrodes. A geometric
factor is used to produce a geometrically independent parameter, surface charge
density per unit applied stress:

d31 = Q/(W L)
F/(Wt)

, (19)

which has units of pC/N. W, L, and t are the width, length, and thickness of the
sample, respectively.

Modeling. The methodology for modeling piezoelectric behavior in poly-
mers varies, depending on the targeted properties. Approaches cover the range
from macroscale to micro and atomistic scales. A detailed review of computational
methods applied to electroactive polymers has been published (73).

In some cases, modeling can predict behavior where experiments cannot.
Using molecular dynamics, the orientation polarization of the (β-CN) APB/ODPA
polymer was assessed by monitoring the angle θ that the dipoles make with an
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applied electric field (74). The bulk Pr was calculated, and the results agreed ex-
tremely well with experimental results (61). Computational modeling, however,
gave insight into the contributions of the various dipoles present in a way exper-
imental results could not. The model predicted that 40% of the orientation polar-
ization was due to the dianhydride within the backbone of the ODPA monomer
and demonstrated the importance of the flexible ether linkage (oxygen atom) in
facilitating dipole alignment. Modeling insight of this kind is invaluable in guid-
ing the synthesis of new materials.

Modeling of PVDCN/VAc can also play a role in understanding the coopera-
tive motion responsible for the high dielectric relaxation strength of this class of
polymers, not possible experimentally (75). Mesoscale simulation has been used
to describe polarization reversal in PVDF films (76).

Applications and Future Considerations. The potential for applying
piezoelectric and other electroactive polymers is immense. To date, ferroelec-
tric polymers have been incorporated into numerous sensing and actuating de-
vices for a wide array of applications. Typical applications include devices in
medical instrumentation, robotics, optics, computers, and ultrasonic, underwa-
ter, and electroacoustic transducers. One important emerging application area
for electroactive polymers is the biomedical field where polymers are being ex-
plored as artificial muscle actuators, as invasive medical robots for diagnostics
and microsurgery, as actuator implants to stimulate tissue and bone growth, and
as sensors to monitor vascular grafts and to prevent blockages (77,78). Such ap-
plications are ideal for polymers because they can be made biocompatible, and
they have excellent conformability and impedance that match body fluids and
human tissue. The intent of this article is not to detail specific applications; the
interested reader may consult excellent sources on applications of piezoelectric
and ferroelectric polymers (79–81).

In the future, we believe that fertile research areas for piezoelectric poly-
mers will include work to enhance their properties, to improve their processibil-
ity for incorporation in devices, and to develop materials that have a broader use
temperature range. Fundamental structure–property understanding has enabled
the development of numerous semicrystalline and amorphous polymers. Based
on this knowledge, future research that focuses on property enhancement via
new chemistries that have higher dipole concentrations and incorporate dipole
cooperativity may yield improved materials. Property enhancements may also be
gained from processing studies to alter polymer morphology such as those used
to make “single crystalline” fluoropolymers. Development of materials that can
operate in extreme environments (high temperature and subambient tempera-
ture) is also important for expanding the use of piezoelectric polymers. Piezo-
electric and pyroelectric constants of polymers are considerably lower than those
of ferroelectric inorganic ceramics. Improvements in properties by incorporating
polymers in composites with inorganics to obtain higher electromechanical prop-
erties and better mechanical properties are also valuable. To date, piezoelectric
polymer–ceramic composites have been made wherein the polymer serves only
as an inactive matrix for the active ceramic phase. This is due to the mismatch
in permittivity between the polymer and ceramic which makes it difficult to pole
both phases. Research that results in active polymer and ceramic phases could
yield interesting electromechanical properties.
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